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Editorial 

The continued advancement of digital technologies, artificial intelligence, and education-support 

systems has paved the way for innovative research that bridges theoretical insight and practical 

implementation. This issue presents a collection of compelling studies that highlight novel 

approaches to challenges in software engineering, AI transparency, classroom education, and 

hardware security. The diversity of contributions reflects a shared commitment to usability, ethical 

compliance, and technological resilience—values that are increasingly important in today's 

interconnected and rapidly evolving research environment. 

Addressing the chronic problem of inefficient and incomplete bug reporting in self-hosted systems, 

a lightweight framework named Watson is introduced to enhance developer workflows. By 

capturing user interactions, screen recordings, and network activity, Watson minimizes the user’s 

effort during the reporting process while significantly increasing the quality of reports. Its seamless 

integration with issue trackers, without relying on cloud services or external APIs, makes it ideal 

for confidentiality-sensitive environments. Experimental evaluations show that Watson triples the 

efficiency in identifying root causes of bugs compared to traditional manual reporting, suggesting 

a promising direction for modernizing software maintenance tools [1]. 

Explainable Artificial Intelligence (XAI) remains a cornerstone in the development of transparent 

and accountable AI systems. A comprehensive exploration of XAI concepts reveals the nuanced 

difference between explainability and interpretability, while shedding light on cutting-edge 

techniques like feature attribution and rule extraction from neural networks. The discussion 

extends to the regulatory landscape, emphasizing the urgent need for governance structures that 

can evolve in tandem with rapid AI developments. The work not only advances academic 

discourse on AI ethics but also proposes pragmatic considerations for policy and research in high-

stakes domains such as finance and healthcare [2]. 

Innovations in programming education are also represented in this volume, with the development 

of a classroom support system that complements tangible educational tools. Designed for real-

time monitoring of student progress, the system helps instructors identify common learning 

barriers and deliver timely, tailored guidance. Deployed in a high school setting, the tool was well-

received by both teachers and students, who appreciated its ability to personalize the learning 

experience. While limitations remain in the rigidity of predefined model answers, this system 

marks a significant step toward scalable and data-informed teaching practices in computer 

science education [3]. 

In the domain of hardware-based security, a novel approach to true random number generation 

is presented using Resistive Switching Random Access Memories (ReRAMs). By comparing the 

high-resistance states of two ReRAM devices, the design avoids the precision timing constraints 

found in other TRNGs. Fully compatible with existing ReRAM crossbar architectures, the 

generator passed the NIST randomness test suite, validating its performance. Moreover, the 

analysis of device-to-device variability offers insight into the robustness of this approach, paving 

the way for secure and efficient random number generation in hardware cryptographic systems 

[4]. 

Collectively, these studies illustrate the breadth and depth of modern research efforts aimed at 

improving system reliability, user-centered design, educational innovation, and digital trust. By 

tackling domain-specific problems with interdisciplinary solutions, these contributions move us 

closer to a more intelligent, secure, and equitable technological future. 
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Insufficient information is often pointed out as one of the main problems with bug reports as
most bugs are reported manually, they lack detailed information describing steps to reproduce
the unexpected behavior, leading to increased time and effort for developers to reproduce and
fix bugs. Current bug reporting systems lack support for self-hosted systems that cannot access
third-party cloud environments or Application Programming Interfaces due to confidentiality
concerns. To address this, we propose Watson, a Typescript framework with a minimalist User
Interface developed in Vue.js. The objectives are to minimize the user’s effort to report bugs,
simplify the bug reporting process, and provide relevant information for developers to solve
it. Watson was designed to capture user’s interactions, network logs, screen recording, and
seamlessly integration with issue tracker systems in self-hosted systems that cannot share their
data to external Application Programming Interfaces or cloud services. Watson also can be
installed via Node Package Manager and integrated into most JavaScript or TypeScript web
projects. To evaluate Watson, we developed an Angular-based application along with two usage
scenarios. First, the users experimented the application without using Watson and once they
found a bug, they reported it manually on GitLab. Later, they used the same application, but
this time, whenever they detect another bug, they reported it through Watson User Interface.
Watson, as stated by the experiment participants and the evidences, is useful and helpful for
development teams to report issues and provide relevant information for tracking bugs. The
identification of bug root causes was almost three times more effective with Watson than manual
reporting.

1. Introduction

This paper is an extension of work originally presented at the 2023
IEEE 30th Annual Software Technology Conference (STC) [1].
Bug reports play a crucial role in software maintenance, enabling
developers to prioritize, reproduce, identify, and resolve defects [2],
[3]. Detailed information is expected from the reports, such as the
unexpected behavior, the steps to reproduce it, logs, or screenshots,
and others, so developers may recreate it to find a solution [2, 4, 5].

Insufficient information is often pointed out as one of the main
problems with bug reports, generally most bugs are reported manu-
ally by end-users or testers, the reports lack of details and sufficient
information describing the steps to reproduce the unexpected behav-
ior to allow the developers to find a solution [2, 6].

The most common way to report bugs is through issue tracking
systems, but in the majority cases, there is not any standard, which

causes misinformation for the development team due the unclear or
insufficient data [7]. Steps to reproduce the bug, stack trace errors,
test case scenarios, logs, and images are factors that impact the
quality of the bug reports [6, 8, 9, 10, 11, 12].

In this paper, we introduce Watson, a framework developed in
Typescript1 with an User Interface (UI) developed in Vue.js2. The
objective is to save time and effort for the person who is going to
report the bug, and standardize bug reporting by collecting funda-
mental information that will aid the developers to reproduce the
undesired behavior, as such as: user interaction on the page, network
requests, and screen video. The main points of Watson are that it
is a framework that can be installed via Node Package Manager
(NPM), it can be integrated into most Javascript3 or Typescript web
projects, and it is designed for self-hosted systems that cannot share
its data to external Application Programming Interfaces (APIs) or
cloud services.

*Corresponding Author: Diego Costa, SIDIA Institute of Science and Technology, Manaus, Brazil, diego.costa@sidia.com
1https://www.typescriptlang.org/
2https://vuejs.org/
3https://developer.mozilla.org/en-US/docs/Web/JavaScript
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Watson was evaluated empirically, using a test application devel-
oped in Angular4 and inviting developers and testers to use it with
Watson. The goal was to evaluate the participant’s perception of
Watson usefulness in comparison with manually reporting a bug on
GitLab5. Experienced web developers an testers judged Watson as
useful and Watson’s features to collect information proved helpful
in identifying the root cause of bugs reported.

The rest of this work is organized as follows: Section 2 provides
details about the problem and related work. Section 3 provides
details about the proposed software. Section 4 presents the results
of the use of Watson. Section 5 concludes by discussing the main
points found.

2. Related Works

Our research focused on bug reporting tools that provided relevant
and effective information for software maintenance, mainly for web
applications, but due to the lack of recent works, we expanded the
search for Android applications and approaches that are emerging,
such as machine learning.

The authors of [13] propose an automated bug reporting sys-
tem which serves as a foundation for testing frameworks in web
applications, generating failure reports based on the test cases. The
generated reports consist of the number of test cases executed, the
number of failed, passed and skipped tests, and the time it took to
perform the tests. When the report is ready, it is checked if it is a
duplicated bug report, then it is mailed to the development team.
The tool was used by the authors to simulate regression test cases,
resulting in an 8% reduction in test execution time. Additionally, it
summarized the bug report, reducing human effort and time spent
filtering duplicated bug reports.

In the work [14], they created a tool, Euler, that automatically
analyzes the written description of a bug report, evaluates the qual-
ity of reproduction steps, and provides feedback to users about
ambiguous or missing steps. Neural sequence labeling combined
with discourse patterns and dependency parsing identifies sentences
and individual steps to reproduce. It matches these steps to program
state and Graphical User Interface (GUI) in a graph-based execu-
tion model. An empirical evaluation was conducted to determine
the accuracy of Euler in identifying and assessing the quality of
reproduction steps for bug reports. The results indicated that Eu-
ler correctly identified 98% of the existing steps to reproduce and
58% of the missing ones, and 73% of its quality annotations being
accurate.

The work [2] presents Bee, an open-source tool that can be
integrated with GitHub6 and automatically analyzes user-written
bug reports using machine learning textual classification. It offers
insights into the system’s observed comportment, expected com-
portment, and reproduction steps for the reported bugs. As result
they achieved 87% recall, indicating the ability to correctly detect
and classify the described sentences.

In order to generate better bug reports for Android, CrashScope
[15] was created. It works by collecting system version and hard-
ware information, the application state, the user entry text descrip-
tion to reproduce the bug, the GUI events, and app’s stack trace error.
The purpose was to assess the reliability and comprehensibility of
reports generated by CrashScope relative to five current tools. To
evaluate this work, they used 8 real world open source applications
bug reports extracted from their corresponding issue trackers. They
invited 16 users to reproduce 4 bugs reported using CrashScope and
4 bugs reported manually. It was discovered that reports produced
by CrashScope were equally reproducible compared to those from
other tools, although it yielded more comprehensible and beneficial
reports for developers.

In [16], the author presented a chatbot that designed for Android,
combines dynamic software analysis, natural language processing,
and automated report quality assessment to assist users in writing
better descriptions and receiving issue reports. By inviting 18 end-
users to identify 12 bugs across 6 Android apps, we found that Burt
provides more accurate and complete reproduction steps than Itrac,
a template-based bug reporting system used by another 18 users.

The work [17] proposes an automated tool for integrating user
feedback into the testing process. In order to achieve this, they
collected datasets of mobile application issues reviews along with
user feedbacks to train a machine learning algorithm that would be
capable to link the user’s feedback to stack traces with the objective
to relate a feedback that might describe the cause of a failure to
a bug. By following this process, they concluded user feedback
is highly promising to integrate into the testing process of mobile
apps as it complements the capabilities of testing tools identifying
bugs that are not reveled in this phase of software development,
facilitating the diagnosis of bugs or crashes.

In the study [18], the authors explored automating Android bug
replaying using Large Language Models (LLMs). Motivated by
the success of these models, they proposed AdbGPT, a method for
reproducing bugs from bug reports via prompt engineering. By
following this approach, they demonstrated 81.3% effectiveness and
efficiency to reproduce bugs from users’ reports, and in terms of
average time to reproduce bug reports, the AdbGPT outperformed
the average time of experiment participants.

Other studies on bug reporting tools for web applications
[19, 20] and commercial tools like Usersnap7, BugHerd8, and Bird
Eats Bugs9 utilize browser extensions or embedded scripts to cap-
ture Document Object Model (DOM) events, stack trace errors,
and screenshots. Data is sent to cloud services but lacks integra-
tion with self-hosted systems that restrict sending its private data
to external APIs. This issue is addressed by Watson, a framework
installable via NPM for JavaScript or TypeScript web projects. It
provides flexibility for development teams to integrate and utilize
self-hosted systems, enabling configuration of Watson to use en-
tirely their own systems while collecting crash report data without
external environments.

4https://angularjs.org/
5https://about.gitlab.com/
6https://github.com
7https://usersnap.com/
8https://bugherd.com/
9https://birdeatsbug.com/
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3. Watson Framework

Watson was developed in Typescript, offering an API to help collect
important information. Watson collects information such as DOM
events related to the user’s interaction, when a user interacts with the
application, Watson interceptors will collect the web page events,
such as mouse clicks, network requests and screen video to capture
what the user sees on the page. This information will be passed to
the reporter class that implements the interface WatsonReporter to
attach the information to a bug report with a description provided
by the user and the Watson collected data, then it will send to the
chosen issue tracking system.

As presented in Figure 1, Watson acts in the native browser API,
injecting a collection of interceptors that will intercept data during
web application usage. When the user initiates the recording process
through the UI, Watson begins collecting data. Upon completion
of the recording, the gathered information can be transmitted to an
issue tracking system based on the preconfigured reporter imple-
mentation. This may involve utilizing a built-in reporter such as
GitLabReporter or implementing a customized reporter to facilitate
integration with alternative issue trackers or systems.

Figure 1: Watson Architecture

The UI workflow used to report bugs with Watson is shown
in Figure 2. Starting with the Watson UI start button (Figure 2a),
users can proceed as normal in their testing scenario or regular ap-
plication usage. Once Watson is running, it attaches interceptors
to the browser’s native API, listens for native events, collects data,
and redirects event parameters to the original event calls as proxies,

allowing it to intercept and save the user interaction with the web
page.

(a) Watson start

(b) Watson stop

(c) Create issue

(d) Issue created

Figure 2: Watson UI

After the data is intercepted, it gets transferred to the initial web
browser function API to perform its regular actions. To stop the data
collection, the user can use the stop button on Watson UI (Figure
2b), then, as shown in Figure 2c, a dialog message opens for users
to provide additional description about the bug and a title for the
issue, which will be sent to an external issue tracking system such
as GitHub10, Jira11 or another one which the developers may have

10https://github.com
11https://www.atlassian.com/software/jira
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previously integrated Watson to it. As in this case, it was integrated
with GitLab, it returned the issue link in Figure 2d.

3.1. Implementation details

Figure 3 presents Watson’s class diagram. It is composed of four
components: Watson, WatsonConfig, WatsonReporter, and Wat-
son interceptors.

Watson can be installed on a web project with NPM. After
installation, the Watson instance is a singleton and must be initial-
ized at application start-up, initializing and attaching its injectors
to the browser’s native API, functioning as proxies. The Watson
framework must be initialized and configured by adding the code
Watson.getInstance(config) on application startup code. The con-
fig paramter is object of type WatsonConfig that contains which
interceptors should be active and the reporter implementation of
WatsonReporter interface that has the responsibility to connect
Watson to an external issue tracking system. This enables reporting
of collected information alongside user description and issue title.

3.1.1. Watson

The Watson class connects all parts of the system and ensures the
data capture functions properly. It manages the start and stop of data
capture, stores the collected data, controls the event interceptors
activating and deactivating the capture and also uses the reporter
instance to send the collected data to issue tracker. With the config
parameter, it enables which event interceptors that will be attached
to native API and the event types that should be captured, and also
defines the WatsonReporter instance to send the collected data.

3.1.2. WatsonConfig

The configuration interface determines which event interceptors
should be activated. Currently, there are 3 event interceptors to
capture user interaction data: network interceptor, DOM events
interceptor, and the screen recorder. By default, all interceptors

are enabled, but the development team can define which of them
are active according to their requirements. For example, to dis-
able screen recorder by setting screenRecorder option to false.
Additionally, the implementation instance of the WatsonReporter
interface must be specified in the config. This can utilize either a
built-in implementation such as GitlabReporter or a custom report
class that implements the interface.

3.1.3. WatsonReporter

This is the interface implementation required for reporting to ex-
ternal issue tracking system. A method must be implemented to
send the collected data to an external issue tracking system like
Jira, GitLab, or others. The development team can write its code to
connect to the external system and implement this interface to send
data. For this experiment, Figure 3 presents the GitLabReporter
class designed to send the collected data to GitLab.

To implement this interface, the development team must first
obtain access to the required issue tracking system API and follow
its documentation to consume its API and have information about it
such as API key, authentication, and available endpoints. Following
this step, the developers can implement a class with this interface
containing the methods to communicate with the issue tracking
system and receive the data collected by Watson to finally transmit
them.

The WatsonReporter interface has a method called reportData,
accepting two parameters. The first parameter consists of the issue’s
basic information, including its title and description, while the sec-
ond one is the Watson collected data. This function is responsible
for generating issues within the issue tracker and returning an object
containing the issue’s ID and corresponding link, or null in case of
failure.

3.1.4. Watson Interceptors

Watson interceptors are built-in functions that will be attached on
native API, in order to listen network requests and DOM events

Figure 3: Watson Class Diagram
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specified in the event types list, according to active event inter-
ceptors specified in the Watsonconfig when Watson is instantiated.
These functions will be added to a list of observables at Watson
states. Watson has three types of interceptors:

• Video recording: Watson utilizes the MediaStream API12 to
capture the user’s screen activity. By clicking the start button
within the Watson UI, the user initiates the recording process;
while stopping it requires clicking the stop button. Besides
bug reporting, this can be used to record test scenarios. The
recorded video will be attached in the issue report to be sent
along with the logs.

• Network requests: As represented in Figure 4, Watson in-
jects the ajax interceptor to the XMLHttpRequests API13

for collecting vital data about network requests. As soon
the application is in use, it sends Hypertext Transfer Protocol
(HTTP) requests based on user interactions. The native API is
proxied, allowing the interceptor to gather information about
the network requests such as headers, start and end time, sta-
tus codes, sent and received data, and request duration. All
collected information is stored and used to generate a JSON
log file, which will be attached on the issue report.

Figure 4: Watson - Network Interceptor

• Capturing DOM events: In order to collect the user’s inter-
action with the web application, such as mouse and keyboard

actions, Watson injects its interceptor into the native API14

of AddEventListener, gathering data on events such as clicks,
double clicks, mouse enter, mouse leave along with element
details including HyperText Markup Language (HTML) tag
name, node xpath, text content, as shown be seen in Figure 5.

Figure 5: Watson - Event Interceptor

3.1.5. GitlabReporter

It is a concrete implementation of interface WatsonReporter, it can
create an issue on Gitlab through its Web API and upload the col-
lected information to the created issue.

The components of the reporting system: GitLabClient, GitLab-
Config, and GitLabIssue. Each component is detailed below:

GitlabConfig serves as the interface to represent the minimum
information necessary to identify the project and access it through
the Gitlab API. It requires the server API url, as it may be a self-
hosted server, and a valid access token registered to a Gitlab bot
authorized to create issues within the project. These information
are necessary during the configuring of the GitlabReporter as a Wat-
sonReporter instance at application launch, all those configuration
must be provided and setting up by the development team.

GitlabClient is responsible to use the Gitlab Web API use the
GitlabConfig information. It is able to create issues and upload
attachments to an issue.

12https://developer.mozilla.org/en-US/docs/Web/API/MediaStream
13https://developer.mozilla.org/en-US/docs/Web/API/XMLHttpRequest
14https://developer.mozilla.org/en-US/docs/Web/API/EventTarget/addEventListener
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GitlabIssue Is a representation of represents a created issue on
Gitlab. It contains basic issue details like issue ID, project ID, title
and description.

4. Test Case

A web application was developed with Angular to evaluate the
Watson framework. Watson was set up through NPM, configured
and incorporated into the application accordingly. As previously
mentioned, a GitLab reporter class that implemented the interface
for Watson reporter was created to integrate and report the issue to
Gitlab.

As in the works of [3, 14, 15, 16, 21], an empirical experiment
was conducted in two parts to evaluate if the users enjoyed Watson’s
functionalities and if these would be relevant for debugging and
solving issues.

As described in Table 1, an online questionnaire was created
for the users to answer after completing the tests. This question-
naire aimed to assess user perceptions of Watson’s features and
effectiveness in resolving bugs relative to manual reporting. Quan-
titative and qualitative questions were included, with participants
able to respond on a scale of 0 to 5, providing feedback on areas for
improvement and suggestions.

Table 1: Questionnaire

1 Considering the manual method of creating an issue, how
error-prone do you think this method is?

2 Considering the Watson method of creating an issue,
how error-prone do you think this method is?

3 What would be the main reasons to use the manual method?
4 What would be the main reasons to use Watson?

5 Considering the method using Watson, how much would
the network log be relevant to debug?

6 Considering the method using Watson, how much would
DOM events be relevant to debug?

7 Considering the method using Watson, how much would
the video be relevant to debug?

8 How relevant would Watson be to your project’s issue re-
port?

9
If you use or know other issue trackers. How much value
would Watson add as a library compared to other issue
trackers?

10 Do you have any suggestions for improvement? If yes,
which one?

Six web developers and six testers were invited to try the ap-
plication, discover, and report bugs. Some bugs were found in the
web application, including issues with the network connection to
database, visual elements, and behavior. The participants were not
told about which bugs were incorporated into the application, and
Watson was installed and configured by us.

In the fist part of the experiment, the users tried the web appli-
cation without Watson installed, and once they noticed a bug, they
manually reported it on GitLab, describing and attaching anything
they judged necessary to solve the bug. In the second part, they
tried the application with Watson installed. As in the first part, they

explored the system until they found a bug, but this time, with Wat-
son available in the application, they used Watson’s UI to report the
bug.

Upon completion of testing the application across both sce-
narios, participants responded to an online survey assessing their
satisfaction with Watson’s functionalities and the relevance of data
gathered by Watson towards addressing reported bugs.

The purpose of the first and second questions was to evaluate
how error-prone manual report and the Watson report were. For
these two questions, the lower value is better because it indicates less
error-prone than a higher value. For Watson method, the average
grade was 2.22, and the manual method was 3.11.

The third and fourth questions were about the motives to use one
method over another. The distribution about the main reasons the
participants considered using the manual method was three votes
for duplicate issue report prevention, two votes for organization,
one vote for quickly generating evidences, one vote for using a
text editor, and one vote for less-error prone, indicating that the
participants noticed the prevention of duplicate issues more. For
Watson, the results were of 5 votes for taking less time to report an
issue, two votes for more bug evidences and two votes for less-error
prone, indicating that the participant’s preferred Watson because
they took less time to report an issue.

The fifth, sixth, and seventh questions are about the relevance
of Watson features: network logs, DOM events, and screen records
collected by Watson. The average rates for these features were 4.11,
5 and 4.78, respectively.

The eighth question asks about the relevance of Watson for the
participant’s project issue report. The average rate for it was 4.89.
The ninth question asks to compare Watson’s reports to other tools
if the participant used another one. The average rate for it was 4.22.

The tenth question asks for suggestions. The suggestions the
participants cited were to add a text editor for the Watson’s descrip-
tion field, an option to download the logs and generated video, an
option to choose which project they would like to report the issue
and label it, and mainly the history search to avoid duplicate issues
before sending the new issue.

To evaluate the efficiency of Watson compared to manual report-
ing, all the bug reports were evaluated and analyzed for its potential
to identify the root cause of the issue. This evaluation involved
utilizing videos and user descriptions to recreate the bug scenario,
as well as examining the collected stack traces to trace the faulty
functionality.

Based on evidence provided by participants through manual
bug reporting, it was found the bug root cause on 18.75% of the
manually reported issues. In contrast, using Watson’s reports con-
taining stack traces and video, the number of issues that could be
determined the bug root cause increased to 63.63%.

The recorded video helped to reproduce all of the bug reported
with Watson. Additionally, the event and network logs were used to
investigate the application’s behavior during the occurrence of these
bugs.

5. Conclusion

This work presented Watson, a software program developed to stan-
dardize the bug report process. Its main purposes are to reduce the
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effort to collect bug evidences and provide relevant information for
developers to solve it.

Experienced web developers and testers tried Watson and per-
ceived it as useful and relevant for crash reports. Watson scored
an average rate of 4.89 out of 5 from the participants questionnaire
when asked about its impact on issue reporting in their web projects.

Watson’s features for collecting event and network stack traces
proved useful in identifying the root cause of bugs in 63.63% of
cases when using Watson, against to only 18.75% of the issues
reported manually.

This study focused on Watson’s ability to gather necessary data
for bug reports and make easier for user to report bugs with evi-
dences. Unlike from many other reporting tools, Watson operates
independently of any browser plugins and does not require sending
data to external servers.

The results of the analysis provided by this article are limited
and defined by the test case performed. To interpret the knowledge
obtained as a general approach, additional use cases in different
projects are needed. Therefore, our proposal suits the need to use
a bug reporting tool without using a third-party cloud, which is a
requirement for scenarios where highly confidential projects are
developed.

As points of improvement mentioned by the participants, most
of them were related to the user experience, such as the text editor,
options to download collected information, and the recorded screen.
It was also suggested to Watson block duplicated bugs.

The main achievement of this project was creating a framework
using TypeScript, which can be easily incorporated into web applica-
tions and various issue tracking systems. This enables development
teams to conveniently obtain standardized bug reports and user feed-
back. Projects can benefit from this solution as it allows them to
bypass third-party servers and incorporate a reporting tool within
their self-hosted system, especially when handling sensitive data.

As future work, besides the already mentioned user experience
suggestions, we plan to develop a mechanism to prevent duplicate
bug reports using Watson and machine learning techniques.
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This manuscript offers an in-depth analysis of Explainable Artificial Intelligence (XAI), em-
phasizing its crucial role in developing transparent and ethically compliant AI systems. It
traces AI’s evolution from basic algorithms to complex systems capable of autonomous de-
cisions with self-explanation. The paper distinguishes between explainability—making AI
decision processes understandable to humans—and interpretability, which provides coherent
reasons behind these decisions. We explore advanced explanation methodologies, including
feature attribution, example-based methods, and rule extraction technologies, emphasizing their
importance in high-stakes domains like healthcare and finance. The study also reviews the
current regulatory frameworks governing XAI, assessing their effectiveness in keeping pace
with AI innovation and societal expectations. For example, rule extraction from artificial neural
networks (ANNs) involves deriving explicit, human-understandable rules from complex models
to mimic explainability, thereby making the decision-making process of ANNs transparent and
accessible. Concluding, the paper forecasts future directions for XAI research and regulation,
advocating for innovative and ethically sound advancements. This work enhances the dialogue
on responsible AI and establishes a foundation for future research and policy in XAI.

1. Introduction

Artificial Intelligence (AI) has become an increasingly popular topic
in recent years. AI is defined as the capability of a machine to repli-
cate cognitive functions associated with the human mind [1]. As new
technologies like ChatGPT emerge, uncertainty about the impact
of AI technologies on the business world is steadily growing. The
complexity of these systems makes it difficult to understand how AI
arrives at its conclusions, resulting in a ”black box” scenario where
the process used to come to a system output is not fully transparent
[2]. The black box syndrome in such systems can create problems
in critical fields like finance and medical applications. These fields
require more transparency and trust when diagnosing or approving
a loan. As the use of AI grows, the demand for explainability within
knowledge-based systems increases. In the business community,
there is worry about human trust in AI recommendations, leading
to a desire for transparency in AI systems [3]. The current lack
of transparency in AI systems has led to increased focus on the
research of explainable AI. There is a clear need for explainability,
trust, and transparency in algorithms across various applications.
The concept of Explainable AI generalizes new possibilities for AI
programs.

The surge in the adoption of AI systems across various sectors
necessitates a parallel increase in explainability to ensure these sys-
tems are trustworthy, ethical, and accessible. Here are some concise
reasons:

• Regulatory Compliance: Increasing global regulations around
data privacy and AI transparency demand mechanisms for
explaining and justifying automated decisions, especially in
critical sectors like healthcare, finance, and legal.

• Ethical Considerations: As AI systems become more preva-
lent, the ethical implications of their decisions become more
significant. Explainable AI facilitates the understanding of
automated decisions, supporting ethical auditing and account-
ability.

• User Trust: Transparency in AI operations fosters user trust
and acceptance, crucial for the widespread deployment of AI
technologies in sensitive and impactful areas.

These points underscore the essential role of explainability in
the responsible scaling of AI technologies. As we delve deeper
into the nuances of AI applications, the complexity of these sys-
tems grows [4], highlighting the urgent need for advanced research
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in explainable AI. Such research not only aids in aligning AI sys-
tems with human values and norms but also opens new avenues for
innovation in AI governance and policy-making.

2. AI’s history highlights

In recent years, the explainability of systems has emerged as a sig-
nificant factor in adopting AI. It has become essential for practical,
social, and legal reasons that users are provided with an explana-
tion of how a system reaches a particular output [5]. Explanations
are necessary to understand a system’s functions and give users
insight into debugging system issues. However, experts have not
defined a reason or the qualities it must possess [5]. In early forms
of AI, explainability was not prioritized. The origin of AI can be
traced back to the 1940s. These first roots of AI were found in the
WWII code-breaking machine developed by English mathematician
Alan Turing [6]. The technology’s ability to outperform humans in
decoding caused Turing to question the system’s intelligence. In
1950, Turing released a paper discussing how to produce intelligent
systems and test their intelligence. In summary, he proposed a test
that considered a machine intelligent if a human cannot distinguish
between another human and the machine [6]. Today, the Turing Test
is still utilized as a benchmark for recognizing the intelligence of a
system.

AI foundation traces back to 1956 at Dartmouth College, which
kick-started a new era of machine learning research and devel-
opment. The first hint of explainability can be found in early
knowledge-based expert systems in the 1960s. Rule-based expert
systems utilize expert human knowledge to solve problems that
usually require human-level intelligence [7]. Using expert or do-
main knowledge, these software systems assist humans in decision-
making. Expert systems use an approach of ”if-then” statements and
have several essential parts, including a knowledge base (usually
formatted as a set of rules), an inference engine, and an interface
to convey information to a user [6, 7]. Using a top-down approach,
expert systems can quickly formalize human intelligence into logi-
cal rules that can be followed step-by-step. 1966, at MIT, Joseph
Weizenbaum created ELIZA, a natural language processing tool
capable of conversing with a human user [6]. ELIZA was one of
the first programs to pass the Turing Test. In the early 1970s, gov-
ernments began to hesitate and pull back funding for AI research,
causing a gap in the development of AI.

In the 1980s, Expert Systems, using AI-derived symbolic reason-
ing techniques to address complex problems, began demonstrating
the technology’s ability to achieve a firm’s goals [8]. However,
critics began to argue that overall, expert systems rarely achieved
their set goals and, in many cases, could not achieve expert-level
performance [8, 9]. These concerns heavily came from the finan-
cial sector, as Wall Street did not trust the technology that rarely
delivered on its promises.

Due to this suspicion, there was a significant lack of progress in
AI initially. There remained a large gap between the expectations
and reality of AI capabilities. Expert systems showed impressive
potential when attempting problems that can be seamlessly formal-
ized [10]. For example, in 1997, Deep Blue, IBM’s chess-playing
program, successfully beat Gary Kasparov, the world chess cham-
pion, utilizing a tree-search method to evaluate over 200 million

potential moves per second [6]. However, this program could not be
successfully applied to a problem that is not as quickly standardized,
such as face recognition. For a program to accomplish a task like
this, the system must correctly interpret data, learn from it, and
apply it to various tasks and goals with flexible adaptation [6].

The need for complex decision-making caused an uproar in AI
research. While a few machine learning models are labeled inter-
pretable by design - examples include decision trees, rules, and
tables- most AI models function as black boxes, meaning the sys-
tems do not reveal sufficient details regarding their internal behavior.
[5]. The nature of these opaque decision models will be further
discussed in the following section. As AI increasingly intertwines
with more human-centric applications, the focus has shifted from
accuracy to explainability [11].

In the nascent AI development stages, the primary focus was
predominantly on enhancing the accuracy and efficiency of AI mod-
els:

• Performance Metrics: Early AI research prioritized perfor-
mance metrics such as precision and recall, with less consid-
eration for how decisions were made within the model.

• Technological Limitations: Limited by the technology of their
times, early developers often had to choose between complex,
opaque models that offered better performance and simpler,
interpretable ones that did not scale.

While this approach was justified in the early days of AI, when
the goal was to establish viable, functional AI systems, today’s land-
scape demands a different paradigm [12]. As AI systems increas-
ingly interact with societal and individual decisions, transparency
becomes as critical as accuracy. This shift necessitates a robust ex-
ploration of XAI, where understanding and clarifying AI processes
are not just an academic interest but a societal imperative [13]. The
upcoming sections of this paper will delve into the methodologies
and impacts of XAI, seeking to bridge the gap between AI capabili-
ties and human-centric values.

3. What Is XAI?

The field of XAI refers to a wide variety of algorithms. These
varying algorithms can be grouped by complexity into three main
groups: white, gray, and black box models [14]. White-box models
are considered systems with full transparency that do not require ex-
tra explainability techniques, such as linear regression [14]. Systems
that achieve a more advanced performance but lack interpretabil-
ity, such as neural networks and random forests, are considered
black-box models with high accuracy yet lack transparency [11, 14].
These black boxes are considered opaque models, concealing the
methods and algorithms mapping inputs to outputs [15]. For exam-
ple, an opaque system could emerge when an organization licenses
closed-source AI to protect its intellectual property and proprietary
AI [15]. The ”how” and ”why” of the system’s process are omit-
ted from the output. Finally, gray-box models fall in between, as
they are not intrinsically explainable but can be interpretable when
explanation techniques are applied [14].

According to the National Institute of Standards and Technology
[16], for a system to be considered explainable, it must possess four
fundamental properties:
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• Explanation: A system must provide accompanying support
or evidence with each decision output.

• Meaningful: The system’s explanations are understandable to
its intended user, considering different user groups’ varying
knowledge levels and needs.

• Explanation Accuracy: The system’s explanation correctly
reflects system processes.

• Knowledge Limits: A system only functions within the range
of scenarios and conditions it has been trained for. The system
can recognize cases that fall outside its scope.

Knowing what ”explainability” means is crucial to understand-
ing the importance of explainable AI. The term does not possess
an official definition, but experts have culminated several ways to
view the concept of explainability. Explainability describes the
type of information provided to users through the user interface to
allow informed use of a system’s output or recommendation [17].
Explainability answers the simple question, ”Why did it do that?”.

3.1. Explainability, Interpretability, and Transparency

In many cases, explainability and interpretability are used synony-
mously; however, according to literature on the topic, interpretability
and explainability differ slightly. According to Johnson (2020) and
Angelov (2021), the definitions of the terms are as follows:

• Explainability: Relates to the concept of explanation as an
interface between AI and humans, including AI systems that
are comprehensive to humans through explanation [11].

• Interpretability: The ability to determine cause and effect
from a machine learning model that is intrinsically under-
standable to humans [11, 18].

There are notable qualities that explainable and interpretable
systems do and do not possess. The terms used are defined as such:

1. Transparency: The quality of AI systems being understand-
able by themselves, allowing users to comprehend how the
system works [11, 19, 20].

2. User Understanding: the ability of human users to imme-
diately make sense of a system’s reasoning and behavior
without extra explanations or clarifications [21].

3. Comprehensibility: refers to the capacity of a system or a
system’s explanations to aid a user in task completion [21].

4. Fairness: The goal that explanations should be egalitarian
[21].

Systems can be explainable without being interpretable. Ex-
plainability considers explanations of the interface between users
and an AI system [11]. Explainability is found in AI systems that
are accurate and understandable to humans [11]. In addition, ex-
plainability works to clarify its internal decision process to users. It
emphasizes the ability of parameters, often hidden in deep neural
networks, to justify the results [18, 22]. On the other hand, inter-
pretability relates to how accurately a system can link each cause

to an effect [18]. Interpretability describes the capacity of a sys-
tem to give interpretations in formats understandable to humans.
Interpretability also includes to what degree users can understand
explanations [23]. For example, deep learning models, such as
neural networks, tend to perform highly but lack interpretability
[14, 24].

In both interpretable and explainable AI systems, fairness is
not guaranteed. Although these techniques provide insight into
model behavior and reveal biases, achieving fairness requires the
consideration of factors including data bias, algorithmic fairness,
and ethical considerations [20]. A system’s explainability can be
determined by several factors, including complexity, transparency,
trust, fidelity, accuracy, and comprehensibility [5, 16, 23]. These
dimensions of explainability distinguish explainable systems from
black-box models and are critical pieces of explainable AI.

One necessary element of explainable AI is transparency. While
explainability answers the question ”Why did it do that?” trans-
parency addresses ”How does it work?” [25]. In summary, trans-
parency is found in systems that have the potential to be understand-
able by themselves, making transparent systems the opposite of
black box models [11]. Transparency helps lift the lid of black box
models. This can reveal a model’s structural attributes, evaluation
metrics, and descriptive properties from training data to users to fos-
ter an understanding of a system’s underlying logic [5, 25]. Many
machine learning models lacked transparency due to a trade-off
between explainability and performance [19]. As previous studies
focused on performance improvement, transparency was ignored
and placed on the back burner.

AI systems’ nontransparent nature began to affect human trust
and confidence negatively. More specialized knowledge became
necessary to understand AI approaches as the complexity increased.
Ordinary users with low algorithmic knowledge found it hard to trust
AI systems making crucial decisions, and the lack of transparency
hindered user understanding of the exact steps of algorithms [26].
This significantly worsened the problem, as user comprehension of
why a specific recommendation is made and how their input affects
the results is critical to user satisfaction and trust [26]. For example,
in a news recommender system, fair and personalized recommenda-
tions give users confidence, leading to trust and continued use [26].
Visible transparency improves search performance, as using expla-
nations improves users’ overall satisfaction [26]. In recommender
systems, personalization has become a determinant of satisfaction
and trust [26]. Moreover, the recommendation explanation sets a
prerequisite for a relationship of trust between humans and AI [2].
A lack of transparency in medical applications has been identified as
a barrier to AI implementation [23]. Trust in medical AI systems is
vital, as the recommendations significantly impact patients’ health
and well-being [23].

The need for transparency has led to a significant interest in
XAI. This field ensures that AI benefits rather than harms society
by introducing accountability [3]. Systems that lack transparency
don’t possess this accountability. In some cases, this is not an is-
sue. For instance, in the historic Go game between Lee Sodel, a
highly skilled Go player, and AlphaGo, a DeepMind AI system,
AlphaGo made an extremely unexpected move [2]. Experts were
unsure why the system made this gaming-altering move. In this
case, the nontransparent nature of AlphaGo did not matter, as the
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application did not drastically affect human well-being. However,
in many applications, the opposite is true.

On the other hand, IBM Watson, a supercomputer containing AI
and other analytical software, beat the top players at the game show
Jeopardy. This software was then marketed to medical facilities as a
cancer-detecting system [2]. When providing results, Watson could
not display the reasoning for its output, so patients and doctors
could not trust the system [2, 3]. IBM Watson’s lack of transparency
hindered human trust and was not seen as a successful application.
The same mindset can be applied to self-driving cars as well. These
automated systems did not react efficiently in a new or unfamil-
iar environment. In 2018, a computerized vehicle owned by Uber
crashed, and the operator was charged with negligent homicide [11].
Transparent and explainable systems are necessary, from a public
trust perspective and a legal viewpoint, to provide more reliable and
safe systems [11].

The capacity of AI-based systems to elucidate their internal
decision-making processes is an area ripe for exploration and inno-
vation:

• Model Transparency: Techniques such as model visualiza-
tion and feature importance metrics provide insights into the
working of complex models, enhancing their transparency.

• Decision Justification: Implementing methods that allow AI
systems to justify their decisions can facilitate greater under-
standing and trust among users.

As AI technologies continue to permeate various aspects of
personal and professional life, the ability of these systems to offer
clear, understandable explanations for their actions becomes crucial.
This supports the development of more robust and reliable AI and
upholds the user’s right to demand transparency [27]. The next sec-
tion of this paper will discuss methodologies for formulating these
explanations, ensuring that AI systems are effective, accountable,
and accessible to the users they serve.

4. Explanations

According to [5], explanations can be understood in two ways: as
a line of reasoning or as a problem-solving activity. Viewing ex-
planations as a line of reasoning essentially creates understanding
by following the path inference rules take to come to a particular
decision [5]. The main issue with this approach was the complexity
of explanations, as not all users possess the same knowledge to
understand the full extent of explanations thoroughly. This idea
was re-conceptualized to approach explanation in a different light:
explanations as a problem-solving activity. This altered view not
only reconstructs the system’s reasoning but also considers various
degrees of abstraction, meaning different knowledge levels were
considered [28].

Post-hoc and model-based explanations are the most prevalent
types when categorizing the explanations provided by XAI systems.
Post-hoc methods are commonly used on systems that are not in-
trinsically interpretable to boost their interpretability [29]. Post-hoc
methods do not directly reveal the internal workings of a model.
Still, they seek to explain behavior to users by studying outputs and

factors that contribute to the result [16]. In other words, explana-
tions are derived after a model makes the prediction. The system
uses the nature and attributes of results to generate explanations
[17].

On the other hand, model-based explanations focus on the me-
chanical aspect of recommendations and aim to illustrate how an
algorithm suggests a distinct output [5]. Model-based explanation
strategies use a different model to explain how the task model func-
tions. The levels of soundness and fidelity are particularly essential
for assessing model-based explanations [23]. Model-based expla-
nations are strictly based on the system’s underlying assumptions
and structure [5]. The following subsections briefly overview post-
hoc explanations, addressing different techniques and applications.
In addition, several other relevant explanation types, such as self-
interpretable models, are referenced.

4.1. Post-hoc Explanations

Post-hoc explainability can be applied in two ways: model-specific
and model-agnostic approaches. Model-specific methods produce
explanations by utilizing the particular system’s internal learning
process [30]. Since model-specific interpretability is tailored to
bring transparency to specific models, the application will not be
suitable for other model types [11, 20, 30]. In contrast, model-
agnostic methods are independent of the applied system. Model-
agnostic methods develop end-user explanations using the inputs
and predictions of the model [20, 30]. The lack of specificity of
model-agnostic methods allows for wide-scale usage. In addition,
the interpretability of post-hoc models can be further divided into
local and global methods.

4.1.1. Local Methods

Local methods obtain explainability by segmenting the solution
space and providing less intricate explanations that apply to the
entire model [29]. A per-decision or single-decision explanation is
the most dominant type of local explanation [16]. It provides insight
into the aspects that impact the algorithm’s decision for a particular
input. Local explanations allow for a local approximation of how
a black-box model functions [11]. The most well-known example
of local methods is LIME (Local Interpretable Model Agnostic Ex-
plainer) [16, 17]. LIME functions by taking a decision and creating
an interpretable model that illustrates the local decision, which is
then used to deliver per-feature explanations [16]. LIME perturbs
training data into a new dataset to form a new interpretable model
[11]. Another example of local explanations is SHAP (Shapely
Additive exPlanations), which uses a mechanism of additive feature
attributions to reveal the significance of input factors [14, 17].

4.1.2. Global Methods

Global methods employ interpretable mechanisms, such as decision
trees, to extract a simplified version of a complex black box model
to supply understandable explanations for each decision made by
the model [11]. This makes it possible to comprehend the behavior
of the black-box model and how it relates to its trained characteris-
tics [11]. Global explanations can construct post-hoc explanations
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on the whole algorithm [16]. Partial Dependence Plots (PDPs) and
Testing with Concept Activation Vectors (TCAV) are examples of
global explanations. PDPs demonstrate the modification of pre-
dicted responses about altered data components. At the same time,
TCAVs explain deep neural networks in a more user-friendly man-
ner and have been applied to image classification systems [16].In
addition, a global variant of LIME exists, SP-LIME, which uses
applicable local LIME outputs as synopsis explanations [16].

4.2. Self-Interpretable Models

Self-interpretable models are intrinsically explainable, meaning
humans can directly understand them. The models are the explana-
tion due to a transparent reasoning process [16, 31, 32]. However,
many sources claim self-interpretable models are less accurate than
post-hoc explanations due to a trade-off between accuracy and in-
terpretability [16, 33]. The most common self-interpretable models
include regression models and decision trees [16, 34].

4.3. Other Explanation Models

In addition, several other explanations exist that do not perfectly fit
into a category. The most relevant of these explanation models are
defined below.

Forms of Model Explanations:

• Introspective Methods: Explanations are formed by connect-
ing inputs to outputs in black-box models. For example,
reflective methods can be applied to image classifications
with Deep Neural Networks [5, 35, 36] and [37].

• Counterfactual Methods: Explanations provide ”what-if”
statements regarding how the outputs of a predicted model
could be affected by input changes [5, 38, 39, 40] and [41].

• Explanation by Feature Relevance: A method of post-hoc
explainability clarifies a model’s internal functioning by cal-
culating a relevance score for each variable. The comparison
of scores depicts the weight each variable holds [20, 42] and
[43].

• Explanation by Simplification: Explanations that use a trained
model to formulate a simplified representation to assemble
an easily implementable model. These models optimize simi-
larity to the original model while simultaneously decreasing
complexity [11, 29] and [44].

AI-based systems must explain their decisions, which may soon
transition from a best practice to a mandatory requirement. This
shift is driven both by evolving regulatory frameworks aimed at
safeguarding consumer rights and by ethical standards that promote
transparency and accountability [45]:

• Regulatory Compliance: Legislations such as the EU’s Gen-
eral Data Protection Regulation (GDPR) already impose obli-
gations on AI to explain decisions that affect individuals,
signaling a broader trend towards legal mandates.

• Ethical Accountability: Beyond compliance, there is a grow-
ing recognition of the ethical obligation for AI to be trans-
parent, particularly in systems that impact public welfare and
individual freedoms.

This development is poised to significantly benefit numerous
business sectors by enhancing consumer trust, facilitating more in-
formed decision-making, and improving the overall user experience
with AI technologies.

5. From ANNs (sub-symbolic) to Rules (symbolic)

Extracting rules from ANNs is crucial in demystifying these models’
”black-box” nature, making their decisions understandable and inter-
pretable to humans. This process involves translating the intricate,
non-linear relationships learned by the network into a set of rules
that humans can easily understand. To illustrate this process, we’ll
explore a detailed example of how rules can be extracted from an
ANN trained on a simplified dataset for predicting loan approval
based on applicant features.

5.1. Background

Let us use the example of a fictional financial institution that has
created an ANN to evaluate loan applications. The ANN considers
various applicant features such as Age, Income, Credit Score, and
Employment Status and provides a binary decision: Approve or
Deny. Despite the ANN’s high accuracy, the decision-making pro-
cess is not transparent. This makes it challenging for loan officers
to explain decisions to applicants or to ensure compliance with reg-
ulations. The institution aims to derive understandable rules from
the ANN to address this.

5.2. ANN Architecture

The ANN in this example is a simple feedforward network with one
hidden layer. The input layer has four neurons corresponding to the
applicant features. The hidden layer has a few neurons (say five
for simplicity) using ReLU (Rectified Linear Unit) as the activation
function [41]. The output layer has one neuron and uses a sigmoid
activation function to output a probability of loan approval.

5.3. Rule Extraction Process

The rule extraction process involves several steps designed to trans-
late the ANN’s learned weights and biases into a set of if-then rules
that replicate the network’s decision-making process as closely as
possible:

• Simplification: The first step involves simplifying the ANN
to make the rule extraction more manageable. This could
include pruning insignificant weights (shallows values) and
neurons that have little impact on the output based on sensi-
tivity analysis.

• Discretization: Since ANNs deal with continuous inputs and
hidden layer activations, a discretization process is applied to
convert these continuous values into categorical ranges. For
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instance, age might be categorized into ’Young’, ’Middle-
aged’, and ’Old’; Income into ’Low’, ’Medium’, and ’High’;
Credit Score into ’Poor’, ’Fair’, ’Good’, and ’Excellent’; and
Employment Status into ’Unemployed’ and ’Employed’.

• Activation Pattern Analysis: Next, the activation patterns of
the neurons in the hidden layer are analyzed for each input
pattern. This involves feeding various combinations of the
discretized input variables into the simplified network and
observing which neurons in the hidden layer are activated
for each combination. An activation threshold is defined to
determine whether a neuron is considered activated.

• Rule Generation: Based on the activation patterns observed,
rules are generated to replicate the ANN’s decision process.
Each rule corresponds to a path from the input layer through
the activated hidden neurons to the output decision. For ex-
ample:

– If (Age is Young) and (Income is High) and (Credit
Score is Good) and (Employment Status is Employed),
then Approve Loan.

– If (Age is Middle-aged) and (Credit Score is Poor), then
Deny Loan.

This step involves identifying which combinations of input
features and hidden neuron activations lead to loan approval
or denial, effectively translating the ANN’s complex decision
boundaries into more interpretable formats.

• Rule Refinement and Validation: The initial set of rules may
be too complex or too numerous for practical use. Rule refine-
ment techniques simplify and consolidate the rules without
significantly reducing their accuracy in replicating the ANN’s
decisions. The refined rules are then validated against a test
dataset to accurately reflect the ANN’s behavior. This may
involve adjusting the rules based on misclassifications or ap-
plying techniques to handle exceptions and edge cases.

After applying the rule extraction process to our hypothetical
ANN, we might end up with a set of simplified, human-readable
rules such as:

• Rule 1: If (Income is High) and (Credit Score is Excellent),
then Approve Loan.

• Rule 2: If (Employment Status is Unemployed) and (Credit
Score is Poor or Fair), then Deny Loan.

• Rule 3: If (Age is Old) and (Income is Low) and (Employ-
ment Status is Employed), then Deny Loan.

These rules provide clear criteria derived from the ANN’s
learned patterns, making the decision-making process transparent
and justifiable.

5.4. Advantages and Challenges

Some advantages include:

• Transparency: The extracted rules make the ANN’s decisions
transparent and understandable to humans.

• Compliance: Clear rules can help ensure compliance with
regulatory requirements for explainable AI.

• Trust: Understanding how decisions are made can increase
user trust in the AI system.

Some challenges are:

• Complexity: The rule extraction process can be complex,
especially for deep or highly non-linear networks [46].

• Approximation: The extracted rules approximate the ANN’s
decision process and may not capture all nuances.

• Scalability: Extracting rules from large, deep neural networks
with many inputs and hidden layers can be challenging and
may result in many complex rules [47].

5.5. Summary

Extracting rules from ANNs makes AI decision-making transparent,
understandable, and justifiable. Although there are challenges, espe-
cially with complex networks, this process is crucial for responsible
and ethical AI use. By making AI systems more interpretable, we
can establish trust with users, ensure compliance with regulations,
and gain valuable insights into decision-making.

6. Fuzzy Cognitive Maps

The pendulum in AI is swinging back from purely statistical ap-
proaches toward integrating structured knowledge. FCMs are pow-
erful cognitive tools for modeling and simulating complex systems.
They blend elements from artificial neural networks, graph the-
ory, and semantic nets to offer a unique approach to understanding
and predicting system behavior. FCMs incorporate the concept of
fuzziness from fuzzy logic, enabling them to handle ambiguity and
uncertainty inherent in real-world scenarios. This extensive report
delves into the origins of FCMs, provides illustrative case studies,
and discusses their advantages and disadvantages, with references to
their similarities to artificial neural networks, graphs, and semantic
nets [48].

6.1. Origins

Bart Kosko introduced the concept of FCMs in the 1980s as an ex-
tension of cognitive maps. Cognitive maps, developed by Axelrod,
were diagrams that represented beliefs and their interconnections.
Kosko’s introduction of fuzziness to these maps allowed for the
representation of causal reasoning with degrees of truth rather than
binary true/false values, thus capturing the uncertain and imprecise
nature of human knowledge and decision-making processes. FCMs
combine elements from fuzzy logic, introduced by Lotfi A. Zadeh,
with the structure of cognitive maps to model complex systems.
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6.2. Structure and Functionality

FCMs are graph-based representations where nodes represent con-
cepts or entities within a system, and directed edges depict the
causal relationships between these concepts. Each edge is assigned
a weight that indicates the relationship’s strength and direction (pos-
itive or negative). This structure closely mirrors that of artificial
neural networks, particularly in how information flows through the
network and how activation levels of concepts are updated based on
the input they receive, akin to the weighted connections between
neurons in neural networks [49].

However, unlike typical neural networks that learn from data
through backpropagation or other learning algorithms, the weights
in FCMs are often determined by experts or derived from data using
specific algorithms designed for FCMs. The concepts in FCMs can
be activated like neurons, with their states updated based on fuzzy
causal relations, allowing for dynamic modeling of system behavior
over time. Integrating structured knowledge graphs with distributed
neural network representations offers a promising path to augmented
intelligence. We get the flexible statistical power of neural networks
that predict, classify, and generate based on patterns—combined
with the formalized curated knowledge encoding facts, logic, and
semantics via knowledge graphs [50].

6.3. The Inherent Reasoning Mechanism

The primary function of the reasoning rule in FCM models is to
update the activation values of concepts iteratively, starting from
initial conditions and continuing until a stopping criterion is satis-
fied. During each iteration, the reasoning rule utilizes three primary
components to conduct these calculations: the weight matrix, which
signifies the connections between concepts; the activation values of
concepts from the previous iteration; and the activation function.

Eq. (1) shows a general rule commonly found in FCMs-related
papers:

a(t)
i = f

 N∑
j=1,i, j

a(t−1)
j w ji

 , (1)

Recently, in [51], the author proposed an updated quasi-
nonlinear reasoning rule depicted in Eq. (2):

a(t)
i = ϕ · f

 N∑
j=1

a(t−1)
j w ji

︸                  ︷︷                  ︸
nonlinear component

+ (1 − ϕ) · a(0)
i︸        ︷︷        ︸

linear component

, (2)

such that 0 ≤ ϕ ≤ 1 is the nonlinearity coefficient. When ϕ = 1,
the concept’s activation value depends on the activation values of
connected concepts in the previous iteration. When 0 < ϕ < 1, we
add a linear component to the reasoning rule devoted to preserving
the initial activation values of concepts. When ϕ = 0, the model
narrows down to a linear regression where the initial activation
values of concepts act as regressors. In their paper, Nápoles et al.
[51] used the quasi-nonlinear reasoning rule to quantify implicit
bias in pattern classification datasets. In contrast, the authors in
[41] resorted to this rule to develop a recurrence-aware FCM-based
classifier.

6.4. How Activation Functions Work

The activation function f : R → I is an essential component in
the reasoning rule of FCM-based models. This monotonically
non-decreasing function keeps the activation value of each con-
cept within the desired image set I, which can be discrete (a finite
set) or continuous (a numeric-valued interval). It should be men-
tioned that I must be bounded; otherwise, the reasoning rule could
explode due to the successive additions and multiplications when
updating concepts’ activation values during reasoning. Table ??
portrays relevant activation functions found in the literature.

6.5. Relevant Case Studies

For illustration purposes, Figure 1 shows an example of an FCM cre-
ated to model a case of autism [32]. FCMs have been applied across
various domains, demonstrating their versatility and effectiveness
as a hybrid AI tool:

• Decision Support Systems: FCMs model complex decision-
making processes, integrating expert knowledge and data-
driven insights to support decisions in healthcare, environ-
mental management, and business strategy.

• Predictive Modeling: In healthcare, FCMs model the progres-
sion of diseases or the impact of treatments, incorporating
medical expertise and patient data to predict outcomes and
support personalized medicine [52].

• System Analysis and Design: FCMs help analyze and design
complex systems, such as socio-economic systems or ecosys-
tems, by modeling the interactions between various factors
and predicting the impact of changes or interventions.

• Healthcare Management: FCMs have been employed to
model and predict patient outcomes in healthcare settings.
For example, an FCM can be developed to understand the
complex interplay between patient symptoms, treatment op-
tions, and possible outcomes, aiding medical professionals in
decision-making [53].

• Environmental and Ecological Systems: In environmental
studies, FCMs have been used to model the impact of hu-
man activities on ecosystems, allowing for the simulation of
various scenarios based on different policies or interventions.
This application showcases the strength of FCMs in handling
systems where data may be scarce or imprecise [54].

• Business and Strategic Planning: FCMs assist in strategic
planning and decision-making within business contexts by
modeling the relationships between market forces, company
policies, and financial outcomes, offering a tool for scenario
analysis and strategy development [55].
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Figure 1: Real example created with FCM Tool.

6.6. Advantages

The hybrid nature of FCMs offers several advantages:

• Interpretability and Transparency: The symbolic representa-
tion of concepts and causal relationships in FCMs provides
clarity and understandability, facilitating communication with
experts and stakeholders and supporting explainable AI.

• Flexibility and Adaptability: FCMs can be easily updated
with new knowledge or data, allowing them to adapt to chang-
ing conditions or insights. This makes them particularly
valuable in fields where knowledge evolves rapidly.

• Handling of Uncertainty: Using fuzzy values to represent
causal strengths enables FCMs to deal effectively with uncer-
tainty and ambiguity, providing more nuanced and realistic
modeling of complex systems [4].

• Integration of Expert Knowledge and Data-Driven Insights:
FCMs uniquely combine expert domain knowledge with learn-
ing from data, bridging the gap between purely knowledge-
driven and purely data-driven approaches.

• Interpretability: The graphical representation of FCMs, sim-
ilar to semantic nets, allows for straightforward interpreta-
tion and understanding of the modeled system, making it
accessible to experts and stakeholders without deep technical
knowledge of AI.

• Flexibility: FCMs can incorporate quantitative and qualita-
tive data, effectively handling uncertainty and imprecision
through fuzzy logic. This flexibility makes them suitable for
a wide range of applications.

• Dynamic Modeling Capability: FCMs can simulate the dy-
namic behavior of systems over time, providing valuable
insights into potential future states based on different inputs
or changes in the system [56].

6.7. Limitations

Despite their advantages, FCMs also face several challenges:

• Complexity with Large Maps: As the number of concepts
and relationships in an FCM increases, the map can become
complex and challenging to manage, analyze, and interpret
[57].

• Learning and Optimization: While FCMs can learn from data,
adjusting the fuzzy values of causal relationships can be com-
putationally intensive and require sophisticated optimization
techniques, especially for large and complex maps [58].

• Quantification of Expert Knowledge: Translating expert
knowledge into precise fuzzy values for causal relationships
can be challenging and may introduce subjectivity, requiring
careful validation and sensitivity analysis [59].

• Subjectivity in Model Construction: The reliance on expert
knowledge for constructing FCMs can introduce subjectivity,
especially in determining the strength and direction of causal
relationships between concepts.

• Complexity with Large Maps: As the number of concepts
increases, the FCM can become complex and challenging
to manage and interpret, potentially requiring sophisticated
computational tools for simulation and analysis.

• Limited Learning Capability: While FCMs can be adjusted or
trained based on data to some extent, they lack the deep learn-
ing capabilities of more advanced neural networks, which
can autonomously learn complex patterns from large datasets
[60].

7. Applications

Numerous potential applications exist for XAI techniques and mod-
els, including healthcare, law, data science, and business [55]. This
section explores the need for explainability in these applications,
including their current uses, limitations, and future development.

7.1. Healthcare

In healthcare, there are many applications of XAI such as diagnosis,
treatment recommendations, and surgery [23, 61, 62]. For example,
an explainable model was proposed for diagnosing skin diseases.
Using saliency maps to highlight important parts of the image cru-
cial to diagnosis, dermatologists can easily understand the model’s
arrival at a diagnosis and then provide a more in-detail diagnosis
[61]. According to a survey by [62], LIME is the most commonly
used XAI approach in medical applications.

Throughout the COVID-19 pandemic, AI has shown potential
in developing solutions to confront the difficulties presented by the
virus [61]. However, the lack of transparency in black-box models
has hindered their acceptance in clinical practice. With the develop-
ment in user trust and model performance, XAI can attempt these
problems in the future [61]. XAI techniques have been created in the
context of medical image analysis to facilitate disease detection and
diagnosis through feature visualization [61]. This allows medical
professionals and their patients to obtain a deeper insight into the
model’s process, building confidence in its accuracy. In high-stakes
applications, specifically healthcare, there is debate about whether
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explainable modeling is necessary. To some, explainability is cru-
cial. On the other hand, some say prioritizing explainability above
accuracy in healthcare systems can be unethical [23]. According to
[23], the post-hoc explanations can be delusive, but a potential so-
lution is to create post-hoc explanation models with argumentative
support.

Suppose the case of an ANN equipped with a rule extraction
method can be deployed to diagnose diseases from medical imaging
with high accuracy. The ANN processes complex imaging data to
identify patterns indicative of specific conditions, such as tumors in
MRI scans. A rule extraction technique is integrated into the system
to ensure clinicians and patients understand the diagnostic process.
This technique translates the ANN’s intricate decision-making into
simple, interpretable rules, such as the presence of specific shapes or
textures associated with malignancy. This not only aids medical pro-
fessionals in making informed treatment decisions but also enhances
patient trust by providing clear explanations for the diagnoses made
by the AI system.

7.2. Law

In the context of legal applications, XAI possesses several potential
applications. As stated by [61], XAI can be used for legal document
analysis, contract review, legal decision-making, and addressing
challenges in legal domains. AI can help analyze large volumes of
legal documents and sort significant information to facilitate a more
accurate analysis, as well as assist in recommending plea bargains
or predicting case outcomes [61, 63]. Despite the increasing em-
phasis on AI in the legal world, systems still struggle to perform
at necessary levels due to the precise nature of legal work. Such
characteristics include the exact nature of legal jargon, the high level
of expertise required, the mass amount of situational exceptions,
and the limited tolerance of mistakes [61]. The motivation for in-
terpretable, explainable, and trustworthy systems feeds the recent
upsurge of XAI research in legal applications.

In legal applications, an FCM can be a sophisticated tool for
modeling and visualizing the intricate dynamics of legal cases and
legislative processes. By capturing and representing the causal
relationships between various legal factors—such as statutes, prece-
dents, and evidentiary variables—FCMs enable legal professionals
to simulate and scrutinize the potential outcomes of different legal
strategies in a visually interpretable format. This capability goes
beyond basic explainability by showing outcomes and allowing
users to interact with the map to adjust variables and immediately
see different scenario outcomes. This interactive, interpretable vi-
sualization aids in understanding complex legal interdependencies,
facilitating more informed decision-making and strategy formula-
tion, especially in cases involving overlapping laws and diverse
outcomes.

7.3. Finance

In the financial sector, the applications of XAI can be split into
thematic categories. These clusters include financial distress and
corporate failure, algorithmic and high-frequency trading, forecast-
ing/predictive analysis, text mining and sentiment analysis, financial
fraud, pricing and valuation, scheduling, and investor behavior [64].

In addition, [61] describe the potential applications of XAI in fi-
nance as follows:

• Fraud Detection: Explain decisions by identifying the rea-
sons behind fraudulent activities and prevent future issues.

• Credit Scoring: Allows banks and their customers to under-
stand exactly why a particular credit score was calculated and
facilitates lending decisions.

• Investment Management: Increased transparency in port-
folio management can lead to better performance and more
satisfied investors.

• Compliance: XAI could assist in mitigating potential biases
and avoiding legal issues.

• Customer Service: XAI will improve customer service by,
for example, including explanations along with loan denials
to improve customer understanding and satisfaction.

According to additional literature on the topic, subjects within
the finance domain commonly discussed as potential applications
of XAI include risk management, portfolio optimization, electronic
financial transaction clarification, and anti-money laundering [64].
Due to the high level of regulations in financial domains, XAI is
necessary to augment processes to ensure trust and transparency and
mitigate risks [65].

Suppose the case of an ANN equipped with a rule extraction
method can be effectively used for credit scoring. The ANN an-
alyzes extensive data sets, including transaction history, payment
behavior, and credit utilization, to assess the creditworthiness of
applicants. By integrating a rule extraction method, the system can
transparently generate and provide clear, human-understandable
rules that explain its credit-scoring decisions. This transparency not
only aids financial analysts in understanding the model’s decision-
making process but also ensures compliance with regulatory require-
ments regarding fairness and explainability in credit assessments.

An FCM can model and visualize a client’s financial stability or
market for the same finance application. By representing elements
like market trends, economic indicators, and individual financial
behaviors as nodes and their interdependencies as edges, FCMs
allow financial analysts to simulate and interpret complex financial
scenarios. This method provides a dynamic, interpretable visual-
ization beyond mere explanation, enabling interactive exploration
of potential financial outcomes based on varying inputs. Such in-
terpretability is invaluable in strategic financial planning and risk
assessment, allowing the decision-makers to foresee and mitigate
potential financial instabilities or crises.

8. Future

As complex and human-centric systems become more prevalent,
there is a growing need for explainable AI in many applications.
Due to the rapid increase in AI, there are currently few regulations
and rules governing these systems. However, as the need for trust
and transparency continues to rise, regulations are essential to ensure
both ethical and accountable AI.
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8.1. Current Regulations

Historically, AI-based systems have operated in an environment
with minimal regulatory oversight regarding their need to explain
internal decision-making processes:

• Early AI Developments: Initially, AI technologies were de-
veloped and deployed with a focus on functionality and per-
formance, often at the expense of transparency and account-
ability [66].

• Regulatory Lag: There has been a significant lag in develop-
ing and implementing regulations that require AI systems to
be explainable, partly due to the rapid pace of technological
advancement outstripping policy development.

However, as the implications of AI technologies have become
more apparent, there is a growing consensus among government
bodies and policymakers about the necessity of regulatory frame-
works that ensure AI systems are transparent and accountable. This
shift reflects a broader awareness of AI’s potential impacts on soci-
ety and the need for appropriate safeguards.

The regulation of AI is becoming extremely important in terms
of ethics and responsible decision-making. The European Union’s
General Data Protection Regulation (GDPR) was put into effect
in 2018, and the GDPR has raised several legal and ethical ques-
tions regarding safety, responsibility, malfunction liability, and the
overall trade-offs associated with AI decisions [67]. The GDPR
gives citizens a ”right to explanation” in algorithmic choices that
significantly affect them [68, 69]. Regulations like the GDPR make
it nearly impossible to use black-box models in various sectors,
emphasizing the growing need for explainability and transparency
[70, 71]. Additionally, the EU’s intense regulatory actions involving
digital markets, including the AI domain, strive to provide an ethi-
cal approach to AI applications [72]. Additionally, Hacker (2023)
highlights the transformative prospects as well as risks associated
with large generative AI models (LGAIMs), such as ChatGPT, and
how current regulations are not suited to manage this class of AI
[73].

In April 2021, the European Commission proposed a ground-
breaking proposal for the first-ever EU regulatory framework for
AI. This framework consists of a risk-based classification technique
in which the level of risk specifies the regulation applied to a sys-
tem [74]. The AI Act manages the opacity of particular systems,
emphasizing systems classified as high-risk through a focus on
transparency [75]. If implemented, the AI Act will represent the
world’s baseline rules for overseeing AI. Furthermore, generative
AI systems such as ChatGPT must follow transparency conditions,
such as publishing data synopses for training the system [74].

In summary, AI regulations are developing to address ethical
considerations, transparency, and the responsible use of AI across di-
verse sectors. The GDPR and corresponding endeavors emphasize
the demand for transparency and accountability in AI decision-
making. At the same time, ongoing discussions in the EU seek to
shape AI development in a human-centric and ethical fashion.

8.2. The Future of XAI

The future of XAI holds tremendous promise and challenges. In an
increasingly AI-driven world, the possible applications are exten-
sive; however, awareness of the fragile nature and potential biases
within AI systems is expanding. As stated previously, global or-
ganizations are attempting to craft standards for responsible AI to
mitigate concerns. These regulations strive to make AI systems ex-
emplify more transparency and accountability, making the demand
for explainable systems higher than ever.

As different organizations and governments pass regulations,
the dilemma now shifts: Is regulating the AI available to specific
users and not others ethical? When tackling this issue, enforcing
rules on AI is essential. Without universal regulations, organizations
may pass conflicting laws, which could immensely harm companies
attempting to operate systems globally. For example, with search
engines experimenting with generative AI systems, such as Google’s
Bard or Gemini, non-universal regulations would require several
system versions to adhere to local regulations, causing unneces-
sary complexities. Moreover, universal regulations would provide
businesses with legal certainty. Ethically, universal regulations will
form a standard for ethical AI, assisting in eliminating biased and
discriminatory systems. This will also allow users to feel more trust
in consistently observed systems, leading to increased adoption of
systems.

In conclusion, from a business perspective, the universal en-
forcement of AI regulations provides many advantages. Companies
should prioritize accountable AI and support coordinated regula-
tions to develop ethical, transparent, and innovative AI technologies.
Explainable systems are the key to the future of Responsible AI.
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 In recent years, the utilization of tangible educational materials has attracted attention on 

educational settings. They provide hands-on learning experiences for beginners. This trend 

is especially notable in the field of programming education. Such educational materials are 

employed in many institutions worldwide. They liberate learners of programming from 

programming languages that are confined in a small computer screen. On the other hand, 

in the school setting, classroom time is limited. When instructing more than thirty students, 

it is hard for instructors to provide adequate guidance for everyone. To address this 

problem, we have developed a classroom support system for programming education that 

complements the use of tangible educational materials. With this system, instructors can 

monitor the real-time progress of each student during the class and analyze which parts of 

the program many students find challenging. Based on these analytical results, instructors 

can provide appropriate instructions for individual students and effectively conduct the 

class. This system is suitable for programming education in high schools. It quantifies each 

student's ability of programming and track the progress of each student. We administered 

a questionnaire to both the students and the instructor. The results of the questionnaire 

show our system is well received by both students and the instructor. Even though our 

system demonstrates some usefulness for programming beginners, we are aware that our 

system has some serious limitations such as our rigid model answers. 

Keywords:  

Tangible materials 

Programming education 

Classroom support systems 

Face-to-face instruction 

 

 

1. Introduction 

This paper is an extension of work originally presented in 2024 

Twelfth International Conference on Information and Education 

Technology (ICIET 2024) [1]. The work presented the basic idea 

of system and the results of the preliminary experiments that 

indicated its usefulness. In this paper, we have extended the paper 

to explain our system in details and to demonstrate its effectiveness 

through showing results of larger scale experiments. For 

programming beginners, numerous GUI programming systems 

have been proposed. However, the computer screen and the display 

resolution restrict the students’ recognizability of program 

elements. This problem makes the programming activities difficult 

especially with lower resolution displays. To address this issue, we 

developed tangible educational materials named “Jigsaw Coder” 

for programming education [2]. In the following, we will refer to 

this as JC. JC consists of multiple cards. Each card has QR code 

printed on it, and students can construct programs by rearranging 

them. This enables programming on a desk or even on the floor, 

which provides much larger space. The user can take a photo to 

read the complete program by their smartphones and also execute 

the program on their smartphone. However, such tangible 

educational materials were designed for self-taught of individual 

learners. It is challenging for class room use; it is hard for 

instructors to grasp the progresses of all students when used in a 

class of more than a few, e.g. thirty, students. The objective of this 

study is to design and to implement a system that provides 

instructors information of real-time progresses of the students so 
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that he or she can analyses information of students’ programming 

in classes using JC. The system helps instructors to practice much 

effective use of instruction time. 

The authors conducted a preliminary evaluation of JC as prior 

research [1]. As a result of performing a functional check assuming 

an actual class, there were no issues with the system’s operation 

with around ten users, and it was possible to conduct a trial 

evaluation simulating an actual class. This paper demonstrates the 

effectiveness of JC through an evaluation experiment conducted in 

actual high school classes. 

2. Research Methodology

We have developed a tangible programming system that

utilizes JC and Micro:bit for educational purpose. This system 

allows students to engage in tangible programming, while 

instructor can monitor their progresses in real-time and perform 

analysis over their achievements. Subsequently, we conducted 

classes as part of the evaluation experiments and administrated 

questionnaires for both instructor and students to assess the 

effectiveness of the system. In the previous papers, we reported our 

development and evaluation of the tangible educational materials 

[3, 4]. The materials involve rearranging multiple cards to 

program. Then the user makes the system read the QR codes 

printed on them using a smartphone to execute the program. We 

call this card-type tangible educational system as JC. Figure 1 

shows the flow of the programming process. In the original JC, we 

used a smartphone; in this study, we decided to utilize 

Chromebooks, because they are easy to use and widely adopted in 

many Japanese schools. 

Figure 1: Instruction utilizing tangible education materials 

2.1. JC 

A client PC (Chromebook) creates a program from QR cards 

and writes it to the Micro:bit. Simultaneously, the program code is 

transferred to the server. The server then analyzes the received 

program code. The analysis flow is as follows. 

The server saves the program code as a file and compares it 

with the corresponding model answer. In the comparison process, 

it calculates the matching rate with the model answer and identifies 

the positions of incorrect sections. The answer data for each 

student--such as student name, first answer time, most recent 

answer time, final answer time, number of responses, matching 

rate with the model answer, line numbers and positions of mistakes, 

and program level--is stored in the database. Subsequently, a web 

page reads the database and displays the answer information for 

each student. At this point, based on the answer information, 

students are classified into three categories: Unanswered, Progress, 

and Completed. This allows the instructor to easily track each 

students’ progress at a glance. Additionally, a page is generated 

that allows the instructor to review each students’ answer. On this 

page, it is easy to identify missing, extra, or incorrect parts of the 

answer. Based on this information, the instructor can provide 

specific feedback to the students. 

2.2. Micro:bit 

Micro:bit is a microcontroller designed by the British 

Broadcasting Corporation (BBC) for programming education. It 

can display characters and shapes on LEDs and produce sound 

through a speaker. It also features sensors such as an accelerometer, 

magnetometer, microphone, temperature sensor, and light sensor, 

which allow it to recognize vibrations and changes in its 

environment. Additionally, Micro:bit includes wireless 

communication capabilities, enabling it to communicate with other 

Micro:bit. Programming can be done via a browser or app, and 

programs can be transferred to the Micro:bit for execution. Figure 

2 shows a Micro:bit. 

Figure 2: Micro:bit 

3. Design And Implementation

We developed our system using Python. The reason for

choosing Python is its high readability due to a vast array of 

libraries. This fact let us build shorter programs. In addition, 

Python is an interpreted language, enabling immediate execution 

without compilation, making it suitable for creating prototypes. To 

run the proposed system, some preparations are needed. The 

preparation before the class includes: 

1) Creating tasks for students (assigning unique task numbers).

2) Creating and placing example answer programs and level

configuration files.

3) Inputting students’ information.

Carrying out a programming class includes: 

1) Starting the server and server program.
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2) Connecting Micro:bit to student’s Chromebook.

3) Starting the client program.

3.1. Improvement of Jigsaw Coder 

In this project, we added three more elements to enable more 

intuitive rearrangements. The first element is emphasizing the task 

number. To distinguish which task the student is working on, he or 

she initially needs to make the system read the QR code for the 

task number card in JC. Then, the background color of the task 

number card was changed, and highlighted the numbers by 

surrounding them with star symbols. The second element is the use 

of symbols “⊳” and “⊲”. These symbols represent the role of “{” 

and “}” in the conventional programming languages such as C and 

Java. They are used to denote looping constructs like “Repeat ⊳” 

and “ ⊲  End here,” aiding in the intuitive understanding of 

grouping. The third element is “→ ” and “← ”, representing 

arranging cards side by side. These symbols are utilized when 

specifying conditional statements, such as “If Condition →” and 

“← Press A Button ⊳”. These symbols help learners intuitively 

grasp the utilization and representation of conditions. Figure 3 

shows the cards used by the students. 

Figure 3: QR cards used in JC 

3.2. Operation of the Students’ Side (Client Program) 

Figure 4 shows the flow of operations for the client program. 

Figure 4: Flow of client program 

Upon starting the client program, student authentication is 

initiated. The system prompts the student to input the grade, class, 

and the student number. Upon pressing the confirm button, the 

connection with the server program is established, and the students’ 

name is displayed. Figure 5 shows the user authentication window. 

Figure 5: User authentication window 

After completing student authentication, students begin 

programming. Once the students complete their arrangements of 

the cards, they photograph the cards using the camera application. 

The client program reads the captured photo, analyzes the QR 

codes in order, and generates the corresponding program. The 

captured photos are deleted to save memory space as they are no 

longer needed. Students can review the generated program in a 

window and then write it to the Micro:bit after confirmation. 

Figure 6 shows the confirmation window. 

Figure 6: Writing confirmation window 

If “Read additional” is selected, the read program is 

temporarily saved, and the student can capture another photo as the 

continuation of the program using the camera application. If “No 

(initialize content)” is selected, the read program is deleted, and 

the students can take a new photo again from the beginning. If 

“Yes” is selected, the system initiates the writing process to the 

Grade 

Class 

Number 

Read additional Yes No (initialize content) 

* Task 1 * Repeat ⊳ 

If (   ) → ← ( device ) → ← ( shake ) ⊳ 

Display large 

heart mark 

⊲ End here ⊲ End here 

Next 
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Micro:bit connected to the Chromebook. At this point, the student 

sends the program they wrote to the server program. The student 

checks their Micro:bit to ensure that the program is running 

correctly. If errors are found, the student rearranges the cards and 

takes another photo again. Figure 7 displays a photo of the system 

used by students. 

Figure 7: Overview of the student side system of JC 

3.3. Operation of the Instructor’s Side (Server Program) 

Within the server, a database is set to manage a list of students 

and multiple tasks for them. The database contains a table for the 

student list, where their information is pre-stored for student 

authentication purposes. On the other hand, the task table 

maintains student progress, including the date and time the student 

first answered, date and time of subsequent attempts, date and time 

of correct answers, number of attempts, position of incorrect parts 

of their programs compared to the example answer program and 

level configuration file, match rate, and the program level 

calculated from the level configuration file. 

3.4. The Web Page for Analysis 

The instructor reviews the information in the database on a web 

page using a browser. This web page accesses the database using 

PHP and presents the information in an easy-to-review format for 

the instructor. Figure 8 shows the top page, where the number of 

programs in progress and completed answer programs for each 

task are summarized in a table. From the student list page, the 

instructor can edit or delete student information. It is also possible 

to import student data from an Excel file. 

 Each task page consists of two segments. Figures 9 and Figure 

10 show the pages for a task. At first, using the first segment, 

instructor analyzes the parts of the program where students 

frequently make mistakes. The segment displays an example 

answer program, highlighting the background color of the areas 

where many students make mistakes. The background color 

changes from blue to yellow to red as the number of students who 

make mistakes increases in that particular section. The second 

segment is the table summarizing the progress of each student. It 

is divided into three tables for not answered, in progress, and 

completed of the programs, compiling details such as date and time 

of answer, number of attempts, and positions of errors. Using this 

table, the instructor can grasp the progress of the entire class. 

Additionally, by selecting a students’ ID in this table, the instructor 

can see a page that compares the students’ program and the 

example answer program for that specific student. Figure 11 shows 

the comparison page. 

Figure 8: Analysis table on the homepage 

Figure 9: Segment for analyzing answer 

Figure 10: Segment for display answers list 

Task 1, 2, 3 

Total 

Progress 

Completed 

Student list 

Chromebook 

Jigsaw Coder 

QR cards 

Micro:bit 

Yellow 

Blue 

Analysis 

The error is in line 8. 

The error is in the 

second character. 
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Figure 11: Page for comparing model answer with students’ answer

4. Evaluation Experiment

In order to demonstrate the effectiveness of our system, we

conducted evaluation experiments on the system. The objectives 

of the experiments are as follows. 

⚫ To determine whether the system can function properly for a

large number of students during actual class time.

⚫ If any delays occur, to measure the duration of these delays.

⚫ From the students’ perspective, we evaluated “Overall

system feedback,” “Feedback on sequential processing,

repetition, and branching in programming,” and asked

“Whether programming beginners can develop an interest in

programming.”

⚫ From the instructor’s perspective, we evaluated “Overall

system feedback,” “Convenience of monitoring student

progress,” and asked “Areas of potential improvement in the

system.”

To confirm the above objectives, we let a high school instructor 

conduct an actual programming class. Afterwards, we 

administered questionnaires to both the students and the instructor. 

The students are nineteen first-year students from Gunma 

Prefectural Annaka General Academic High School. The students 

had no prior programming experience. The tasks prepared for this 

evaluation experiment were as follows: 

1) Display a large heart mark and a small heart alternately for 1

second each.

2) Pressing the “A” button when the device displays a smiling

face, pressing the “B” button when it displays a sad face, and

not pressing any button when it displays a neutral face.

3) Shaking the device displays either rock, paper, or scissors for

a rock-paper-scissors game.

The objective of task 1 is to facilitate learning of sequential 

processing and repetition. Task 2 aims to utilize button inputs and 

learn about branching. Task 3 is an optional task. The goal of this 

task is to utilize shaking the device as an input and understand the 

multi-level branching in the context of learning. All tasks involve 

elements of repetition. 

4.1. Experimental Results 

We found the system is stable. The instructor felt no 

perceivable delays. However, on the client side, there were 

instances where the program stops due to students’ input errors. 

4.2. Results of the Student Survey 

The followings are the questions for the student survey: 

1) Did using this material help you grasp the basic structure

of a program?

2) Did experiencing this material increase your interest in

programming?

3) Please indicate your perceived level of understanding of

sequential processing.

4) Please indicate your perceived level of understanding of

iterative (repetitive) processing.

5) Please indicate your perceived level of understanding of

conditional processing.

6) Please write what you felt on the materials and lessons

used in this session.

The questions and answers from the student survey correspond 

to Figures 12 through 16. 

Figure 12: Did using this material help you grasp the basic structure of 

programming? 

Figure 13: Did experiencing this material increase your interest in programming? 

Figure 14: Please indicate your perceived level of understanding of sequential 

processing. 

very learned
74%

learn a little
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Figure 15: Please indicate your perceived level of understanding of iterative 

(repetitive) processing. 

Figure 16: Please indicate your perceived level of understanding of conditional 

processing. 

As an answer to question 6 (Please write what you felt on the 

materials used in this class.), the following feedbacks were 

provided: 

• The steps were easy to remember.

• The cards were heavy.

• Having the materials allowed for better communication
between students and instructors.

• I was able to think and work on my own.

• I couldn’t solve the conditional processing problems.

4.3. Results of the Instructor Survey 

After class, we conducted a survey for the instructor. The 

questions and answers are as follows. Questions A through C use 

a 4-point scale, where 1 indicates the lowest rating and 4 indicates 

the highest rating, respectively. Table 1 shows the results. 

A) Did you comprehend the overall class situations based on the

presented analysis results?

B) Did you discover specific problems based on the presented

analysis results?

C) Did the classification based on learning levels from the

presented analysis results assist for the instruction?

Table 1: Results of the survey for instructor 

Question Answer 

A 2 

B 3 

C 1 

D) Please tell us what you like about this system.

• The tangible materials, involving the combination of physical
cards, are promising as an introductory tool for those new to
programming.

• Taking photos of the program cards is easy and accurate
enough.

• We can monitor students’ progresses without moving around
the classroom.

• We can focus on the students with many errors.

• The three tasks within a two-hour class is appropriate.

• Instead of using the system for real-time monitoring during
class, it might be beneficial as a self-learning tool. Results,
including errors, could inform instruction for future classes.

E) Please tell us any dissatisfactions or points for improvement of

this system.

• It is difficult to take pictures because of the wired Micro:bit
connection.

• There were many connection errors with the Micro:bit. I It
needs to be improved. It was hard to tell whether it is a
connection error or a programming error. It would be good to
have an indication lamp or beep sound for that.

• I is unable to identify which part of the program students are
struggling.

• When instructors inspect students’ programs, they see the

corresponding Python code instead of JC cards. It is stressful

for instructors without sufficient programming skills.

5. Discussion

This section analyzes and discusses the results of the evaluation

experiments. 

5.1. Discussion Based on the Student Survey 

Survey results indicate positive feedback on the materials. 

Question 2 reveals that our system successfully developed 

intellectual inquisitiveness for programming in all the students. 

Since all the students were beginners, the system effectively 

achieved its goal of generating motivation for programming. For 

question 3 on sequential processing, there were many positive 

responses. Students understood the order of operations by 

rearranging the cards. This suggests that the card arrangement 

helped clarify sequential processing. Question 4 on iterative 

processing also received positive feedbacks. In contrast, question 

5 on conditional processing had a lower average rating of 3.53. 

This lower rating may be due to the task’s difficulty. Task 3, 

designed to teach conditional processing, required two 

conditionals, which might be challenging. Starting with simpler 

tasks could improve understanding of conditional processing. 

Additionally, students might have struggled with the visual and 

intuitive differences between “if” and “else if,” as well as between 

“→” and “⊳.” We need to reconsider the design of JC to make 

these concepts more intuitive and easier to grasp. We plan to have 

different notations in the next version. 
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5.2. Discussion Based on the Instructor Survey 

We can obtain several insights from the instructor survey. 

Questions A and C received negative responses. They indicate 

problems with the current system. Although instructors could track 

students’ progress without moving around the classroom, they 

struggled to identify overall student difficulties. Positive responses 

to question B show the system is effective in identifying issues of 

individual students. However, question E responses indicate that 

how the instructor feel the system depends on their background 

knowledge of Python. The system requires instructors to read 

Python code on their screens, which may be problematic if their 

programming skills are insufficient. We may need to reconsider 

our assumption that the instructor should have sufficient 

programming skill in Python, and how to show students’ 

progresses to the instructors. We plan to forge a novel means to 

display students’ progresses so that it enhances the system’s 

accessibility and effectiveness for users with varying levels of 

programming expertise. 

5.3. Discussion of the Overall System 

The system has not faced performance issues like delays so far. 

However, future experiments with over thirty students may present 

challenges. Unforeseen issues such as delays could arise 

depending on the server’s capacity. Currently, a LAMP 

environment on a Chromebook is used for testing, but a dedicated 

server may be needed for practical use. Processing programs also 

needs adjustment to accommodate more number of users. Ensuring 

the system remains functional even when users cause serious run-

time errors is crucial. For instance, adding confirmation dialogs to 

prevent accidental stops of the client program could reduce such 

opportunities. The card recognition issues, such as when only nine 

out of ten cards are recognized due to environmental factors, 

suggest the need for improving such as providing a new 

confirmation window.  

We are implementing such a confirmation window. Figure 17 

shows the new confirmation window that replaces the one shown 

in Figure 6. Since the message displayed in this window is written 

in Japanese, we show the corresponding English translation in 

Figure 18. Displaying the text on the cards before transferring to 

the Micro:bit could ensure correct card recognition. This approach 

helps students review their work and strengthen their 

understanding of both tangible and text-based programming. 

Figure 17: Writing confirmation window in Japanese 

Figure 18: Writing confirmation window in English 

Figure 19: An example of advice generation using ChatGPT 

The current limitation of this system is that only one model 

answer can be set for each task. Since current problem set includes 

only simple problems, one model answer for each problem is 

sufficient. We plan to incorporate a parser in our system, and to 

utilize AI to interpret responses more flexibly. This could identify 

not only syntax errors, but also semantic errors and runtime errors 

and provide tailored feedback for each program. Figure 19 shows 

an example of generated advice. While this example uses a GUI-

based ChatGPT, we plan to incorporate the Python API for faster 

processing. 

We are planning to create an individual page for each student. 

These pages would show the students’ progress and provide AI-

generated advice on each program so that each students can access 

to the information tailored for each of them and learn at any time. 

Students’ feedback on the JC materials reveals that the cards are 

heavy. Currently, acrylic boards are used, which are durable for 

younger students. We need to explore alternative materials for the 

cards. Additionally, we are also considering modify the shapes of 

the cards related to “if,” “else if,” “else,” and “while.” This change 

aims to make the concepts of branching and iteration more intuitive. 

6. Related Works

We referred to the literature on the development of tangible

educational materials, literature on group learning analysis, and 

literature on education using Micro:bit, as listed below. Many 

related studies aim at the development of programming 

Write this program code to Micro:bit? 

[Yes] [No (initialize content)] [Read additional] 

Task3 

while⊳ 

if→ ←Micro:bit→ ←shake⊳ 

if→ ←1/3 probability⊳ 

Display “Rock” 

⊲End here 

else if→ ←1/2 probability⊳ 

Display “Scissors” 

⊲End here 

Else⊳ 

Display “Paper” 
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educational materials. Wang et al. developed and evaluated a 

programming-based maze escape game called “T-Maze” [5]. 

However, environments with multiple students like those in a 

school classroom setting were not taken into consideration. 

Tomohito Yashiro et al. developed a tool called “Plugramming” 

and conducted the construction and evaluation of a collaborative 

programming system using Scratch [6]. However, it fails to 

address situations where multiple students stumble at similar parts 

and encounter similar errors. Felix Hu et al. developed a tangible 

programming game called “Strawbies” for children aged 5 to 10 

[7]. Programming is done using wooden tiles. Since the tiles are 

not square but have distinctive shapes, the users cannot make 

incorrect connections. Although the programming flexibility is 

reduced, it has the advantage of intuitively understandable whether 

a connection is possible or not. Aditya Mehrotra et al. proposed 

multiple approaches for programming education conducted in a 

classroom setting [8]. They utilized program blocks for robot 

programming and evaluated several methods. However, the 

evaluation was aimed at assessing the methods, and the system 

does not provide real-time instructions based on students’ 

progresses. It does not promote knowledge retention either.  

In many studies related to programming instruction, the main 

objective is to support programming. Koichi Kamichi designed a 

system for programming education without teaching assistants [9]. 

The system mirror leaners answer to the server, providing 

automated suggestions of input errors for students and allowing 

monitoring of the progresses of the students. However, the 

automatic suggestions for input errors primarily aims to detect 

syntax errors, not considering programming novices who lack 

knowledge about logical thinking, which are prerequisites. 

Furthermore, the system only provides the instructor the number 

of errors that the student made, and does not provide more detailed 

analyses. Kato et al. developed a system in which they collected 

and analyzed the progress of students’ programming in classes 

with teaching assistants and utilized this information effectively 

for teaching assistants so that they can guide students efficiently 

[10]. They conducted evaluation experiments demonstrating the 

system’s effectiveness in instructional support. However, this 

analysis focuses on traditional programming languages and cannot 

be applied to tangible teaching materials. 

Michail et al. systematically reviewed and summarized how 

the Micro: bit is used in primary education [11]. They reported that 

many students enjoy to use Micro:bit and found it easy to use. They 

evaluated it as beneficial for improving programming skills. In the 

survey, they demonstrated that Micro:bit is a promising tool for 

approaching STEM education. Dylan et al. conducted a two-week 

Micro:bit programming education program with 41 high school 

students[12]. After experiencing basic Micro:bit programming, the 

students became to be able to program autonomous cars equipped 

with Micro:bit and ultrasound distance sensors. Pre- and post-tests 

were conducted, and the results showed that the students' 

understanding of information processing and algorithms had 

deepened.  

7. Conclusion

In this study, we reported our experiences of development of a

classroom support system. This system assists students in 

programming and instructors who teach them. We conducted 

evaluation experiments to demonstrate the effectiveness of our 

system. We show a comparison of Jigsaw Coder (JC) with other 

related systems in Table 2. In general, it is difficult to monitor each 

student's progress in programming classes, and JC solves this 

issue. JC collects and analyzes each student's answer, and provides 

the instructor information for effective instruction. JC points out 

program areas where many students are making mistakes in the 

class. This function helps the instructor to grasp the overall status 

of the class without inspecting students one by one. Furthermore, 

JC is a tangible learning system, and it allows students to learn 

programming through physical interaction. As long as a school can 

provides Micro:bits, paper QR cards, client PCs, a server PC, and 

a network, JC can be used in all economic regions around the 

world. Especially it is beneficial for students in developing 

countries. We conducted evaluation experiments of JC for high 

school students. They are new to programming. The students’ 

responses were generally positive. The instructor’s responses were 

also positive that JC could serve as an entry-level tool for 

programming. It allows the instructor to monitor the students’ 

progress without moving around the classroom to check students 

one by one. Based on these results, we believe that JC is effective 

for programming education at a beginners level. On the other hand, 

authors are aware that the system has a serious limitation. We plan 

Table 2: Comparison with other tangible educational materials 

Name Tangible 

Analysis 

Multi-

Student 

Guidance 

for 

Struggling 

Students 

Analysis 

on Class 

Analysis 

after 

Class 

Generating 

Individual 

Feedback 

Jigsaw Coder + + + + + - 

T-Maze [5] + - - - - - 

Plugramming [6] + - - - - - 

Strawbies [7] + - - - - - 

PaPL [8] + + - - + - 

Kamichi’s System [9] - + - + + + 

Kato’s System [10] - + + + + -
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to revise the system with a parser and an analyzer to assist students 

building programming skills as well as logical thinking abilities. 

We reconsider the QR card design and try to make it simple too.  
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True Random Number Generators (TRNG) find applications in various fields, especially hard-
ware security. We suggest a TRNG that exploits the intrinsic static stochasticity of Resistive
Switching Random Access Memories (ReRAMs) to generate random bits. Other suggested
designs use stochasticity in the switching mechanism, which requires high precision over input
voltage and time. In the proposed design, the random bits are produced by comparing the
resistance of two ReRAMs in their high resistance states. ReRAM crossbar architectures are
being highly researched, and our design is completely compatible with a ReRAM crossbar. The
design was verified by simulations and testing the output stream using the NIST randomness test
suite. The effect of device-to-device variability was tested on the randomness of the generated
output bit stream.

1. Introduction

This paper is an extension of work originally presented in The IEEE
Asia Pacific Conference On Circuits And Systems (APCCAS 2023)
[1]. Random Numbers find a lot of applications in various fields, in-
cluding scientific simulations and modeling, games, machine learn-
ing, and, most importantly, generating cryptographic keys [2, 3, 4].
Random numbers are generated using specialized hardware called
Random Number Generators (RNGs). There are two types of RNGs,
Pseudo Random Number Generators (PRNGs) and True Random
Number Generators (TRNGs), differentiated based on the principle
of number generation. PRNGs generate random numbers using
algorithms based on mathematical formulae. While PRNGs are
suitable for other applications, they cannot be used for security
applications as they are vulnerable to attacks [5, 6], compromising
security. TRNGs exploit the stochasticity of physical processes,
e.g., Thermal Noise in electrical circuits [7], to generate random
numbers. Since the source of randomness in TRNGs is inherently
stochastic, they, in principle, can guarantee absolute information
security.

Recently, there has been an increase in IoT devices in the mar-
ket, which are small and have a small power budget. Since they
continuously transmit confidential and private information, there is
a need for a robust security system within the devices, necessitating
a suitable TRNG to generate random numbers for encryption [8, 9].
Current TRNG circuits are made of transistors and are based on ther-
mal noise, jitter in oscillators, random telegraph noise, or chaotic

systems [10, 11, 12]. These circuits are bulky, complicated, and
consume a lot of power, making them unsuitable for IoT devices.

ReRAM devices can be used as an alternative to design TRNGs.
ReRAMs are emerging non-volatile memory devices extensively
researched for crossbar architecture. This crossbar architecture finds
applications in non-volatile logic, neuromorphic computing, secu-
rity, in-memory computing, etc. [13, 14]. They consume low power,
are small, are compatible with the CMOS fabrication process, and
have fast switching speeds. They are also inherently stochastic,
making them a good alternative for TRNG circuit design. ReRAMs
exhibit stochasticity in two ways – during switching and the re-
sistance values of the stable states. Many ReRAM-based TRNG
designs have been suggested in the literature before, mainly focus-
ing on switching stochasticity [15, 16, 17]. These designs require
very precise control over voltages and timing, making the circuits
complicated to implement. The variability in the resistance value
can also be exploited to design TRNG circuits. Since they do not
require precise control of input signals, they are easier to implement.
One such design compares the resistance value of two devices to
extract the output bit [18].

We propose a TRNG circuit based on the above principle, im-
plementable in a ReRAM crossbar. This enables in-situ random
number generation for crossbar applications and eliminates the need
for a specialized TRNG circuit. The proposed circuit is simulated
in Cadence Virtuoso™, and the randomness of the output is verified
using the NIST SP 800-22 test suite [19]. We further analyzed the
effect of variation in the statistical properties of ReRAM stochas-
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ticity on the randomness of the output. This paper is organized as
follows. The theory of ReRAM and its stochasticity is explained
in section 2. The simulation setup is described in section 3. The
design and results are discussed in section 4. Analysis of variation
in device properties on output is done in section 5. Conclusion from
this work are presented in section 6.

2. Theory

2.1. Resistive Switching Random Access Memory
(ReRAM)

ReRAM is a two-terminal, non-volatile emerging memory device
belonging to the family of memristive devices [20, 21]. A memris-
tor, derived from “Memory” and “Resistor,” is a two-terminal device
whose resistance equals the total amount of charge flown through
it. Consequently, the resistance of a ReRAM can be controlled by
applying a voltage across the electrodes, and the device can retain
its state until an appropriate voltage is applied to change the state.
ReRAM consists of a Metal-Insulator-Metal (MIM) stack where
the insulator is generally metal oxide. The device works on the
principle of ion migration, where ions migrate through the insulator
from one terminal to the other, forming a conductive filament when
voltage is applied. ReRAM has two states – Low Resistance State
(LRS) and High Resistance State (HRS). The conductive filament,
formed by the migration of ions, provides a path for current to flow
between the filaments, setting the device in the LRS. Switching
from HRS to LRS is known as setting the device, and the voltage at
which it occurs is known as set voltage. The device is reset when it
switches from LRS to HRS; the applied voltage is known as reset
voltage. When the magnitude of the applied voltage is greater than
the magnitude of the reset voltage, the conductive filament is rup-
tured. When the magnitude of the applied voltage is less than the
set or reset voltage, the device retains its state. The I-V graph of a
typical ReRAM device is shown in Figure 1. The state of the device
can be sensed by applying a read voltage less than the set/reset
voltage and measuring the current.

Figure 1: I-V Graph of a typical ReRAM

2.2. Stochasticity in ReRAM

ReRAMs suffer broadly from two types of stochasticity – Dynamic
and Static. Dynamic stochasticity is observed during the switching
of the states, and variability can be observed in switching voltages
and the time required for the device to switch from one state to an-
other [22]. The probability of switching is also random and follows
a lognormal distribution [23]. The switching probability increases
with an increase in programming amplitude and time for which
the voltage pulse is applied. Static stochasticity is the variability
in the final resistance value of the device in LRS and HRS. This
variability closely follows a lognormal probability density function
[24, 25, 26] and hence is modeled as such. The cycle-to-cycle varia-
tion in resistance values and switching probabilities is because the
filament formation and rupture cannot be precisely controlled in
every cycle. The filament’s width and length vary from one cycle
to another. This is more significant in HRS as the filament length,
after breaking, can take up any value as long as it is disconnected
from the terminal. This is observed in the device’s resistance values,
as the resistance variation is much more significant in HRS than
in LRS [18]. The inherent dynamic and static stochasticity can be
exploited to extract random numbers. The time or voltage required
to switch is used in many proposed circuits, but as mentioned ear-
lier, precise control of applied voltage and pulse timing is required,
which makes the design complicated. Extracting random bits using
static stochasticity is easier because the device is in a stable state,
and as long as these states are reached, there is no need for precise
control of the input signals. We exploit the significant variance in
HRS resistance stochasticity in our proposed design.

3. Simulation

The working of the proposed design was verified by simulation,
and further analysis of the variation of device parameters on the
randomness of the output was also done. To simulate the ReRAM
device, we used the Stanford-PKU RRAM Model [27]. The device
is written in Verilog-A and modeled using an internal variable that
corresponds to the length of the conductive filament in a device.
While a device may have multiple filaments between the two termi-
nals, the model uses a single filament, which acts as a cumulation of
all the filaments. The increase in the internal variable corresponds
to the growth of filament, and the decrease corresponds to decay.
The change in the variable is dependent on the voltage across the
terminal. To ensure that the device switches states, the set and reset
voltages are set to 2 and -2 volts, respectively, greater than the set
and reset voltage of the device, and the read voltage is set to 0.5
volts. The switching behavior of the model is shown in Figure 2.

The resistance of the device is dependent on the gap (g) between
the end of the conductive filament and the terminal opposite to the
temperature and is given by (1).

g = L − l (1)

L is the device length, and l, the internal variable, is the length
of the filament. If the read voltage is kept constant for the model,
the device’s resistance is exponentially proportional to g. In other
words, the device’s resistance in HRS increases exponentially with
an increase in g, as shown in Figure 3. A random value of g is
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picked from a normal distribution given by (2) to simulate the cycle-
to-cycle variation in the device’s resistance.
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Figure 2: Switching of the states in Stanford-PKU RRAM Model.
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Figure 3: Relation between HRS resistance and g

µ is the mean of the distribution, and σ is the standard deviation.
The variation of the random values can be changed by tweaking the
values of µ and σ. For the initial simulations, µ was set to 3 nm, and
σ was set to 0.1 nm. Since the device’s resistance is exponentially
related to g, it follows a log-normal distribution when g follows a
normal distribution. The cycle-to-cycle variation of HRS for 10000
cycles is shown in Figure 4 and matches the trend followed by the
device in [18]. To verify the proposed design, we have picked the
same µ and σ for all the devices. The effect of different µ and σ on
the output is studied in section 5.

The design requires other circuit components like switches,
diodes, and a current direction sensor. We wrote Verilog-A codes
for the ideal behavior of these circuits for simulation. The ideal
components help us verify the working of our proposed design with-
out affecting the working principle. The switches were modeled
after transmission gates controlled by an external voltage source.
The diodes have a forward bias voltage drop of 0.7 V. The current
direction sensor is programmed to output 1 when the current is
positive and 0 when the current is positive.
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Figure 4: Distribution of HRS and LRS resistance for 10000 set-reset cycles

4. Design and Results

4.1. Working Principle

The working principle for the proposed design is based on the pro-
posed circuit in [18]. In every cycle, two devices are set and then
reset to HRS. The devices independently acquire a random resis-
tance value from a log-normal distribution. The resistance values of
these two devices are then compared, and the output bit is decided
depending on which of the devices has greater resistance. The resis-
tance value in HRS is used because the resistance variation is more
significant than LRS.

4.2. Single Bit Design

Our primary aim was to propose a design compatible with a ReRAM
crossbar. The proposed design, shown in Figure 5, utilizes a single
column of the crossbar and generates one bit per cycle. The design
uses two ReRAMs (M1, M2) as the source of randomness and one
ReRAM (M3) for bit extraction (explained later). The design uses
transmission gates (T1-T5), controlled by voltage sources (C1-C5),
as switches. The transmission gates connect the devices to different
voltage sources and ground. The design also uses current sensors
that sense the current flow direction. The TRNG operation consists
of the following steps:

1. One terminal of all three ReRAMs, M1, M2, and M3, is
connected to the ground, and the devices are set into LRS
by applying a set voltage of 2 V to the other terminal of the
devices.

2. All three devices are disconnected from the ground. One of
the terminals of M1 and M2 is connected to one of the termi-
nals of M3. The other terminals of M1 and M2 are connected
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to their respective voltage sources, and the other terminal of
M3 is connected to the current sensor.

3. Read voltage of magnitude 500 mV, and opposite amplitude
is applied to M1 and M2 through the voltage sources.

4. The voltage at the common terminal of M1 and M2 is given
by the (3), where R1 and R2 is the resistance of M1 and M2
respectively.

V = Vread
R2 − R1

R2 + R1
(3)

The voltage is positive and negative depending on the resis-
tance values of M1 and M2, and so is the current direction
through the current sensor, given by (4), where R3 is the
resistance of M3.

I =
1

R3
Vread

R2 − R1

R2 + R1
(4)

The current is positive (negative) if the resistance of M1 is
smaller (greater) than the resistance of M2.

5. The output bit is decided by the direction of the current sensed
by the current sensor. The output bit is 1 if the current is posi-
tive and 0 if it is negative.

6. All the ReRAMs are again set to LRS for the next cycle.

Figure 5: Proposed single-bit design which uses one column of a ReRAM crossbar

The working of the circuit can be seen in Figure 6. The gap, g,
and hence the resistance of M1, is lower in cycle one and greater
in cycle two than M2. The current through the current sensor is
positive and negative in cycles 1 and 2, respectively, as predicted.

4.3. Multi-bit Design

The same principle can be extended to multiple columns in parallel
to extract multiple bits in the same cycle. The bits can be read
primarily in two ways. Read voltage can be applied multiple times
while reading from different columns each time. Or, the bits can
be read simultaneously. The second option will consume less time
but require more hardware for parallel operation. For verification
purposes, we read the output from each column one after the other
by applying multiple read signals. The multi-bit design is imple-
mented using a 2x3 ReRAM crossbar and one row of read ReRAMs,
considered part of the peripheral circuit, as shown in Figure 7. The
design produces three bits per cycle.

The main challenge with using multiple columns is the sneak
path current from one column to another, affecting the output bits.
We added diodes in the read row to prevent the sneak path current.
The diodes prevent the flow in the reverse direction because it is
in reverse bias, and since the forward bias voltage is less than the
threshold voltage of the diode, no current flows in the forward direc-
tion as well. The set voltage applied to the read row is increased to
ensure that all ReRAMS are set. The number of bits generated per
cycle can be easily increased by increasing the number of columns.
However, the number of columns will be limited by the maximum
voltage that can be applied as the set voltage for the read row. Also,
multiple applications of read voltages in a single cycle may affect
the result of the later columns as the devices in these columns may
change their state.

4.4. Results and Discussion

Determining the randomness of a sequence of numbers is a chal-
lenging task. Generally, a sequence must pass a set of statistical
tests to be considered random. We use the NIST SP 800-22 [19]
suite of statistical tests to test the sequence generated during the
single-bit and multi-bit design simulations. The suite consists of
various tests, and a p-value is calculated for each test. If the p-value
exceeds 0.01, the sequence passes that particular test. 10,000 bits
were generated; their test results are shown in table 1 for single-bit
and multi-bit. The generated bit stream passed all the major tests.

The results show that our design can produce a sequence of
random numbers. One point to note is the use of ideal switches,
diodes, and current sensors for the simulation. We assume that
replacing the ideal devices with practical ones will not affect the
function of the circuit as long as we ensure that the ReRAMs switch
their states, as the design only concerns the final state of the device.
The practical devices will mainly affect the set and reset voltages
to be applied. This also makes the design immune to variability in
threshold voltage and switching time. This flexibility allows the
circuit to work with any device as long as the device shows variation
in one of the stable states.

The major benefit of the design is that it eliminates the need
for additional circuitry to generate random bits. Whenever random
bits are required, they can be generated in situ by dedicating some
columns of a crossbar for generation. While designing a multi-bit
circuit, the designer has the freedom to choose between the number
of bits generated per cycle and time per cycle, depending on the
constraints.
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Figure 6: Working of the circuit.

Figure 7: Proposed multi-bit design which uses a 2x3 ReRAM crossbar and a row of read ReRAMs.
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Figure 8: NIST Test Results for different values of µ and σ.

Table 1: NIST Test Result for Single and Multi Bit Circuit

Single Bit Multi Bit
Test p-value Result p-value Result

Frequency 0.825 Random 0.355 Random
Block Freq. 0.577 Random 0.356 Random

Run 0.471 Random 0.591 Random
Long Run 0.194 Random 0.932 Random

Rank 0.374 Random 0.368 Random
DFT 0.520 Random 0.710 Random

Non-Overlap Temp. 0.919 Random 0.221 Random
Overlap Temp. 0.603 Random 0.932 Random

Linear 0.609 Random 0.147 Random
Serial 0.236 Random 0.368 Random

Approx. Entropy 0.0177 Random 0.586 Random
Cumm. Sum 0.849 Random 0.651 Random

5. Analysis of Statistical Variation

The output’s randomness depends on the device properties’ stochas-
tic variation. The proposed design involves two devices simultane-
ously to extract the random bit. The statistical parameters for the
random distribution, µ and sigma, were matched for the two devices
to verify the working of the circuit. It is also essential to see the
effect on the output’s randomness if these values are mismatched for
the two devices. This analysis is critical to understanding the limi-
tations of the circuit design because of device-to-device variation
during fabrication. Bits were extracted by changing the µ and σ of
one of the devices, and the randomness of the bit stream was tested

using the NIST test suit. The results of different tests are shown in
Figure 8.

First, the effect of different mean distances (g) for the two de-
vices was checked by increasing the µ for one device by 3.33%. As
seen from the graph, the extracted bits fail to pass most of the tests.
Even after decreasing the increase in µ to 1.67%, the bit stream does
not pass most tests. Finally, when µ is increased by just 0.33%, the
device’s output passes most of the test. It can be concluded that the
output is very sensitive to device mismatches. The circuit can only
tolerate a very low difference in the mean of the gap before it starts
generating a non-random output. Thus, very close attention must be
paid to device mismatch while fabricating the circuit. An interesting
observation is made when the σ of the distribution is also changed
when changing µ. Increasing the σ by 400% when the µ of one
of the devices is increased by 1.67%, results in the output passing
more tests. Hence, a more significant cycle-to-cycle variation can
tackle a greater device-to-device variation. While a greater variation
is detrimental to most circuits, it benefits the proposed circuit.

6. Conclusion

The proposed TRNG uses inherent randomness in the resistance
value of HRS to generate random bits. The design is entirely im-
plementable in ReRAM crossbars. The resistance value of two
ReRAMs in HRS in a crossbar is compared, and the output bit
depends on their relative values. Circuits for generating both one
and multi-bit per cycle are suggested. The circuits were simulated,
and the generated bit stream passed almost all NIST randomness
test suite tests. The design allows for choosing operating parameters
without changing the hardware and will be compatible with various
types of ReRAM. Significant device-to-device variability results in
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the output bit stream being not random. The effect can be negated
by a more significant cycle-to-cycle variation, which is unsuitable
for other applications but positively impacts the random number
generation application.

Future work will focus on implementing the design on actual
hardware and validating the functioning of the design. It will be
crucial to study whether the output is affected when the ideal de-
vices are replaced with actual devices and, if so, how. The effect of
adjacent columns on the output is also a potential scope of study.
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