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Editorial 
In this issue, we present a collection of 09 accepted papers encompassing a diverse range of 
topics in the fields of technology, engineering, and education. These papers contribute to the 
advancement of knowledge and innovation within their respective domains. Each paper is a result 
of rigorous research, analysis, and experimentation, offering valuable insights and potential 
avenues for future exploration. 

The first paper explores the integration of the Common Alerting Protocol (CAP) into the existing 
ISDB-T standard for digital terrestrial television systems. The researchers aim to enhance early 
warning capabilities for natural disasters by utilizing the ISDB-T standard alongside the 
Emergency Warning Broadcasting System (EWBS). The study involves the development of a 
CAP to EWBS translator and the design of transmitters compliant with both full-seg and one-seg 
ISDB-T standards [1]. 

Moving into the realm of robotics and education, the second paper discusses the implementation 
of augmented reality (AR) technology for training purposes in the context of the "Thailand 4.0" 
roadmap. The study introduces an AR-based visual programming interface for robot training, 
allowing users to understand the interconnected relationship between data and hardware 
functionality. The proposed AR-based training system proves effective in human resource 
development for the robotics and automation sector [2]. 

The third paper addresses the crucial issue of longitudinal stability in fixed-wing UAVs. Unmanned 
aerial vehicles (UAVs) are increasingly employed for various applications, and ensuring their 
stability is paramount. The research focuses on the design and modeling of a feedback controller, 
including PI, PID, and Fuzzy logic controllers. Results indicate the superiority of the fuzzy logic 
controller in managing the system's response [3]. 

Shifting towards sustainable energy solutions, the fourth paper investigates the impact of wind 
power integration on energy networks. The study highlights wind energy as a competitive and 
eco-friendly resource but acknowledges its unpredictable nature. The research uses simulation 
in MATLAB/SIMULINK to analyze the effects of wind power integration on the power quality of 
distribution networks. Additionally, the paper proposes the integration of Flexible Alternating 
Current Transmission Systems (FACTS) as a solution to maintain clean electrical quality [4]. 

The fifth paper provides a comprehensive review of the condition assessment of medium voltage 
assets in power distribution networks. Focusing on assets such as power transformers, 
photovoltaic systems, switchgear, lines and cables, and instrument transformers, the study 
identifies research gaps and emphasizes the need for deeper assessment in critical areas. The 
review covers traditional diagnostic methods and advanced AI-based approaches [5]. 

In the realm of education, the sixth paper introduces the Graded Multidisciplinary Model (GMM) 
as a means to facilitate STEM/STEAM education. The GMM is applied to the topic of logic gates, 
linking university content to high school content through practical activities in Minecraft. The study 
demonstrates the positive impact of the GMM on students' performance and skills in science, 
technology, engineering, art, and mathematics [6]. 

Shifting gears to social media networks, the seventh paper delves into the modeling of control 
agents using reinforcement learning. With a focus on opinion dynamics, the research proposes 
the use of intelligent reinforcement learning agents to shape opinions in social media networks. 
The paper presents a multi-agent system and Q-learning approach to control opinion dynamics 
effectively [7]. 



The eighth paper addresses the critical need for battery cell balancing in the context of renewable 
energy and electric vehicles. Introducing a novel near-field coupling method, the study focuses 
on a resonant coil design with an enhanced Q-factor for efficient balancing. Experimental 
validation demonstrates the proposed technique's superiority in speed and wireless energy 
transfer to cells, overcoming the limitations of traditional passive and active methods [8]. 

The ninth paper discusses the design and prototyping of a 3DOF worm-drive robot arm. The 
affordability and simplicity of the revolute arm make it suitable for executing pick-and-place tasks. 
The paper details the structural elements, kinematics, and operational metrics of the arm, 
highlighting its capabilities in endpoint position tracking and object manipulation [9]. 

In conclusion, this issue brings together a diverse array of research papers, showcasing 
advancements in early warning systems, robotics training, UAV stability, renewable energy 
integration, asset condition assessment, STEM/STEAM education, opinion dynamics, battery cell 
balancing, and robot arm design. The collective efforts of the researchers contribute significantly 
to the academic and practical understanding of these fields, paving the way for further exploration 
and innovation in the future. 
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 Early warning systems have had a significant impact on society by providing timely 
information to mitigate the effects of natural disasters. To enhance early warning 
capabilities, researchers are exploring the use of digital terrestrial television systems to 
broadcast alerts across large urban and rural areas. In this research project, the aim is to 
integrate the global early warning protocol CAP (Common Alerting Protocol) into the 
existing ISDB-T standard, alongside the standard's Emergency Warning Broadcasting 
System (EWBS). This integration will enable the creation of a hybrid system, allowing 
various global emergency alert devices that utilize the CAP protocol to be activated through 
the Digital Television signal. To achieve this, a CAP to EWBS translator was developed as 
part of the design proposal prior to transmission. Additionally, transmitters compliant with 
both the full-seg and one-seg ISDB-T standards were designed to support the CAP protocol. 
These transmitters utilize SDR (Software-Defined Radio) cards of the Adalm Pluto type. The 
CAP protocol, encoded in XML format, was transmitted through the ISDB-T transport 
stream using the DSM-CC data transmission protocol. By incorporating the CAP protocol 
into the ISDB-T standard and utilizing the DSM-CC data transmission protocol, this 
research project aims to enhance the early warning capabilities of digital terrestrial 
television systems. 

Keywords:  
ISDB-T 
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Transport Stream 
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1. Introduction 

Traditionally, Early Warning Systems (EWS) have been 
implemented to alert the population about potential natural or man-
made phenomena and mitigate their impacts [1-2]. To achieve this, 
various systems have adopted global protocols or developed their 
own protocols for emergency risk reduction [3-7]. 

In Ecuador, the ISDB-T International standard is being used 
for digital terrestrial television implementation. This standard, 
originating from Japan with Brazilian modifications, is widely 
adopted in South America [8-9]. The International ISDB-T 
standard includes an Early Warning Broadcasting System (EWBS) 
that utilizes area codes to deliver emergency information at the 
regional level, allowing for targeted alerts within specific areas 
[10-12]. 

However, relying solely on the EWBS system within the 
International ISDB-T standard poses limitations in terms of 
receiver compatibility and the replication of emergency alerts. As 

a result, there is a proposition to integrate global alert protocols for 
emergencies. One widely adopted international protocol is the 
Common Alerting Protocol (CAP), which interfaces with diverse 
technologies such as telephony, radio, fax, emails, and websites 
[13]. Hence, the objective of this article is to incorporate the CAP 
protocol into the International ISDB-T standard, thereby enabling 
hybrid digital terrestrial television standards to swiftly and 
effortlessly transmit emergency messages on a global scale. 

The CAP protocol offers an open and non-proprietary digital 
message format for all types of alerts, utilizing XML for 
programming, which leads to reduced costs and operational 
complexity by providing a unified software interface for numerous 
existing warning systems [14]. 

The TV 3.0 project is a regional initiative led by Brazil that 
aims to develop and enhance the television transmission standard 
to provide viewers with a more advanced and enriched experience. 
It began in July 2020 and has been divided into several phases to 
achieve its objectives [15]. 
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The first phase of the project involved inviting organizations 
from around the world to submit proposals for the six components 
of the TV 3.0 system: over-the-air physical layer, transport layer, 
video coding, audio coding, subtitles, and application coding [16]. 
A total of 36 responses were received from 21 different 
organizations. Similar proposals were merged to simplify testing 
and evaluations in the next phase [17-23]. 

The second phase took place during the years 2021 and 2022, 
focusing on comprehensive testing and evaluations of the proposed 
technologies and components for the TV 3.0 system. Currently, the 
third phase of the project is underway and is expected to last 
approximately two and a half years. A final decision on the over-
the-air physical layer technology is anticipated in April 2024, with 
corresponding technical specifications being drafted from May to 
August 2024. Concurrently, research and development (R&D) 
activities are being conducted for the transport layer and 
application coding, including the development of adaptations, 
extensions, tools, and test suites. These activities will take place 
from March 2023 to August 2024. The official launch of the TV 
3.0 system is expected to occur in 2025, offering viewers an 
enhanced television experience and a wide range of services and 
functionalities. 

Within the TV 3.0 project, the implementation of an Advanced 
Emergency Alert System (EAS) has been identified as a crucial 
component. The EAS is designed to provide efficient and effective 
emergency alert notifications to the public through the TV 3.0 
platform. It utilizes the Advanced Emergency Alerting (AEA) 
system based on ATSC 3.0, which is structured in an XML 
document called the Advanced Emergency Alerting Table 
(AEAT). This system enables broadcasters to transmit detailed 
emergency information, including text messages, images, and 
multimedia content, to inform and adequately prepare the public 
during emergency situations. Decision trees and protocols have 
been established to handle different types of alerts, including 
required alerts, optional alerts, and emergency action notifications, 
based on priority levels defined in the AEAT [22]. 

During the transition to digital television, there are still 
countries in the region that have not completed this process but 
have digital transmitters that can be utilized to send early 
emergency alerts through the broadcasting signal. This includes 
rural areas where television signals are available, as well as 
locations with Internet access. The research group has been 
working on projects related to the transmission and reception of 
emergency alerts using the EWBS system, which is part of the 
adopted ISDB-T standard in the country [24]. 

Additionally, the CAP protocol is a global protocol that is part 
of ATSC 3.0 and will be integrated into the TV 3.0 system. This 
protocol is used in other global communication mediums as well. 
Hence, there is a need to demonstrate that through the ISDB-T 
transport stream structure, it is possible to transmit any type of 
data, but this requires the implementation of specialized receivers. 
In this context, this article proposes a method to include the CAP 
protocol in the ISDB-T system, which is within the standard of the 
transport layer, and demonstrates its functionality in conjunction 
with the physical layer of the ISDB-T receiver according to the 
ISDB-T standard, which requires a special module. To achieve 

this, the design and implementation using software-defined radio 
are proposed. 

This proposal and innovation aim to expand the capabilities of 
the ISDB-T system to enable the transmission of emergency alerts 
using the CAP protocol. By demonstrating the feasibility of this 
integration, it is expected to improve the efficiency and 
effectiveness of emergency alert systems in the context of digital 
television, contributing to the safety and well-being of the 
population. 

This article is structured as follows: Section 2 outlines the 
methodology employed for information encryption and 
decryption. Section 3 presents the results obtained from the study, 
and Section 4 provides the concluding remarks. 

2. Methodology 

The aim of this study is to incorporate the CAP protocol into 
a Transport Stream (TS) flow and design a test scenario utilizing 
Software-Defined Radio (SDR) in both the transmission and 
reception stages. 

To insert the CAP protocol in a TS stream, it is proposed to 
use the DSM-CC (Digital Storage Media Command and Control) 
standard. This standard allows the CAP Protocol to be transmitted 
cyclically using files, directories, services, and event streams 
through the data and object carousels [25-26]. 

For the test scenario in the transmission and reception stages, 
the cost-effective SDR Adalm Pluto will be utilized. This compact 
and easily transportable device serves various functions in the 
realms of education and research. The SDR Adalm Pluto operates 
in conjunction with the GNU Radio software, which is an open-
source program compatible with multiple platforms. It allows for 
modular programming and simplifies the creation of pre-
programmed Python blocks for signal transmission or reception 
[27]. 

2.1. TS Design 

To use the DSM-CC in the International ISDB-T standard, the 
AIT table must be added to the PSI/SI tables; this table provides 
complete information about data transmission, the required 
activation status of the applications carried by it, etc. The data in 
the AIT table allows the transmitter to request that the receiver 
change the activation state of an application [28-32]. 

Within the PSI/SI Tables is the PMT table, which contains all 
the elements that make up the TS stream, such as audio, video, 
data, and the AIT table in the Elementary Stream field. 

In each Elementary Stream field, some descriptors help to 
complement the description of each element of the TS stream, 
which is why the following descriptors are included in the AIT 
table: the Data Components descriptor and the Application 
signaling descriptor. These descriptors will indicate the type of 
application to be used within the TS flow. Its conformation is 
shown in Figure 1. 

http://www.astesj.com/
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Figure 1: AIT Table Descriptors within the PMT Table 

The descriptors for the DSM-CC section element are the TAG 
Association descriptor, the Identifier descriptor, and the Carousel 
Identifier descriptor. These descriptors mention the use of the data 
carousel within the TS stream. Its structure is presented in Figure 
2. 

 
Figure 2: DSM-CC descriptors within the PMT table. 

Next, the information that must go in the AIT table is 
presented, where the type of application is inserted, which must be 
the same as that shown in the PMT table; in turn, three descriptors 
are inserted, the first being the protocol descriptor transport 
indicating the use of data carousel. Second, the application 
descriptor suggests the priority of the data carousel in the TS flow.  
Finally, there is the application name descriptor, where the name 
of the CAP file is inserted in the ASCII code. These values can be 
seen in Figure 3. 

 
Figure 3: Components of the AIT table. 

The TS flow and the DSM-CC section containing the 
multiplexed CAP protocol will be obtained with an audio and 
video signal. 

2.2. Design of the Transmission and Reception System 
 With the generated TS stream, we build the transmission 

system in the GNU Radio software. The transmission system 
diagram with the GNU Radio software is presented in Figures 4, 

5, and 6, and the description of each component is established in 
Table 1. 

 
Figure 4: Transmission System in GNU Radio - Coding 

 
Figure 5: Transmission System in GNU Radio - Modulation 

 
Figure 6: Transmission System in GNU Radio - Configuration 

Table 1: Description of each Block of the Transmission System 

Block Description 
FILE SOURCE Read a stream from a file. 

STREAM TO 
VECTOR 

Converts an item stream to a 
GNU Radio block stream. 

REED SOLOMON 
ENCODER 

Create a Reed Solomon 
scrambler according to the 

standard. 

ENERGY 
DISPERSAL 

Implements an energy 
disperser compliant with the 

standard. 

BYTE 
INTERLEAVER 

Inserts a byte interleaver 
according to the standard. 

INNER CODER Create an internal encoder 
with puncturing. 

VECTOR TO 
STREAM 

Converts the GNURadio block 
stream to an item stream. 

CARRIER 
MODULATION 

Modulates the carrier with the 
parameters of Mode, number 
of segments, and modulation 

scheme. 

HIERARCHICAL 
COMBINATOR 

Divide the content to be 
transmitted into hierarchical 

layers. 

TIME 
INTERLEAVER 

Implementation of a Fornet 
interleaver as specified by the 

standard. 

FREQUENCY 
INTERLEAVER 

Performs frequency 
interleaving. 

http://www.astesj.com/
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Block Description 
SKIP HEAD Remove information 

considered junk from the 
header. 

PILOT SIGNALS Establishes pilot signals by the 
standard. 

TMCC ENCODER Block that encodes the TMCC 
carriers. 

FFT Implements the fast Fourier 
transform. 

OFDM CYCLIC 
PREFIXER 

Adds a cyclic prefix and 
performs pulse shaping on 

OFDM symbols. 

FAST MULTIPLY 
CONST 

Multiply the input by a 
constant to have the desired 

size. 

PLUTO SDR SINK Block that transmits the signal 
through the Adalm Pluto. 

QT GUI TIME SINK Graphically presents the 
transmission. 

 
With these blocks, the SDR Adalm Pluto is connected, and for 

this software to recognize it, the IP address: 192.168.2.1 is put in 
the PLUTO SDR SINK block. 

For the receiving system, a new program is created in GNU 
Radio. The reception system diagram is shown in Figures 7, 8, and 
9, and the description of each component is established in Table 2. 

 
Figure 7: Reception System in GNU Radio – Configuration 

 
Figure 8: Reception System in GNU Radio - Demodulation 

 
Figure 9: Reception System in GNU Radio - Decoding 

Table 2: Description of each Block of the Reception System. 

BLOCK DESCRIPTION 
PLUTO SDR SOURCE Receive the signal from 

Adalm Pluto. 

THROTTLE Indicates the sample rate to 
use. 

LOW PASS FILTER Create a low pass filter to 
get the signal from the TS 

file. 

QT GUI FREQUENCY 
SINK 

Graphically indicates the 
shape of the signal. 

OFDM 
SYNCHRONIZATION 

Specifies OFDM 
information such as Mode, 

Guard Interval, and 
interpolation. 

QT GUI 
CONSTEALLATION 

SINK 

Graphically indicates the 
constellation of the system. 

TMCC DECODER Decodes TMCC carriers. 

FREQUENCY 
DEINTERLEACER 

Performs frequency 
interleaving. 

TIME 
DEINTERLEAVER 

Specifies a Forney 
interleaver as specified by 

the standard. 

SYMBOL DEMAPPER Removes the symbol map 
on each carrier and then 

generates a serial keyword. 

BIT DEINTERLEAVER Performs a bit of 
interleaving. 

VITERBI DECODER Implements a Viterbi 
decoder on the signal. 

BYTE 
DEINTERLEAVER 

Implements a Forney byte 
deinterleaver as specified 

by the standard. 

ENERGY 
DESCRAMBLER 

Specifies a power decoder 
as specified by the 

standard. 

REED SOLOMON DEC 
ISDBT 

Receives 204-byte blocks 
and performs a Reed 

Solomon decode. 

VECTOR TO STREAM Transforms the GNU 
Radio blocks to an 

elementary stream of 188 
bytes for each packet. 

http://www.astesj.com/
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BLOCK DESCRIPTION 
READ PMT Block was created to 

verify the PMT table 
information mentioning its 
Elementary Stream types. 

FILE SINK Create a file with the 
information received. 

 
With the received file, the information from the DSM-CC 

section is extracted as follows: 

1. Look up the PID from the PMT Table and then identify the 
PID from the DSM-CC section.  

2. Compare the PID frame by frame and verify that it matches 
the PID of the DSM-CC section. When a frame is found with 
the DSM-CC PID, its content is analyzed. 

3. Identify the Table id to indicate if it is a data or control block. 

4. Extract the content stored in a TS file as a data block. 

5. Being a control block, the type of block is identified. 

6. Finally, the number of data and control blocks found is 
obtained. 

Subsequently, the data carousel is extracted, which allows 
removing the headers of the DBB sections that contain the data. To 
perform this function, the following steps are followed: 

1. The number of modules that were generated in the extraction 
of the DSM-CC is verified. 

2. Each module is analyzed to check if the file still contains 
information. 

3. The message_length segment located in the byte following the 
table id is analyzed from each frame. This segment will 
indicate the size of the CAP file. 

4. This process is repeated until the beginning and end of the 
message are stored. 

 

Then, the object carousel is extracted; in this section, the type 
of file inside the TS is verified, this; case, it will only be a file type 
file where the CAP file will be obtained in XML format. The steps 
are the following: 

1. The file size generated in the previous function is obtained. 

2. The type of file is obtained. 

3. Its header is parsed to extract its content. 

4. At the end, you will have the extracted content. 

3. Results 

To verify the operation of the CAP protocol transmission, the 
TS flow is created with the information from the PAT, PMT, NIT, 
SDT, AIT, and DSM-CC tables.  

Once all these elements have been verified, the signal is 
transmitted and received with the help of the GNU Radio software 
and SDR Adalm Pluto, the scenario mentioned in Figure 10. 

 
Figure 10: Scenario with GNU Radio and Adalm Pluto. 

To check the operation of the communications system, a block 
called Read PMT was created at the reception; this block will read 
the information from the PMT and its four elementary Streams: the 
audio, the video, the AIT table, and the DSM-CC section. This 
content is indicated in Figure 11. 

 
Figure 11: Content of the PMT Table at the reception 

After some time, receiving and transmitting are paused, and the 
received.ts file is obtained. The steps for removing the DSM-CC 
section using a Python file are followed to extract the information 
from this received file, getting Figure 12. 

 
Figure 12: File Extracted from TS Stream. 

In the end, the terremoto.xml file is successfully extracted. The 
cap-validator software checks the CAP file, resulting in a valid file, 
as shown in Figure 13 [33]. 

http://www.astesj.com/
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Figure 13. Result of cap-validator software. 

The resulting process and the used diagram are shown in the 
QR code below in Figure 14. 

 
Figure 14: QR code of CAP protocol transmission and extraction display. 

4. Conclusions 

The present study successfully demonstrated the transmission 
and reception of CAP protocol data in XML format through the 
DSM-CC data structure within an ISDB-T transport stream. The 
utilization of the CAP protocol resulted in the generation of 
minimal bytes in the DSM-CC, showcasing its efficiency in terms 
of bandwidth utilization when compared to transmitting an 
interactive application under the same transmission mode. 

By employing GNU Radio and the SDR Adalm Pluto, a robust 
communication system for ISDB-T with full-seg content was 
developed. The system exhibited flawless reproduction of audio 
and video reception, while ensuring the complete download of the 
CAP file. Furthermore, the implementation of a one-seg reception 
system using the SDR Adalm Pluto and the DEKTEC DTU 215 
modulating card yielded successful results, thanks to the minimal 
bandwidth requirements of the transmitted CAP file. 

To ensure the quality of the CAP file, both during its 
construction and upon reception in both one-seg and full-seg 
scenarios, the cap-validator software was employed. This 
validation process confirmed the accuracy and integrity of the CAP 
information. Overall, the communications system demonstrated 
optimal performance and is well-suited to serve as a valuable asset 
in supporting the EWBS emergency system. By integrating the 
CAP system into the ISDB-T transport layer platform, emergency 
authorities and broadcasters can send timely and accurate 
emergency alerts, ensuring the safety and well-being of the 
population. The CAP structure, which is both part of ATSC 3.0 
and will be part of TV 3.0, aims to provide a powerful tool for 
public authorities to disseminate news, weather updates, and 

critical information during emergencies, enhancing the overall 
emergency response capabilities within the broadcasting industry. 
Through the proposed approach in this article, the integration of 
CAP can even be achieved during the transition to digital television 
using the ISDB-T system, allowing for readiness in any migration 
to an advanced digital television system in the near future. 
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 The human resource development of robotics and automation in the smart factory is an 
important factor in “Thailand 4.0” roadmap, which is following the industry 4.0 model. To 
pursue this goal of Thailand 4.0 roadmap of labor development, the effective and intuitive 
training system must be easy to understand. This study proposes the implementation of 
augmented reality (AR) technology for training purposes due to its ability to visualize real-
time invisible data, such as device status. This involves the development of the AR-based 
visual programming interface with an educational demonstration site (demo site).  The AR-
based training system is started with animation content explaining the smart factory concept, 
followed by hands-on learning using Microsoft HoloLens 2 and IoT hardware devices in 
demo site. The demo site using an MQTT protocol, simulates an automated packing line in 
the smart factory. The hardware status is published in real-time to the MQTT broker. This 
approach enables users to comprehend the interconnected relationship between data and 
hardware functionality and allowing them to create their own programs to control the IoT 
hardware in the demo site. With this training, 22 targeted users have successfully grasped 
the smart factory concept and its correlation with hardware functionality. The block-based 
visual programming employed in the system enables easy comprehension of robot 
commands. Moreover, the AR application provides a smooth display at 48-60 frames per 
second. The proposed system's usability and value for specific tasks received high scores, 
ranging from 4 to 5 points, confirming its effectiveness for the targeted users. The proposed 
AR-based training system has proved that it has benefit for human resource development in 
the robotics and automation sector following the Thailand 4.0 roadmap. The proposed 
system empowered users to understand the smart factory concept and its practical 
implementation, leading to create new ideas for integrating AR and smart factory concepts 
into their manufacturing in the future. 
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1. Introduction  

The industry 4.0 is the era of using the cyber-physical system 
[1]-[2] to manage data in manufacturing, which could be called as 
the smart factory. By transforming production into a digital 
process and connecting factories to the internet, industry 4.0 can 
enhance manufacturing performance. Germany is the first nation 
that mentions about the Industrie 4.0. The German government 
announces as the national strategic initiative [3] and establishes the 
platform for industry development to 4.0 and the criteria for 
evaluating the potential of the factory’s deve  lopment. The United 
State of America (USA) has an important strategy called the Smart 
Manufacturing. The strategy aims to manage the investments in 
manufacturing. The National Institute of Standards and 

Technology (NIST) of USA supports about implementing the 
robotics in manufacturing and creates the tests for evaluating 
potential of the automation in the production line. The quality 
control is the key to modern factory [4]. In Southeast Asia, 
Singapore prepares the Smart Industry Readiness Index (SIRI) for 
measuring industrial development readiness. The method 
emphasizes three dimensions are the process, the technology, and 
the organization. SIRI shares the framework for developing the 
industry to industry 4.0. 

In Thailand, there is a model for developing the industry called 
Thailand 4.0.The model aims to help small and medium-sized 
enterprises (SMEs) become high-potential enterprises. Thailand 
4.0 aims to implement the robotics and automation in the 
production line and labor skill improvement [5]. The Thailand 4.0 
strategy identifies five new S-Curve industries: robotics, aviation 
and logistics, digital, biofuels and biochemicals, and medical hub. 
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[6]. Labors need to improve their skills to support these industries. 
70% of factories in Thailand are in 2.0-3.0 stage of industry [7]. 
The labors and entrepreneurs should prepare for the digital 
disruption and industry 4.0. These five new targeted industries 
need  high-potential workers and the experts to drive them forward. 

Although training in the industry is popular, there are few 
courses that offer hands-on workshops with hardware or 
demonstration sites. However, the industrial training system can 
benefit from the implementation of augmented reality (AR) 
technology. An AR-based application provides the visualization of 
data from real IoT equipment installed in an educational 
demonstration site (demo site). The demo site simulates the 
working of an automated packing line, demonstrating how the 
smart components work such as robot arm for pick-and-place jobs 
or sensors for detecting palettes. Furthermore, the AR-based 
application of the proposed system provides a visual block-based 
programming panel that supports beginner user in creating their 
own programs. The proposed solution, which combines the AR 
technology and the demo site, aims to increase worker’s 
understands of the fundamentals of the smart factory concept and 
improve their robotics and automation skills. 

2. Related Works 

2.1. Comparison of AR, VR, and MR concepts 

 In the present, the augmented reality, virtual reality, and mixed 
reality are implemented in real life with various purposes, such as 
medical training application, assembly assistance task, augmented 
reality with data visualization in production line [8] and using these 
technologies for training system.  

The experts explain the concept of augmented reality (AR) as 
a merging of 3D graphics with the real world [9]. There are three 
parts of AR-based system which are user, digital world, and real 
world. User can control the device in real world by interacting with 
augmented graphics appearing in the head-mount display device 
such as Microsoft HoloLens.  

Virtual reality (VR) is created by all 2D or 3D graphic 
environment. User does not see any parts of real world. 2D or 3D 
graphic and virtual environments need a specific device to present 
the contents. User can see the virtual contents by using headset 
with head tracker and hand controller to interact with these 
graphics. 

 There is no specific clear definition for mixed reality (MR) that 
can explain the differences between MR and AR. However, the 
continuum of the popular source defines MR as the technology 
between the fully real world and fully virtual world [10]. In the 
other words, AR is a type of MR. Both AR and MR have 
augmented objects attached to the real environment, but MR may 
have more complex features such as attaching graphic textures 
with real characters from the real world, which is called 
Augmented Virtually – AV. The summary characteristics of AR, 
VR, and MR are shown in Table 1. 

The proposed system aims to display status data in real time 
while hardware in the demo site is working. The user should be 
able to see the variation of the data while also seeing the real 
environment. Therefore, augmented reality technology would be 
more appropriate for this system than virtual reality.  

 

Table 1: AR, VR, MR Characteristics Comparison  

Topic AR VR MR 

Can see real 
environment 
through the 
device. 

  Only specific 
area. 

Environment 
[11] Real world Virtual world Mixed 

Can interact 
with virtual 
object 

   

Can interact 
with physical 
object [12] 

  Only specific 
object. 

2.2. Augmented Reality in Training and Industry 

AR is frequently used in daily life, such as in the camera filters 
of social media applications, image tracking of 2D markers for 
modern-day advertising, and training systems in the medical field 
and industry.  

Research on augmented reality technology for training has 
found that AR-based training systems are most commonly used in 
industry (35%), vocational training (26%), and medical (13%) 
applications [13]. Another research in training topics using AR or 
VR technology showed the successful implementation about AR-
based training system in maintenance and assembly task [14]. The 
traditional way to learn the welding process is to practice with real 
equipment. However, virtual and augmented reality can now be 
used to create simulation training systems that are more flexible 
and cost-effective than the traditional methods. A study that 
compared two groups of students who used VR and AR for training 
and practical application found that the group that used the  
simulation training system had lower operating stress and higher 
levels of focus than the other group [15]. 

Furthermore, AR technology is not only for training system, 
but this technology can also be used for data visualization in CNC 
machines. The data, which can be inspected in real time by 
integrating AR technology with digital twins, is helpful for making 
the best decisions in the future [16]. 

2.3. Thailand 4.0, Thailand Professional Qualification Institute, 
and the survey about the smart factory training topics in 
Thailand. 

Thailand is now a developing country. A roadmap to drive 
Thailand to be a developed country in 2032 is called Thailand 4.0 
[17]-[18]. One of the agenda in the roadmap is about labor 
improvement. 

There are 5 new s-curves industries including robotics for 
industry, aviation and logistics, biofuels and biochemicals, digital, 
and medical hub. To develop and re-skill labors in industry field 
requires a necessary skill about robotics and automation for digital 
transformation and industry 4.0 revolution. 

The Thailand Professional Qualification Institute – TPQI 
creates career-standard certifications for qualified individuals. The 
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robotics and automation standard is under the robotics cluster in 
Mechatronics standard including 19 professional qualifications, 66 
credits. This is a standard for 5 career levels, which are for 
operator, technician, engineer or staff, manager, system design 
engineer, and system integrator [19]. 

A review of training sessions showed that the curriculum 
emphasizes automation in industry 3.0, but there is not enough 
information about smart factories. Most training courses did not 
offer hands-on hardware practice. There are 3 of the 16 topics that 
contribute to the demo site for students, as shown in Table 2. 

Table 2: Survey of Training Topics 

Organization Area of content 
Providing the 
demo site for 
hands-on 
practice 

Thai-German 
Dual Education 
and E-Learning 
Development 
Institute 

Wireless connection, IoT, 
Programming  

Database  

Remote control, Sensor 
and actuator, Simulation, 
Programming 

 

Product management, 
Vision system, Robot and 
automation, Sensor and 
actuator, Programming 

 

Technology 
Promotion 
Association 
(Thailand-
Japan) 

IoT, Sensor and actuator, 
Programming  

Thailand 
Productivity 
Institute 

AR/VR, IoT, Barcode 
scanner and actuator  

Data, Cyber security  

Cloud computing  

Robot and automation  

Robot and automation, 
Programming  

Thai-German 
Institute (TGI) 

Database  

Database, sensor and 
actuator  

Database, Wireless 
connection  

AI  

Wireless connection, IoT, 
Programming  

Wireless connection, 
Sensor and actuator  

Developing human resources for interpreters and engineers 
about the smart factory contents is beneficial for the company. This 
is the opportunity to develop an appropriate training system for this 

group using new technology and augmented reality to create a new 
training experience in industry. The benefits of AR technology, 
such as data visualization and real-world viewing, can help users 
easily understand the relationship between device operation and 
data. Additionally, user’s understanding of the smart factory 
concept can be improved by watching the video animations 
provided in this proposed system. 

3. Proposed System 

The Thailand 4.0 roadmap requires human development to 
support the robotics and automation industry which is one of five 
new S-curves industries. To achieve this, reskilling and upskilling 
efforts in robotics, particularly in smart factory operations, are also 
required. 

This proposed system is an AR-based training system for smart 
factory concept. It implements augmented reality (AR) technology 
to create an effective and intuitive training system. The system 
scenario while using the AR-based application of this proposed 
system is shown in Figure 1. 

The contents of this system include three animation videos that 
cover the basics of smart factory operations and robot arm 
programming. The AR application includes content about the 
automation devices used in smart factories. The demonstration site 
(demo site) of smart factory simulates how the automation devices 
in a smart factory line work and are controllable. The AR contents 
will be displayed on the Microsoft HoloLens 2 headset. 

3.1. System Scenario 

The proposed system provides an AR-based application that 
displays the augmented UI panels, AR user interface, on the 
Microsoft HoloLens 2 headset. Users can view these panels above 
the demo site, and they are divided into two parts: the left panel 
and the right panel. 

 
Figure 1: System Scenario 

The left panel is the knowledge panel describing the device 
description, which includes four devices’ contents explaining 
about the sensors used in the demo site and other popular sensors 
such as proximity sensors. Secondly, the actuator content provides 
details about various types of actuators used in the demo site. The 
third content is a content about conveyor which displays the type 
of conveyors used in the demonstration site.  The final content is 
the robot arm content, which describes different types of robots 
and how they work with the demo site. User can switch the 
contents by clicking the button of each section and control the 
actuator, the conveyor, and the robot arm by interacting with the 
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buttons that display on each page. The real-time status of each 
sensor is displayed in the sensor content. 

The right panel is for the block-based programming area. Each 
block is prepared for a specific command, such as controlling  
robots and conveyors, or if-else logic. To generate a command 
block, the user needs to click on the desired block displayed on the 
left side of the panel. The generated block will then appear on the 
right corner. User needs to drag each command block and snap 
them together to create an action command. The play button 
displayed next to this panel is for sending command to the demo 
site. After the commands are sent, the demo site will execute them 
step-by-step.  

The module’s status panel appeared after the 2D marker is 
tracked. The status includes the module’s operational status. For 
the assembly module, the status panel provides information about 
operating states such as waiting, working, and so on. The status on 
the warehouse’s panel consists of slot availability. The status of 
each module is displayed to users in real time. 

3.2. System Diagram 

Based on Figure 2: System Diagram, the status messages (msg) 
of each device at the physical level can be transferred to the 
local broker using the Message Queuing Telemetry Transport 
(MQTT) protocol.  The Node-RED API receives the status and 
transfers it to the application. When the 2D marker is tracked, the 
user interface (UI) displays an augmented status panel over the 2D 
marker. 

Once the user finishes programming, the command (cmd) is 
published from the application. The Node-RED API decodes the 
command at the API level and distributes it to the devices 
accordingly. The control of the device is based on the topic that 
was set earlier. 

 
Figure 2: System Diagram 

The Physical Level 

The physical level consists of five components: MQTT broker, 
devices, IoT devices, Node-RED execution, and a 2D marker for 
tracking. The devices and IoT devices implemented in the demo 
site include robot arms, sensors, actuators, conveyors, stacker, and 
data acquisition system (DaQ). These physical devices in the real 
world can be controlled by the user through the application. 2D 
markers are attached in the demonstration site for providing 
module information to user when the markers are tracked. 

The API Level 

There are various libraries used for developing the API level 
(Application Program Interface), back-end management, and data 

publication through the broker. The application subscribes to the 
MQTT topics to receive and send the payload, and a broker 
publishes a command to that topic for the device to execute at the 
physical level. 

The Application Level 

This proposed system was developed using the Unity game 
engine to create the user interface for the application designed for 
the Microsoft HoloLens 2. Users can control the demo site by 
interacting with the user interfaces that appear in the Microsoft 
HoloLens 2. The user interfaces include the main programming 
panel (blockly), which provides a block-based programming area, 
and the knowledge panel, which displays information about the 
devices.  

3.3. Application State Diagram 

In Figure 3, the application starts in the initial state and then 
moves to the connecting state. At this state, the application, the 
local broker, and the demo site establish a connection. If the 
connection fails, the Wi-Fi connection in the setting window on 
the Microsoft HoloLens 2 needs to be checked. Once the 
connection is successful, the user can interact with the user 
interfaces displayed on the device to create commands that control 
the demo site. The application includes a decoding API that 
converts long commands into step-by-step tasks for the demo site 
to execute. Finally, the demo site completes the tasks according to 
the received command. 

 
Figure 3: Application State Diagram 

3.4. Data Flow 

Data flow diagram of the proposed system is shown in Figure 
4. There are two parts in the data flow. The first part starts with 
number 1 and is about the user interface and tracking system. The 
second part starts with number 2, and includes the MQTT 
connection and data from the demo site. 

Starting at the time before using this system, the application 
and the demo site need to be connected to the local broker (process 
2.0). The connection status shown in the graphic that is augmented 
on the Microsoft HoloLens 2 display. 

The user interface shown on the device is managed by the UI 
control unit. This unit manages the position of the panels, the 
position of block command in blockly panel. The snapping 
function is a part of this unit and is the function for managing the 
blockly interface. The augmented status panel of the 2D markers 
developed by using the Vuforia Engine library to define the 
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markers. The UI control unit provides the position of these 
augmented graphics. 

After user publishes their command, the command 
management system, which includes Node-RED decoding, 
receives the command and puts it in order. The first command is 
sent to the demo site and the next command is sent to the demo site 
after the first command is finished. While the demo site is working, 
the status data will be updated in real time and shown in the user 
interface. 

 
Figure 4: Data Flow Diagram 

3.5. Data Synchronization 

The device’s status data is published to the MQTT local broker 
and updated in real time. The information such as sensor status 
(detected or no detected) or module’s working status (working, 
waiting, done) is exchanged under the specific topic. The 
command order is sent after the previous order is completed. 
Therefore, the device’s working status data and module’s status 
data must be synchronized between the demo site, API, and the AR 
application.  

3.6. Platforms (Hardware and Software) 

Microsoft HoloLens 2 

Figure 5 shows the Microsoft HoloLens 2, a head-mounted 
display for augmented reality applications. The see-through 
holographic display has a 3:2 aspect ratio and a 2K resolution. It is 
powered by a Qualcomm Snapdragon 850 computing platform 
with 4 GB of RAM and 64 GB of storage. It supports WIFI and 
Bluetooth 5 connections.  A single battery charge can last for two 
to three hours. The device has various sensors including a 
gyroscope for head tracking, two infrared cameras for eye 
autofocusing, a 1-megapixel time-of-light depth sensor, light 
cameras, an accelerometer, a magnetometer, and an 8-megapixel 
camera for capturing 1080p30 video. It also has built-in spatial 
sound speakers [20]. 

 
Figure 5: Microsoft HoloLens 2 [21] 

Hand gestures can be used to control the Microsoft HoloLens 
2. The device can track the index finger and extend a pointer from 
it towards the augmented object displayed on the screen.  To point, 
the user lifts the left or right hand up and open the palm as shown 
in Figure 6 (left) and Figure 7 (left). The dash line graphic will 
appear from the index finger to the target augmented object. The 
index finger can then be attached to the thumb to drag the graphic 
to a desired location, or released to click or choose, as shown in  
Figure 6 (right). Another method for clicking is to push the index 
finger through the interactive button.  The device can detect which 
graphic is selected, as shown in Figure 7 (right).  

 
Figure 6: Pointing gesture (left), dragging gesture (right) 

 
Figure 7: Pointing gesture (left), clicking gesture (right) 

Microsoft has recommended size for the holographic buttons 
depends on the distance between user and the target holographic. 
The shorter distance (45 cm.) uses direct hand interaction which 
user can use the fingertip to interact the holographic directly. 
However, this proposed system chooses the hand-ray interaction 
instead since the ray that augmented on the fingertip is easy to 
point to the target holographic for the beginner. The target size 
should be 3.5 x 3.5 cm. for hand ray interaction. The designed 
distance is around 0.8-1 m. Then, the minimum designed target 
size of the button is 3.2 x 3.2 cm. Hence, user can interact with the 
button comfortably. 

2D Tracking 

The library for 2D tracking system is Vuforia Engine 10.8 
which supports the Unity game engine to track the 2D markers 
using the computer vision based image recognition [22]. This 
library was developed for AR application [23]. Developers can 
upload their 2D markers to the Vuforia’s database, with a 
minimum width of 320 pixels and a maximum size of 2.25 MB for  
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each file [24]. The Vuforia Engine library supports many devices, 
including the Microsoft HoloLens 2. Once the marker is tracked, 
the augmented object will appear either above the marker or in a 
specific position. 

Demonstration Site 

The demo site prepared for this proposed system is a 
collaborative project with the educational smart factory platform, 
which is  a research project of the human-computer interface (HCI) 
laboratory of the Institute of Field Robotics (FIBO), King 
Mongkut’s University of Technology Thonburi (KMUTT), 
Thailand. 

 
Figure 8: Devices in the Demonstration Site 

This demo site simulates the assembly line and operates in 
separated modules, as shown in Figure 8. The proposed system 
focuses on the assembly module, the DaQ module consisting of 
sensors and actuators, and the conveyor module. The hardware 
includes robot arms, conveyors, sensors, actuators, and input 
stacker. The communication between the modules in the demo site 
utilizes the MQTT protocol. 

3.7. AR-based Training System  

The main contribution of this proposed system is to develop an 
AR-based application for smart factory concept training system. 
The system consists of two parts: an AR application including the 
API, and the contents of smart factory concept.  

 
Figure 9: MQTT Data Flow Diagram 

Communication between the AR application and devices. 

The MQTT protocol is utilized for communication between the 
AR application and the hardware of the demo site. MQTT broker 

is configured as the local broker. The scenario of the 
communication is shown in Figure 9. Each device has its own 
topics for receiving commands (S1, S2, S3) and updating their 
operational status (A, B, C, D).  

The node-red decoding commands manage the received 
commands and send them in the correct order to devices, such as 
stackers, pushers, robot arms, conveyors, and sensors. All statuses 
from the ended devices will be published to the broker and 
displayed on the augmented status panels in the Microsoft 
HoloLens 2. 

Node-RED Decoding Command 

Node-RED is an online service block-based programming tool 
[25]. It can create an API for devices and online service using 
MQTT protocol.  

The main API for managing and sending commands to devices 
in the correct order is the node-red decoding command. The flow 
chart diagram is shown in Figure 10. The purple block stands for 
the communication using MQTT protocol. 

Starting with the initial state, the sensor and actuator in the 
palette module will be started. The command (cmd) from the 
application is sent to MQTT broker in form of string. After the 
node-red decoding command gets this payload, it will decode 
command string to command list. The first command set on the 
index 0 (cmd[0]) of the list will be sent to the device. 

 
Figure 10: Node-red Decoding Command Flow Chart 

The commands such as turning, picking, placing, and homing 
are related to the robot arm’s operations. The working status of the 
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robot needs to be recognized in real time to prevent the mis-order 
tasks. The conveyor block controls whether the specific conveyor 
is on or off. 

The logic block will check the sensor status and the logic that 
the user has previously identified such as the status of object 
detection. If the condition is true, the demo site will proceed to the 
next task under this condition scope. If the logic is false, the Node-
RED decoding command will skip the tasks under this condition 
scope and proceed to the next tasks outside of this condition scope. 

The user interface in this application consists of two panels as 
shown in Figure 11. The left panel displays the knowledge 
contents, while the right panel is the block-based programming 
area. Both panels are overlaid on the demo site, allowing the user 
to view them and the environment simultaneously. 

 
Figure 11: User interface Displayed over the Demo Site  

(User’s View). 

Contents 

Three video animations and four device contents are provided 
for the content about the smart factory concept. The videos cover 
key areas such as the relationship and differences between industry 
4.0 and smart factories, the benefits of upgrading traditional 
manufacturing to a smart one, the cyber-physical system with the 
Internet of Things (IoT), and the Industrial Internet of Things 
(IIoT). They also introduce the basic phase of the programming 
structure for controlling the robot arm and provide the basic 
instructions for the robot arm's three kinds of movements, which 
are linear, joint, and circular. Additionally, the video animation 
also presents the professional standards for robotics and 
automation careers in Thailand, as defined by the Thailand 
Professional Qualification Institute (TPQI). 

The AR application features four device contents that 
introduces the devices implemented in the demo site. Furthermore, 
the information about each device helps the users understand the 
other categories of devices that are frequently used in the smart 
manufacturing. The device contents are the sensor content, the 
actuator content, the conveyor content, and the robot arm content.  

The real time sensor status is displayed in the sensor content 
panel. The actuator content panel provides examples of actuator 
types and easy control buttons that users can use hand gestures to 
interact with them. In general, the actuators are controlled by 
electricity or the pressure, such as pneumatic actuators. The 
buttons can control the input stacker and pusher actuators to push 
and pull the objects. The elements in the conveyor content panel 
and the robot arm content panel are similar to those in the actuator 
content panel. There are the knowledge contents displaying text 
and the buttons that can control the devices. 

Examination and Feedback Forms 

This application was evaluated using the pre-test, post-test, 
system satisfaction feedback forms, and content satisfaction 
feedback form. 

The closed-ended questions in system satisfaction feedback 
form and the content satisfaction feedback form use the Likert’s 
scale [26] to measure user's attitudes. The scale starts from 1 to 5 
points where the minimum point stands for strongly disagree / very 
poor / definitely not, and the maximum point stands for strongly 
agree / excellent / definitely. 

The ideas to develop the factory are collected from the open-
ended questions. These questions include how to implement the 
knowledge gained from the training system in the user’s factory, 
ideas of implementing the AR technology to their factory, and the 
suggestions for improving the system. 

4. Experimental Results 

4.1. Population and Requirement 

The proposed system is developed for workers who need to 
reskill or upskill their performance about robotics and automation 
in smart factory. The requirements for volunteers include: 1. 
Working in the automotive or electrical industry. 2. Being a key 
person in developing their factory into a smart factory. 3. Being an 
engineer, manager, or staff who is interested in robotics in smart 
factories. There are 22 volunteers who evaluated the proposed 
system. 

4.2. Tools 

Pre-test and Post-test 

The purpose of the pre-test is to assess the user’s knowledge 
background. Questions in pre-test are about contents in the smart 
factory and fundamental of each device used in the demo site. 

The post-test’s questions are the same as the ones in the pre-
test. User takes the post-test after watching all video contents and 
the AR-based training system. The expectation of these tests is that 
user should get more points after attending the training system. 
Points gained after using the AR-based training system 
demonstrate that user has more knowledge about the smart factory 
concept than they did previously. 

System Satisfaction Feedback Form 

This form includes general questions about user’s background, 
usability of this training system, and suggestion for improving the 
system. The usability questions cover the assessment of values for 
specific task of the proposed system. The writing parts in this form 
is used to collect user’s ideas about the factory improvement based 
on experience after attending this training system. 

Content Satisfaction Feedback Form 

This form is used to collect the feedback about the contents. 
The content satisfaction also includes questions for evaluating the 
values for specific task. 

4.3. Tasks 

Task 1: User Assessment 

There are 2 examinations for user assessment. User needed to 
follow these steps. 
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1. Taking the pre-test to assess the user’s knowledge 
background. 

2. After users have completed all the contents and used the 
application, they must take the post-test to evaluate their 
knowledge progress. 

Task 2: Learning 

There are two types of smart factory contents that users need 
to learn. The first type is three videos about the smart factory 
concept. The second type is contents about the devices that are 
mostly used in  smart manufacturing. The device contents are 
provided in the AR application. 

Task 3: Using the Application 

1. This task is about how to use the application in the 
Microsoft HoloLens 2 by watching a tutorial video of the 
application. The video provided the suggested hand 
gestures to interact with the Microsoft HoloLens 2, the 
block’s name of the Blockly, and how to use the Blockly 
by dragging and snapping the blocks together. 

2. User started by learning about the device contents (sensor, 
actuator, conveyor, robot arm) that appear in the 
application. They practiced their hand gestures for 
interacting by pushing interactive buttons in the 
knowledge panel. 

3. User created commands to control the demo site using 
Blockly panel and completed the given task (Algorithm 1). 

4. After user completed using the application, user needed to 
take the system satisfaction feedback form and content 
satisfaction feedback form. 

During operation, the user’s view in the Microsoft HoloLens 2 
was live streamed to the developer in real time. If user had the 
problems with the system or the interaction, developer would 
suggest how to solve them. 

User took an hour to hour and half per one test following the 
steps 1-9. The time they took is up to how fast they can adjust their 
hand gestures to interact with the user interface, and how to solve 
the given programming task by themselves. 

The risk of using this training system may cause the motion 
sickness for some people. To relieve the symptom, user needs to 
take the Microsoft HoloLens 2 off, sit on the chair and get eyes rest 
for 10-15 minutes. No one in this study had a motion sickness 
symptom while using this training system. 

Algorithm 1: Making the Condition. 
Start; 
Instruction 1; 
  if condition then   
 Instruction 2;    
 Instruction 3;    
 else    
 Instruction 4;    
Instruction 5; 
 end    

4.4. Results 
The frame rate of the proposed system is in the range of 48-60 

fps, which can display the augmented graphics clearly and user can 
interact with those graphics smoothly.  

The formula (1) is to calculate the learning rate of all users 
measured by the percent change of post-test scores and pre-test 
scores. While “Post” stands for post-test score, and “Pre” stands 
for pre-test score. 

%𝐶𝐶ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  (𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃−𝑃𝑃𝑃𝑃𝑃𝑃)
𝑃𝑃𝑃𝑃𝑃𝑃

× 100          (1)                    

Table 3: User’s Changed Learning Rate 

Group Experience 
% 

changes 
(%) 

Amount of 
users 

1 
Had experience about smart 
factory and had to 
implement it in their factory 
before. 

23.42 9 

2 
Had knowledge about the 
smart factory concept but 
did not implement it before. 

36.37 4 

3 
Had no knowledge and 
experience about the smart 
factory concept before. 

75.25 9 

The Table 3 showed that the % changes of all users were 
increased as 23.42% for 9 users, 36.37% for 4 users, and 75.25% 
for 9 users. The result showed that this proposed system can deliver 
the knowledge of the smart factory concept to users. The 
differences of the % changes are because user had some experience 
about smart factory before using this proposed system. Users in 
group 1 had less % changes than the other groups but it did not 
mean that they obtained few knowledge. The users in group 1 have 
more ideas of implementing new technology such as AR in their 
manufacturing processes because they can apply their priori 
knowledge and experience with this proposed AR-based training 
system. 

The evaluations of the usability and values for specific task are 
based on 5-point Likert’s scale as shown in Table 4. The usability 
score of the proposed system obtained 4.44 from 5 points, while 
score of the values for specific task of the system is about 4.23 
from 5 points, and the values for specific task related to the 
contents obtained 4.30 from 5 points. Moreover, all users had more 
ideas of implementation new technology such as AR and the smart 
factory concept to their works.   

Table 4: 5-point Likert’s Scale. 

Point Meaning 

1 Strongly disagree 

2 Disagree 

3 Neither agree nor disagree 

4 Agree 

5 Strongly agree  

5. Conclusions and Discussions 

Thailand has the direction to increase the manufacturing 
performance using the implementation of the smart factory. In the 
smart industry, skills related to robotics and automation are 
required. Worker skill is the most important factor in the factory 
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development. The AR-based training system for industrial training 
with the industry 4.0 contents aimed to develop worker’s 
knowledge and skills. This proposed system covered the 
foundation contents about the smart factory and devices used in the 
smart production line. Moreover, the block-based programming 
panel is provided in the AR application to support users to practice 
their programming skills. The Microsoft HoloLens 2 device was 
selected to work with this system. The graphic contents are 
displayed on the Microsoft HoloLens 2 screen over the real 
environment. Worker upskilling can be evaluated with the scores 
of the pre-test and post-test. The points gained after completing the 
training from the proposed system indicate that the user’s 
knowledge of smart factories and robotics and automation has 
increased.  

The smart factory contents in this proposed system enhanced 
the user’s knowledges. The proposed system can display with  
48-60 fps. along with 1440 x 936 pixels per eye. Furthermore, the 
evaluation scores of the values for specific task and usability were 
in the range of 4-5 points, indicating that users were satisfied with 
this proposed system.  

The experimental results discovered that the user’s learning 
rate also depends on their priori knowledge and experiences. 
However, this proposed AR-based training system can delivery 
knowledge and experience about the smart factory concept and 
robot visual programming through augmented reality technology. 
This helps users to be able to utilize the obtained experiential 
learning for improving their manufacturing process. 

Currently, the contents in this proposed system follows the 
standards in robotics and automation in TPQI standards. In the 
future, the blockly panel could be improved to increase the UI 
performance in order to solve the display delay problem. The 
various contents about the smart factory and digital disruption can 
be added to the system. This proposed system can be developed 
for various contents for training in some specific production lines. 
Moreover, the display of the device’s status in the proposed system 
can be implemented for the data visualization in the smart 
production line. 
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 Unmanned aerial vehicles (UAVs) are becoming increasingly popular for both civil and 
military applications. Unmanned aerial vehicles can be categorized into two categories: 
rotary-wing and fixed-wing. Due to its capacity to fly long distances and carry substantial 
payloads, fixed-wing UAVs are gaining popularity and are currently utilized for various 
tasks. However, when confronted with disturbances such as weather or wind gusts, fixed-
wing UAVs can rapidly lose stability, leading to a loss of lift and stalling. Consequently, it 
is vital to ensure the stability of fixed-wing UAVs. For the longitudinal stability management 
of a fixed wing unmanned aerial vehicle, the design and modeling of a feedback controller, 
including a PI controller, PID controller, and Fuzzy logic controller, are discussed in this 
article. MATLAB/SIMULINK©2021 will be used to design the control system and compare 
the response of each controller during the simulation. The controller's response to various 
input formats will indicate its capacity to regulate the system's behavior. Our results indicate 
that the fuzzy logic controller was superior to the PI and PID controllers at controlling the 
system's response according to the desired or input behavior. 
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1. Introduction  

Unmanned aerial vehicles (UAVs) are becoming increasingly 
popular in a variety of civil and military applications, including 
aerial photography, shipping and delivery, geo-graphic mapping, 
disaster management, precision agriculture, search and rescue, 
weather forecasting, wildlife monitoring, law enforcement, and 
entertainment [1–3]. Unmanned aerial vehicles are small aircraft 
without a pilot on board. They can be remotely commanded and 
operated to accomplish operations in inaccessible and extremely 
dangerous regions. Unmanned aerial vehicles can be categorized 
into two basic categories: rotary-wing and fixed-wing [4]. Due to 
their capacity to fly long distances and carry heavy payloads, 
fixed-wing UAVs are currently gaining popularity and are 
employed for a variety of tasks [5]. Yet, fixed-wing UAVs quickly 
lose their stability when disturbances arise (weather or wind gusts). 
The instability of unmanned aircraft will cause the wings to lose 
lift, resulting in the stalling of fixed-wing UAVs [2,6–8]. Thus, the 
fixed-wing UAV's stability is vital. 

Accidentally, Lion Air Indonesia's Boeing 737 MAX 
passenger aircraft crashed into the ocean in October 2018, resulting 

in 189 fatalities. Additionally, Ethiopian Airlines' Boeing 737 
MAX caused 157 deaths in March 2019 [9]. Clearly, the 
breakdown of the flight control system caused the airplane to 
crash. The error-generating automatic flight control system is 
known as the Maneuvering Characteristics Augmentation System 
(MCAS) [10]. MCAS is a Boeing Company-developed system 
fitted in Boeing 737 MAX aircraft. MCAS is a mechanism that 
aids in the maintenance of stopped flights caused by an excessive 
angle of attack. MCAS is software coupled to the sensor that 
measures the angle of attack of an aircraft. The resultant MCAS 
mistake is the result of a faulty measurement of the rise of impact, 
in which the system calculates the impact angle to be greater than 
it actually is. The MCAS is activated when the angle of attack is 
greater than the angle of attack set by the system. This causes the 
elevator to adjust the aircraft to a progressiveMCASly decreasing 
angle when the pilot detects a change in the aircraft's pitch angle. 
The MCAS problem causes the plane to crash. Based on actual 
events aboard the Boeing 737 MAX, the significance of flight 
control systems in actual aircraft during flight is emphasized. 
Therefore, flight control systems are essential for unmanned 
aircraft. It relates directly to flight control and safety. 
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The stability of fixed-wing UAVs can be broken down into 
three categories: directional stability, lateral stability, and 
longitudinal stability, with longitudinal stability being an essential 
type. It relates to the nose-up or nose-down position, takeoff or 
landing, and direct flying altitude of the UAV. 

Fixed-wing UAVs employ a standard industrial feedback 
controller to reduce UAV expenses, such as a Proportional, 
Integral, Derivative, Proportional-Integral, and proportion-al-
derivative controller, Proportional-Integral-Derivative controller, 
etc. [7,8,11]. Commercial controllers such as the Pixhawk and 
Paparazzi are commonly utilized in the flight control system of 
fixed-wing UAVs [4,12]. This present work describes control 
systems for fixed-wing UAVs. 

In this study, the longitudinal stability management of a fixed 
wing unmanned aerial vehicle is constructed and simulated using 
a feedback controller comprising PI controller, PID controller, and 
fuzzy logic controller. MATLAB/SIMULINK©2021 will be used 
to simulate the control system and compare the responses of each 
controller. Modeling of aviation systems is explained in this 
study's summary. P Controller, I Controller, D Controller, PI 
Controller, PID Controller, and Fuzzy Logic Controller define the 
feedback controller. In the last section, the design of the control 
system is implemented, and MATLAB/SIMULINK©2021 
simulation results are presented. 

2. Aircraft System Modeling 

The movement of a fixed wing unmanned aerial vehicle can be 
divided into three actions according to the imaginary rotation 
around the X, Y, and Z axes:  roll, pitch, and yaw [8], as shown in 
Figure 1. 

 
Figure 1: The movement of fixed-wing UAV. 

 
Figure 2: Pitch movement of fixed-wing UAV. 

Pitch is the nose up or down of fixed-wing UAVs. It revolves 
around the Y-axis, an imaginary axis that goes from one wing tip 
to the other. It is controlled by a control surface known as an 
elevator, which is mounted on an empennage (horizontal 
stabilizer); when the elevator turns up and down (i.e., angle of the 
elevator: 𝛿𝛿𝐸𝐸), which causes a pitch angle: 𝜃𝜃 as shown in Figure 2. 

The pitch of the fixed-wing UAV can be written as a transfer 
function. In this research, the pitch transfer function of the fixed-
wing UAV can be written as a transfer function, as shown in 
equation 1 [6,7,13]. 

𝜃𝜃𝑠𝑠(𝑠𝑠)
𝛿𝛿𝐸𝐸𝑠𝑠(𝑠𝑠)

=
−19893𝑠𝑠2 − 105510𝑠𝑠 − 15567

86.1189𝑠𝑠4 + 1985.9478𝑠𝑠3 + 16150𝑠𝑠2 + 2082.5𝑠𝑠 + 945.7337 
(1) 

where  𝜃𝜃𝑠𝑠(𝑠𝑠) : Pitch angle 
   𝛿𝛿𝐸𝐸𝑠𝑠(𝑠𝑠) : Elevator angle 

Equation 1 is a model of a fixed-wing Cessna182 UAV, with a 
ratio of 1:6.65 compared to a real scale, of which the fundamental 
dynamics of a mathematical model are similar to the real-sized 
aircraft. The wingspan of the model is 5.4135 ft. The dynamic of 
the pitching control system includes an actuator that can force the 
control surface to move as needed. The mathematical model used 
to control the elevator up and down is expressed in equation 2 
[6,7,13]. 

𝛿𝛿E
𝑣𝑣E

= −
10

𝑠𝑠 + 10
 (2) 

Where  𝛿𝛿E : Angle of the elevator 
   𝑣𝑣E   : Input voltage 

3. Feedback controller 

Many systems in modern industries and other systems need a 
controller, such as an automobile steering control system, speed 
control systems, temperature control systems, tracking systems, 
flight control systems, etc. A controller controls the process or 
plant that responds to the method according to the desired output 
response. The control system can be divided into two systems 1) 
an Open-loop control system and 2) a Closed-loop control system. 

The open-loop control system [12] is used in processes that do 
not require much control precision. Therefore, it is a process that 
does not require a back-measurement or feedback signal to be used 
to calculate constants for use in control. An open control process 
has system components, as shown in Figure 3. The application of 
the open-loop control system, such as fan control systems, washing 
machine control, etc. 

 
Figure 3: Open-loop control system. 

A closed-loop control system [14,15] or feedback control (see 
Figure 4) is a controller in which the actual signal received from 
the system is measured and compared with the desired output 
signal to calculate errors. The error can be used to determine the 
system control constants to adjust the system to the desired output. 
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The block diagram of the closed-loop control system is shown in 
Figure 5. 

 
Figure 4: Closed-loop control system or feedback control system. 

 
Figure 5: Block diagram of a closed-loop control system. 

where R(s)  : Input signal 
   E(s) : Error signal  

   GC(s) : Transfer function of the controller 
   U(s) : Control signal 
   GP(s) : Transfer function of plant or process 
   C(s) : Actual response signal 
   H(s) : Transfer function of the measurement  

      sensor  
General controllers for closed-loop control systems can be 

divided into Proportional-Integral (PI) controllers, Proportional-
Derivative (PD) controllers, and Proportional-Integral-Derivative 
(PID) controllers. These controllers have used various industrial 
systems such as temperature, pressure, chemical, and vehicle 
manufacturing. The type of controller will have a different effect 
on the system response. Selecting a control type in the control 
design will depend on the response requirements of that system. 
The controllers can be divided into the following types. 

3.1. P-Controller 

A proportional controller [16] (P controller) is a control that 
determines the controller’s gain or the proportion of the output 
signal to the input signal of the controller. The proportional 
controller has proportional gain to be used as an extension of the 
controller's input signal. If the proportional gain is high, the system 
will have a fast response. The result is that the response has an 
oscillation. On the other hand, when the proportional gain is low, 
the system will slowly respond. The proportional equation of the 
proportional control system can be found in equation 3. 

𝐺𝐺𝐶𝐶(𝑠𝑠) =
𝑈𝑈(𝑠𝑠)
𝐸𝐸(𝑠𝑠)

=  𝐾𝐾𝑃𝑃 (3) 

where 𝐾𝐾𝑃𝑃: Proportional Gain. 
3.2. I-Controller 

An integral controller is a working principle of controlling 
the output signal by signal integration. The integral controller can 
be described in equation 4. 

𝐺𝐺𝐶𝐶(𝑠𝑠) =
𝑈𝑈(𝑠𝑠)
𝐸𝐸(𝑠𝑠)

=
𝐾𝐾𝐼𝐼
𝑠𝑠

 (4) 

where 𝐾𝐾𝐼𝐼 : Integral Gain 

3.3. D-Controller 

A derivative controller is a control that represents the 
derivation of the input signal of the controller. The derivative 
controller can be described in equation 5. 

𝐺𝐺𝐶𝐶(𝑠𝑠) =
𝑈𝑈(𝑠𝑠)
𝐸𝐸(𝑠𝑠)

=  𝐾𝐾𝐷𝐷𝑠𝑠 (5) 

where 𝐾𝐾𝐷𝐷: Derivative Gain. 
 

3.4. PI-Controller 

A proportional-Integral [16] (PI) controller consists of a 
proportional or "P" controller and an integral or "I" controller. The 
P controller can be found in this equation. 

𝐺𝐺𝐶𝐶(𝑠𝑠) =
𝑈𝑈(𝑠𝑠)
𝐸𝐸(𝑠𝑠)

=  𝐾𝐾𝑃𝑃 +
𝐾𝐾𝐼𝐼
𝑠𝑠

 

3.5. PID-Controller 

The proportional integral derivative controller combines the 
proportional, integral, and derivative controllers shown in this 
equation.  

𝐺𝐺𝐶𝐶(𝑠𝑠) =
𝑈𝑈(𝑠𝑠)
𝐸𝐸(𝑠𝑠)

=  𝐾𝐾𝑃𝑃 +
𝐾𝐾𝐼𝐼
𝑠𝑠

+ 𝐾𝐾𝐷𝐷𝑠𝑠 

 
 Each controller has a different behavior, which can be 
summarized in Table 1. 

 In the control process, the gain must be selected according to 
the instability of the process. Select the controller gain that can be 
obtained from the Ziegler–Nichols method [17–19]. The procedure 
for finding the controller gain is as follows: The first step is to set 
KI and KD to the value 0, then increment KP from zero until the 
maximum value is reached, resulting in KU (Ultimate Gain). The 
system output will have a fixed vibration with the oscillation 
period or PU. As shown in Table 2, the Ultimate gain (KU) and 
Oscillation period (PU) can be used to calculate the controller gain 
(KP, KI, and KD). 

Table 1: Characteristics of PID Gains KP, KI, and KD. 

Characteristic 𝐾𝐾𝑃𝑃 𝐾𝐾𝐼𝐼  𝐾𝐾𝐷𝐷 
Rise time Decreases Minimal Decrease Minimal Decrease 

Settling time Minimal Decrease Increase Decrease 
Overshoot Increase Increase Decrease 

Steady-state error Decrease Decrease No impact 
Stability Decrease Decrease Increase 
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Table 2: Ziegler–Nichols method using Ultimate gain (KU) and Oscillation period (PU). 

Controller 𝐾𝐾𝑃𝑃 𝐾𝐾𝐼𝐼  𝐾𝐾𝐷𝐷 
Proportional (P) 0.5𝐾𝐾𝑈𝑈 - - 

Proportional-integral (PI) 0.45𝐾𝐾𝑈𝑈 
0.54𝐾𝐾𝑈𝑈
𝑃𝑃𝑈𝑈

 - 

Proportional- integral- derivative (PID) 0.6𝐾𝐾𝑈𝑈 
1.2𝐾𝐾𝑈𝑈
𝑃𝑃𝑈𝑈

 0.6𝐾𝐾𝑈𝑈𝑃𝑃𝑈𝑈
8

 

3.6. Fuzzy Logic Controller 

A fuzzy logic controller is a type of feedback controller that 
can be applied to a wide variety of systems [13,20–26]. Due to the 
ability to control nonlinear systems, complex systems Include 
systems that require immediate response (Real-time system) by a 
fuzzy logic controller is a controller that uses reasoning and 
decision-making principles similar to human decision-making 
with a work process structure as shown in Figure 6, which consists 
of four components as follows: 

 
Figure 6: Fuzzy logic controller architecture. 

• Fuzzification It is the part to convert the crisp input signal 
(Input) that is in the form of the original set with data values 
0 and 1 (which can be interpreted as "false" and "true" as 
shown in Figure 7) into the form of a fuzzy set whose value is 
between 0 and 1 (the truth value is between false (0) and true 
(1), as shown in Figure 7). 

• Rule base or rule base that was created as a tool used to 
evaluate the results of the input signal. The nature of the rule 
is in the form of "If-Then". 

• The inference mechanism is used to make decisions or 
interpret problems related to the rule base. 

• Defuzzification This is the process of converting the fuzzy set 
data back to the original data set. 

 
Figure 7: Crisp set and fuzzy set. 

4. Simulation 

This section shows the design of the control system through the 
program MATLAB/SIMULINK©2021. For the PI and PID 
controllers, the controller gains of PI and PID controllers are tuned 
by using Ziegler–Nichols method as shown in Figures 8 and 9. 
Where KU = 3.162 and PU = 0.384 s. The gain controller (KP, KI, 
and KD) is shown in Table 3. 

To design a fuzzy logic controller for longitudinal stability 
control of fixed-wing UAVs, able to design a control system 
through the program MATLAB/SIMULINK©2021, as shown in 
Figure 10. 

From the structure of the fuzzy logic control system, as shown 
in Figure 10, it can be seen that there are two input signals for the 
fuzzy logic controller, the error signal (e) is the difference between 
the actual measurement pitch angle (output) is compared to the 
desired pitch angle. The error rate (∆e) is the error change rate over 
time. The fuzzy logic controller provides an output signal that can 
be used to control the transfer function of the pitch angle. 

To design a fuzzy logic controller, the data value must be 
changed to a fuzzy set when receiving an incoming signal (crisp 
input signal) as a number or in the original set format. It uses the 
semantic characteristics of linguistic variables, which are linguistic 
variables for the input signal (error and error rate). The output 
signal is {NB, NM, NS, ZO, PS, PM, PB}, which means a fuzzy 
set. They have the following meanings: Negative Big, Negative 
Medium, Negative Small, Zero, Positive Small, Positive Medium, 
and Positive Big, respectively. 

Figure 8: The PI control system. 
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Figure 9: The PID control system. 

 
Figure 10: Fuzzy logic control system.

Table 3: The Ziegler–Nichols tuning PI and PID controller method uses Ultimate gain (KU) and Oscillation period (PU). 

Controller 𝐾𝐾𝑃𝑃 𝐾𝐾𝐼𝐼  𝐾𝐾𝐷𝐷 
Proportional-integral (PI) 1.423 4.447 - 
Proportional- integral- derivative (PID) 1.892 9.881 0.091 

 
This research uses two types of membership functions for 

fuzzy sets: The triangular membership function for {NM, NS, ZO, 
PS, PM} and the trapezoidal membership function for {NB, PB} 
are shown in Figure 11 – 13. 

The fuzzy rule base provides an output signal for the system’s 
control. The fuzzy rule base is set according to the "If-Then" rule. 
The fuzzy rule base has 49 rules, as shown in Table 4. 

Figure 14 shows the architecture of a Fuzzy-PID controller. 
This sort of controller combines a fuzzy logic controller with a PID 
controller employing an adaptive controller to select the best 
appropriate controller gains. Figure 15-16 illustrates the 
membership function employed by the Fuzzy-PID controller, 
whilst Table 5-7 displays the fuzzy rule base. 

 
Figure 11: Membership function of error. 

 
Figure 12: Membership function of error rate. 

 
Figure 13: Membership function of output. 
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Table 4: Fuzzy logic rules base for fuzzy logic controller. 

Error rate 
Error 

NB NM NS ZO PS PM PB 

NB NB NB NB NB NB NB NM 

NM NB NB NB NB NB NM NS 

NS NB NB NB NB NM NS NS 

ZO NM NS NS ZO ZO PS PM 

PS PS PS PM PB PB PB PB 

PM PS PM PB PB PB PB PB 

PB PM PB PB PB PB PB PB 

 
(a) 

 
(b) 

Figure 15: Membership function of input for Fuzzy-PID controller (a) Error (b) Error rate. 
Table 5: Fuzzy logic rules base for KP. 

Error rate 
Error 

NB NM NS ZO PS PM PB 

NB PB PB PM PM PS ZO ZO 

NM PB PB PM PS PS ZO NS 

NS PM PM PM PS ZO NS NS 

ZO PM PM PS ZO NS NM NM 

PS PS PS ZO NS NS NM NM 

PM PS ZO NS NM NM NM NB 

PB ZO ZO NM NM NM NB NB 

Table 6: Fuzzy logic rules base for KI. 

Error rate 
Error 

NB NM NS ZO PS PM PB 

NB PB PB PM PM PS ZO ZO 

NM PB PB PM PS PS ZO NS 

NS PM PM PM PS ZO NS NS 

ZO PM PM PS ZO NS NM NM 
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PS PS PS ZO NS NS NM NM 

PM PS ZO NS NM NM NM NB 

PB ZO ZO NM NM NM NB NB 

Table 7: Fuzzy logic rules base for KD. 

Error rate 
Error 

NB NM NS ZO PS PM PB 

NB PB PB PM PM PS ZO ZO 

NM PB PB PM PS PS ZO NS 

NS PM PM PM PS ZO NS NS 

ZO PM PM PS ZO NS NM NM 

PS PS PS ZO NS NS NM NM 

PM PS ZO NS NM NM NM NB 

PB ZO ZO NM NM NM NB NB 

5. Results and Discussion 

This section shows the simulation results of the designed 
control system for the pitch control system of the Cessna182 
fixed-wing UAV through MATLAB/SIMULINK©2021. The 
results show the comparison of the response of the original system 
(no controller), PI controller, PID controller, and fuzzy logic 
controller. 

 
(a) 

 
(b) 

 
(c) 

Figure 16: Membership function of output for Fuzzy-PID controller (a) KP (b) KI 
(c) KD. 

For the original system (no controller), it was found that the 
system had zero position for open-loop transfer function at - 
0.1519 and – 5.152 and pole position at -0.0618 ± 0.2359i, – 10 
and -11.4685 ± 7.2878i, as shown in Figure 17.  For the pole at 
position -11.4685 ± 7.2878i, the system has a high overshoot and 
takes a long time to reach equilibrium (settling time). 

Therefore, to improve the system’s behaviour, reduce the 
oscillation (overshoot), and increase the stability of the pitch 
system. The control system (PI controller, PID controller, and 
fuzzy logic controller) was designed and simulated through 
MATLAB/SIMULINK©2021, with the following input format 
that can be divided into 3 cases. 

Figure 18 shows the response of step-up input. The 
noncontrolled system is slow to respond and significantly 
overshoots with high errors. When the PI controller controls the 
system, the system has a faster response but a high overshoot. The 
PID controller provides a quick response and lower overshoot 
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than the PI controller. Comparing these results with the fuzzy 
logic controller shows that the reaction does not have an overshoot. 

 
Figure 17: Pole and zero of system. 

 
Figure 18: Input as a step up. 

 
Figure 19: Input as a step-down. 

Figure 19 shows that the system response with step-down 
input has the same response as a system with step-up input. 
Systems with no controller have slow response and overshoot. 
The PI and PID controller systems have a faster response but also 
a high overshoot. The fuzzy logic controller provides the best 
response without overshoot and fast system response. 

 
Figure 20: Input as ramp up. 

Figure 20 illustrates the response of the system to a ramp-up 
input. Without a controller, the system malfunctions. The system's 
response demonstrates that both PI and PID controllers result in 
overshoot. Nonetheless, the fuzzy logic controller responds 
adequately to the desired input without overshooting. 

For the ramp-down input, the response is shown in Figure 
21 The system response result clearly indicates that the system has 
an error when there is no controller system. The PI and PID 
controllers decrease the system’s error but have high overshoot. 
The fuzzy logic controller provides a satisfactory response with 
reduced error and overshoot. 

 
Figure 21: Input as ramp down. 

In the second case, the input is a combined disturbance 
divided into three modes. The response in the second case is 
shown in Figure 22 – 26. 
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Figure 22: Input mode 1. 

The first mode’s response is shown in Figure 22. The system 
response shows indicates system without a controller has errors 
and overshoots. PI controllers provide high system response with 
high overshoot compared to PID controllers and fuzzy logic 
controllers. The fuzzy logic controller provides a system response 
that is fault-free and overshoot-free, meaning the system has no 
oscillation. 

For the second mode (Figure 23), this input combines the 
step input and the ramp input. The system response is as close as 
possible to the input. From the system’s response, it was found 
that no controller system has the most valuable error. Fuzzy logic 
controllers provide the best system response compared to PI and 
PID controllers. 

 
Figure 23: Input mode 2. 

The input is a sine wave in the third mode (Figure 24). From 
the system’s response, it was found that no controller system has 
the most valuable error. The PID and Fuzzy logic controllers 
provide the best system response and are as close as possible to 
the input.  

 
Figure 24: Input mode 3. 

For the third case, set the system input as a continuous 
disturbance, as shown in Figure 25, and zoom-in of input as a 
constant disturbance shown in Figure 26. From the system’s 
response, the no-controller system has a high error. PI and PID 
controllers, a high overshoot is provided. The fuzzy logic 
controller provides the most input-compliant system response. 
The system response was no error and overshoot. 

 
Figure 25: Input as a continuous disturbance. 

 
Figure 26: Zoom-in of input as a continuous disturbance. 
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Figure 27: Pole displacement of input as a continuous disturbance. 

Figures 27 show the pole displacement of each input mode. 
The pole displacement of each input mode is the same position 
because each input mode uses the same controller gains and rules 
(no controller, PI controller, PID controller, and fuzzy logic 
controller). Therefore, pole displacements are the same. From the 
pole position of no control system, PI control systems and PID 
control systems have pole displacement on imaginary axes that 
show the system has overshoot or oscillation in the system. For 
fuzzy logic control systems, make the system not have a pole on 
an imaginary axis. The system has a fuzzy logic control system 
without overshoot or oscillation. 

 

Figure 28: Response of PID and Fuzzy-PID controller. 

Figure 28 compares the PID controller's response to that of 
the fuzzy PID controller. The control results show that a controller 
with the application of a fuzzy logic controller has a better system 
response than a system using a PID controller. As observed from 
the control effect, when using a controller with the application of 
a fuzzy logic controller, the overshoot and rise time can be 
reduced. The steady-state errors are removed.  

6. Conclusion 

UAVs tend to lose stability easily when they are disturbed by 
disturbances (Weather or wind gusts). This can cause the UAV to 

lose control and possibly stall easily. Therefore, UAV systems 
need a controller that is used to control the stability of the UAV. 
The longitudinal stability is the most important in many types of 
stability of UAVs due to the longitudinal stability directly 
influencing the pitch motion of the UAVs. The pitch motion 
directly involves UAVs' take-off, landing, and holding altitude. In 
this research, the design and simulation of longitudinal stability 
control of a fixed-wing unmanned aerial vehicle with a feedback 
controller include PI controller, PID controller, and fuzzy logic 
controller. The simulation uses MATLAB/SIMULINK©2021 to 
design the control system with each controller and compare the 
response of each controller. The controller's response according 
to the input format shows the ability to control system 
behavior. The comparison of the PI, PID, and fuzzy logic 
controllers show the fuzzy logic controller was able to control the 
system response as desired or according to the behavior of the 
input to the system. In the future, in addition to longitudinal 
stability control, fuzzy logic controllers can also be applied to 
control other systems in UAVs. 
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 The increase electricity production based on renewable energies sources responds to the 
requirements of sustainable development. In recent years, the investment in the wind energy 
sector has increased to satisfy green electricity generation and environment protection. 
Wind energy is currently the most competitive energy resource  that is part of the world's 
countries views on the future of energy production and exploitation and its impact on the 
environment, it plays a very important role to reduce the CO2 emissions injected by the 
energy sectors, namely transport and industry. Wind energy is a good alternative to fossil 
fuels as its ecological impact is low. This technology is developing rapidly of which the 
wind turbine industry is the most dynamic of the industries producing large equipment for 
power generation. Therefore, wind energy has a major drawback, which is the inability to 
predict accurately because of its uncontrolled fluctuations, which enter as a major 
component of energy flow problems within the electrical system.  This paper presents the 
effects of wind power integration on the power quality of distribution network when the 
weak nature of the network in remote areas and the uncertainty of the wind are taken into 
consideration. The proposed model design has been tested in simulation using 
MATLAB/SIMULINK, where the results obtained confirm the electrical degradation in 
terms of quality in electrical networks integrating wind turbines, to ensure a clean electrical 
quality, the optimal solution is the integration of FACTS systems which will be the subject 
of the next paper. 
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Sustainable energy 
Hybrid system 

 

 
  

1. Introduction 
Today more than 85% of the energy produced is obtained from 

fossil fuels (petroleum, coal, and natural gas) and nuclear energy, 
which generates strong environmental pollution by emissions of 
greenhouse gases affecting climate change or, in the case of 
nuclear, long-lasting radiation pollution, which is not yet resolved, 
of the storage of radioactive waste. The constant growth of energy 
consumption in all its forms and the associated polluting effects, 
mainly caused by the combustion of fossil fuels, are at the heart of 
the issue of sustainable development and the care of the 
environment in a discussion for the future of the planet [1, 2]. The 
massive use of fossil and fissile energies, even if it has invaded the 
entire field of human activity today, remains an epiphenomenon on 
the scale of human history; it appears through two small peaks, one 
during the 19th century with coal and the discovery of steam 
engines, the other in the 20th century with oil, gas and nuclear 
power [2-5]. Two of the major challenges for our century are the 
fight against climate change and the diversification of the sources 
of energy that we currently use, to serve the needs of the poor 
nations which represent more than two-thirds of the population, the 
world needs to forge a new energy strategy, which, in order to 

respect the global environment, must first be based on sobriety and 
energy efficiency and inevitably use renewable sources which 
undoubtedly have an important role to play 

The electricity industry thus seems to be backtracking, when 
most of the electrical energy was generated locally by small 
isolated systems for direct use. The old steam generators, used to 
provide heat and electricity, have found their modern equivalents 
in the form of micro-turbines, fuel cells, internal combustion 
engines and small gas turbines. In addition to economic interest, 
other arguments have argued in favor of a transition to small-scale 
decentralized energy systems; these include environmental 
impacts, the vulnerability of centralized energy systems in the 
event of an attack, and the reliability of electricity [1, 4]. With 
regard to technologies of decentralized energy production systems, 
there are currently two types of systems with a strong footprint: 
renewable energy systems and cogeneration systems. These 
systems, favored by the public authorities, have become an 
economically viable reality and are therefore imposed. With regard 
to renewable energies, the conversion devices range from a few 
tens of watts to a few megawatts. Wind power is the only one that 
is both inexpensive and easily exploitable. In addition to the 
production of wind energy on the grid, the market for small and 
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medium-sized wind power plants, intended to supply isolated sites, 
is very promising and booming in Electricity Market's energy 
production. Wind energy is the fastest growing renewable energy 
in the world. It is almost universally recognized as the most 
promising energy source for producing clean electricity in the short 
to medium term and it contributes to the preservation of the 
environment. The wind is an element whose study is very complex, 
its characterization depends on several parameters such as the 
measurement of the wind speed, its direction, the effect of the 
roughness of the ground, the effect of obstacles., the effect of the 
stability of the atmosphere, etc. In this study, we will present the 
technical anomalies produced by the integration of wind turbines 
in the distribution network.  

3. Description of energy system used in the production of 
wind energy 

Wind turbines always use a synchronous or asynchronous 
squirrel cage generator as a generator, where two main processes 
are applied: fixed speed and variable speed. A wind turbine is made 
up of a tower at its top is fixed the nacelle. The nacelle consists of 
a system for transforming wind energy into electrical energy with 
its control. Figure 1 shows the components of the electro-
mechanical chain. Cables for transporting electrical energy, 
control and command elements, equipment for connecting to the 
low-voltage distribution network, are laid out inside the tower [3, 
6-12]. 

 
 

Figure 1: Components of the electromechanical coupling of wind turbine drive 
system 

4. Conversion of wind energy into electrical energy 

A sustainable development of the means of energy production 
based on wind energy will only be achievable with a decrease in 
implementation cost, so that they can be integrated into the energy 
production market [6]. The production of electricity from wind 
turbines or wind turbines in an isolated site requires the use of the 
electric machine - static converter assembly [3.13]. The wind 
turbine gets its energy from the wind, therefore there is a 
relationship between wind speed V and rotational speed ω, torque 
and power on the rotor of a wind turbine. The mechanical power 
that can be extracted from the wind is determined by the following 
expression: 

3
2
1 SVPv ρ=   (1) 

ρ : Air density (kg/m3),  

S : Surface crossed by air  (m2), S = π. R2,  
R : Wind turbine rotor radius,  
V : Wind speed (m/s). 

The power supplied by the rotor of the wind turbine is 
given by the following relation: 

2
...

3VSCP P
ρ

=   (2) 

Cp : Coefficient depending on the shape of the rotor and the 
wind speed. Thus there is a linear relationship between the wind 
speed and the angular speed of the rotor [6] 

  
V
Rk ω=    (3) 

ω : Angular speed of the wind turbine rotor. 
The coefficient Cp in the wind turbine is a function of k, and it 

is given by the manufacturer according to the type of sensor as 
indicated in table 1.  

Table 1. values of coefficients k and Cp for the wind turbine 

k 0 1,3 2,1 2,7 3,4 5 5,8 6,3 
Cp 0 0,1 0,2 0,3 0,4 0,3 0,2 0,1 

 
We define the torque developed on the rotor of the wind turbine 

as follows: 

  
ω
PT =     (4) 

With:       
k

VSRCVSCT PP 2
....

2
...

23 ρ
ω

ρ
==  (5)  

In the context of the insertion of decentralized production units 
in the electricity networks, it will be necessary to study the means 
to implement these units for reactive power compensation and 
active power control, as well as the control of the rms value of the 
voltage. Medium power production units (usually < 600 kVA) are 
generally equipped with asynchronous cage machines.  

 
Figure 2: Wind power conversion chain 

In fact, the asynchronous cage generator is currently the most 
widely used electrical machine in the production of fixed speed 
wind power. This generator can operate at variable speed, through 
the use of power converters, and can generate electrical power 
output over a wide range of wind speeds. Figure 2 shows the 
complete structure of the conversion chain fitted with its control 
members. The scarcity of non-renewable energies, atmospheric 
pollution, global warming and nuclear risks have raised awareness 
that economic development that respects the environment, in 
which we live, is necessary [8, 9]. 
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Figure 4: Typical configuration of a hybrid model (wind-diesel)

5. Mechanical regulation of wind turbine speed 

From equation (2), we can see that the power produced 
increases indefinitely with the speed of the wind, which is not the 
case in reality. The safety devices of the wind machine ensure that 
the expression of power is distributed over different ranges of wind 
speeds (Figure 3). 

 
Figure 3: Power response of a stationary wind generator 

Figure3 shows that the wind turbine starts to generate power at 
a cut-in-speed of VD and reaches its rated capacity at VN and 
continues to produce rated power up to a wind speed of VM. At 
higher wind speeds, the power yield decreases, as can be seen from 
Figure 3[10]. 

6. The impact of wind turbine on electrical network 

Traditional production is based on conventional thermal or 
nuclear power stations as well as on hydraulic power stations. This 
type of electricity production is flexible in use (due to the 
availability of primary energy) and meets the technical criteria for 
safeguarding the network, while renewable energies are highly 
dependent on the availability of the primary source and do not or 
hardly meet the criteria for safeguarding the network or for 

electrical pollution. In this section, the problems induced by the 
integration of wind generators into the networks, the various 
constraints for connecting centralized production to the network 
and finally the prospects for improving the integration of these 
wind generators into the network will be developed. The 
incorporation of wind turbines into the networks poses several 
problems. In this section, the various effects of their integration 
into networks will be introduced. The flow of current in this 
conductor will create a voltage drop ∆V, this voltage drop can be 
expressed as a function of the active and reactive powers passing 
through the conductor, either:  

21
2

VV
V

xQrPV +=
+

≈∆  (6) 

The voltage is therefore a local quantity because it differs at 
every point of the network. This quantity is therefore regulated 
locally.  

It can therefore be seen that the voltage is dependent on 
fluctuations in power and on the impedance values involved 
depending on where it’s on the network. Often by zone on the 
network, by producing or absorbing the reactive energy using the 
production groups, capacitors, or FACTS systems (flexible 
alternative current transmission system’s) 

On the transport network x >> r, then: 

21
2

VV
V
xQV −=≈∆    (7) 

Rapid fluctuations in small voltage amplitudes are called 
flicker. In the case of wind turbines, these variations are due to 
fluctuations in wind speed, the mechanical limits of the wind 
turbine (e.g. pitch control) and the shadow effect caused by the 
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passage of the blades in front of the mast. Fixed speed wind 
turbines are the most unfavorable from the point of view of these 
phenomena. The wind turbine technology that is best suited to 
limiting the impact on the grid of these variations is that completely 
interfaced with the grid via power electronics, thus allowing a 
certain decoupling between the turbine and the grid. Wind turbines, 
interface to the network via fully controlled converters equipped 
with IGBT transistors, currently the most widely used, generate 
high frequency harmonics (kHz), but these harmonics can be fairly 
easily limited unlike partially controlled converters, equipped with 
thyristors, generating low frequency harmonics requiring 
substantial filters to eliminate them. Wind generators, like most 
decentralized generators, are very sensitive to network 
disturbances and tend to disconnect quickly during a voltage drop 
or during a frequency variation [7, 8].  

7.  Behavior of an autonomous WDHS at different wind 
turbine speeds 

Wind-Diesel Hybrid System (WDHS) can be a solution for 
remote areas of a large interconnected grid. Now the two power 
sources tested before are synchronized, in order to keep the voltage 
and frequency of our autonomous WDHS constant, with load 
variation and wind disturbance. Wind turbines convert the kinetic 
energy of the wind into mechanical energy and then into electricity. 
The blades of the wind rotor capture some of the energy contained 
in the wind and transfer it to the hub that is attached to the shaft of 
the wind turbine.  

This then transmits mechanical energy to the electrical 
generator, which converts mechanical energy into electrical 
energy. The generator can then be linked directly or indirectly to 
the grid.  

The combination directly with the network, which is the case 
in our study, requires the generator to run at “fixed” or very weakly 
variable speed by playing on the slip of the asynchronous machine. 
If the generator is indirectly linked to the grid, the introduction of 
power converters between the generator and the grid results in a 
decoupling between the frequency of the electrical network and the 
rotational speed of the electrical machine. This allows variable 
speed operation using of a synchronous, asynchronous or even 
special machine.  

In this work, the operation of the complete system presented in 
figure 4, has been simulated in the MATLAB \ SIMULIMK 
environment where the power output by the wind turbine depends 
nonlinearly on the wind speed (Figure 5). The performance of the 
system has been considered with the parameters of deferent 
principal component of this model presented in the following table. 

Table 2: Principal parameters of WDHS 

Wind Vout = 575V / f = 50Hz 
turbine P = 3Mw  

 Rs (p.u) Ls (p.u) 
 0.004843/0.1278 , 0.004377/0.1791 

 ГL = 6.77, / Ci  = 5.04 
/ FF = 0.01  in 
(p.u) 

 Np = 3  
Diesel Vout = 5kV, / f = 50Hz 

generator P = 2MW and Q = 500VAR 

 Vdc = 45V, / Rst = 0.0036 (p.u) 
 Np = 2  

 
The WDHS system chosen in this work uses a 30kV with a 

27MVA the same a parameter of the diesel generator where it is 
connected in a B1 bus bar, and the wind turbine is connected in the 
B_WT side, where it maintains a voltage of 500 V and a power of 
850kVA delivered by generator of the wind turbine, the proposed 
load varies between 50kW and 17MW. 

The characteristic of the wind turbine presented in figure 5 
gives the wind speeds ranging from 4m/s to 12m/s, this shows that 
the position of the maximum of the power depending on the 
rotational speed changes with the wind speed. If the wind speed is 
for example fixed in 10 m/s, the power supplied by the turbine will 
describe the curve drawn by red color, and the nominal wind speed 
giving the nominal mechanical power (1pu = 3MW). 

 
Figure 5: Characteristics of the wind turbine 

The aim of variable speed is to adapt the speed of the turbine 
to the speed of the wind to continuously work at maximum power. 
In this context, our study is based on a fixed speed of around 10 
m/s that show in figure 6. 

 
Figure 6: Wind speed fixed at 10 m/s 

The simulation results show the proper functioning of our 
WDHS. At the start of the simulation, the wind turbine begins to 
provide active power but remains insufficient. To compensate for 
the lack of power, the diesel generator is primed. The regulation of 
voltage and frequency in the case of constant wind is ensured by 
the diesel generator. 
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Hence, the speed and mechanical torque of the turbine shown 
in figures 7 and 8 respectively, indicates that the mechanical torque 
generates variations which are due to the mechanical part of the 
wind turbine, depending on the construction, location or other 
external phenomena, and the electromagnetic couple is oscillated 
at the beginning until the instant 3s, where it stabilizes. 

Figures 9 and 10 present the active and reactive powers 
measured and references by blue and red colors respectively, the 
results obtained show that the oscillations presented before the 
instant 0.5s and after the instant 1.5s are caused by different wind 
variations, which make the energy system unstable 

The voltage and power delivered by the Asynchronous 
machine of the wind turbine are displayed in figures 11 and 12, 
when the power is beginning to stabilize at time 1,5s and the 
voltage remains sinusoidal throughout the simulation period. 

 
Figure 7: Rotor speed of turbine 

 
Figure 8: Torque of turbine 

  
Figure 9: Active energy of the system 

 
Figure 10: The system energy reactive power 

 
Figure 11: Asynchronous machine voltage of turbine 

 
Figure 12: Asynchronous machine power 

When the WDHS underwent a variation of the active load and 
the wind speed and was still weak. In this case, the diesel generator 
supports the power demand. On the hand, at low wind speeds both 
the diesel generator is required to feed the load, on the other hand 
When the wind power exceeds the load demand, the diesel 
generator must be put into the under-powered state. In this case, 
the diesel generator excitation system is used as a grid voltage 
controller to maintain it at its nominal value. The load is 
considered constant throughout the simulation period. The 
simulation results presented by different figures like (figure 13, 14, 
15, 16, 17 and 18) showed that the intermittent nature of wind 
turbines imposes an issues that affect the power quality of the main 
electricity grid, to ensure an optimal electrical power, it’s 
important the use the FACTS systems (Flexible Alternative 
Current Transmission Systems) to maintain controllable reactive 
power flow between the generating units and the utility network. 
Dynamic compensation of reactive power is an effective means of 
safeguarding power quality as well as voltage stability. 
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Figure 13: Busbar connection voltage in B1 

 
Figure 14: Busbar connection current in B1 

 
Figure 15: Busbar connection voltage in B_wt 

 
Figure 16. Busbar connection current in B_wt 

 
Figure 17: The current sequence Iq in B_wt with refference current 

 
Figure 18: The current sequence Id in B_wt with refference current 

8. Conclusion  

The significant expansion of wind energy requires solving a 
series of technical economic questions. A current energy source, 
wind energy is the most advanced technology due to its installed 
power and recent improvements in power electronics and control. 
In addition, the applicable regulations favor the increasing number 
of wind farms due to the attractive economical reliability.  

The system studied uses a set of very different equipment 
intended to coexist in a cogeneration structure supplying an 
isolated load. To better understand the nature of the interactions 
between the different subsets of this system, an approach was 
adopted to study the dynamics of each subsystem. The connection 
of a diesel generator (DG) to distribution networks greatly affects 
the performance and reliability of the networks.  

This paper focuses on the impact of DGs on electrical network 
control and protection arrangements. Thus, the study of 
hybridization was made by following the key elements of the 
system: the wind turbine, and the connection of the assembly. At 
first glance, we placed this subject in its socioeconomic context. 
The latter is marked by the findings of environmental deterioration 
caused by the ever-increasing use of fossil fuels. 

In addition, the difficulties of transporting the fuel used to 
supply the DGs are a classic means of producing energy in isolated 
areas, and clearly show the need for a renewable energy source. 
Thus two complementary issues were addressed such as the 
continuity of electricity production accompanied by good quality 
to be supplied to sensitive customers. However, our studies on this 
vast problem which is the integration of renewable sources, 
namely wind turbines in the conventional network, remains in a 
dynamic of improvement. 

The technological development in wind power generation have 
solved several problems presented in large wind farms connected 
to low-power transmission grids 

A dynamic study over longer periods, taking into account 
energy storage and switching sources, could also be added to the 
present models. The integration of the wind power can be 
encouraged by the development of hybrid system, combining wind 
energy with diesel generator, with an optimized management of 
energy system. 

The impact of the wind on the quality of the electrical energy 
is decisive because it disturbs the electrical parameters of the 
network during integration. For this, the strengthening of control 
systems is mandatory or the use of smart control methods is 
strongly recommended. Finally, to ensure the optimal quality of 
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electrical energy and given the randomness of the wind, we have 
integrated FACTS which will be the subject of the next paper 
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 Condition assessment of medium voltage assets is essential to ensure reliability and cost-
effective operation of power distribution networks. This article presents a literature review 
of condition assessment of medium voltage assets related to a distribution system in a non-
interconnected zone in Colombia, namely, power transformers, photovoltaic systems, 
switchgear, lines and cables, and instrument transformers. Advanced search rules are 
formulated to obtain bibliographic records of relevant academic literature from the database 
Scopus. The retrieved data are analyzed quantitatively to provide insights on the current 
state of research on the topic. Next, the most relevant academic papers for each medium 
voltage asset are selected and analyzed in a critical review along with more diverse 
literature including standards, technical reports, and white papers obtained through 
complementary searches. The results of the review show that several approaches have been 
formulated for condition assessment of medium voltage assets, ranging from traditional 
diagnostic methods to advanced artificial intelligence-based approaches. Moreover, 
research on some assets is already mature including power transformers, and photovoltaic 
systems, whereas other assets have been incipiently studied such as distribution and 
instrument transformers. Therefore, the need for deeper condition assessment research for 
these critical assets is highlighted. Research gaps are identified in the standardization and 
integration of condition assessment tools for distribution system operators. 

Keywords: 
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1. Introduction 

This paper extends a work presented in IEEE Biennial 
Congress of Argentina, ARGENCON 2022, [1]. This extended 
review covers other important Medium-Voltage (MV) assets 
operating in distribution networks. The review is a key component 
of a government-funded research project in Colombia aimed at 
implementing a digital platform for asset management of 
components at the archipelago San Andrés, Providencia, and Santa 
Catalina distribution network, in agreement with ISO 55000 [2]. 

In the islands, the distribution network consists of distributed 
generators (diesel and solar) which supply power to MV feeders at 
34,5 kV and 13,2 kV, and Low-Voltage (LV) end customers at 
208/120 V. The main assets in the distribution network are: 

• Power Transformers (PT) 
• Photovoltaic (PV) systems 
• Distribution Transformers (DT) 
• MV switchgear 
• MV lines and cables 

• Instrument Transformers (IT) 
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In this context, this paper offers a review of the main technical 
aspects related to condition assessment of distribution network 
assets. The study focuses on a non-interconnected grid. 

The paper is structured as follows. The next subsections 
describe the methodology adopted for the literature review and the 
taxonomy to structure the analysis. Section 2 introduces the review 
of condition assessment of PT. Similarly, Section 3 reviews 
condition assessment of PV systems, followed by the review of 
DT, switchgear, lines and cables, and IT, in Sections 4 to 7. Section 
8 outlines the discussion of results. Section 9 explores prospects 
for future research. Section 10 states the conclusions of the paper. 

1.1. Methodology for the literature review 

The literature review methodology is based on the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses 
(PRISMA) [3]. The advanced search rules illustrated in Figure 1, 
are applied in titles, abstracts, and keywords of the citation 
database Scopus to identify the most relevant literature related to 
condition assessment of MV assets. On the one hand, concepts 
related to condition assessment are included in each search rule 
and synonyms and associated concepts are also used according to 
Table 1. On the other hand, seven individual search rules are 
formulated to consider the most relevant assets of the distribution 
network in San Andrés Islands, i.e., (1) PT, (2) PV systems, (3) 
DT, (4) switchgear, (5) lines and cables, and (6) IT. In this case, 
synonym keywords and compound search formulas are defined 
according to Table 2. 

 
Figure 1: Advanced search rules applied in Scopus on April 1st, 2023. 

 
Table 1: Set of synonym keywords related to condition assessment concepts. 

Concept Set of synonym keywords 

Condition assessment “condition assessment” OR “condition monitoring” 
OR “remaining useful life” OR “performance index” 

Asset management “asset management” 
Health assessment “health monitoring” OR “health index” 

Fault diagnosis “failure detection” OR “failure diagnosis” OR “fault 
detection” OR “fault diagnosis” 

 
Table 2: Set of synonym keywords and compound search formulas for MV assets. 

Asset Set of synonym keywords / compound searches 
PT “power transformer” 

PV system “photovoltaic generat*” OR “pv generat*” OR “photovoltaic 
system” OR “pv system” 

DT “distribution transformer” 

Switchgear 
switchgear OR “power circuit breaker” OR disconnector OR 
recloser OR (“circuit breaker” W/2 (distribution OR OR medium-
voltage OR mv)) 

Line / cable (distribution OR medium-voltage OR mv) W/2 (line OR cable) 

IT “instrument transformer” OR “current transformer” OR “voltage 
transformer” 

Figure 1 shows that the concepts related to “condition 
assessment” are merge with an “OR” operator, i.e., the terms are 
considered synonyms and any of them is useful to retrieve the 
bibliographic records. Moreover, “condition assessment” concepts 
and “distribution network assets” are associated with the operator 
“W/2”, i.e., one of the terms can be found within a distance of two 
words from the other. For instance, if “condition assessment” (or 
“asset management”, or “health assessment”, or “fault diagnosis”) 
appears in the tittle, abstract or keywords of a bibliographic record, 
and “power transformer” is found in the same record within a 
distance of two words, then the record is retrieved. 

The number of records retrieved using the search rules on April 
1st, 2023, are reported in Table 3. Results show extensive research 
related to strategic assets such as PT and PV systems, where 
several recently published literature reviews are found. However, 
limited research has been performed on condition assessment of 
other relevant assets such as DT and IT. In this context, this paper 
offers an overview of condition assessment for both widely and 
incipiently studied assets. It analyzes previously less explored 
aspects in detail to provide a comprehensive review of key 
technical considerations. 

Table 3: Number of records retrieved with the proposed search rules. 

Search rule Jour. articles Conf. papers Reviews Others Total 
PT 349 592 29 6 976 
PV system 124 91 15 7 237 
DT 12 37 2 0 51 
Switchgear 26 53 3 0 82 
Line / cable 42 68 2 1 113 
IT 6 20 0 0 26 

 
Figure 2 presents the evolution from 2003 to 2022 of the 

number of publications retrieved using each search rule. The figure 
shows an increasing trend across nearly all topics, with a particular 
emphasis on PV systems, which has seen a significant surge in 
publications over the last five years. A significant increase 
occurred in PT condition assessment from 2006 to 2008, and then 
the trend is slightly positive. Other moderately studied topics show 
an increasing interest such as lines and cables, switchgear, and DT. 
Finally, research is very incipient in IT condition assessment. 

 
Figure 2: Publications related to condition assessment of MV assets over time. 

A set of relevant publications are selected from the retrieved 
bibliographic records to perform the critical review of each asset. 
In the case of extensively studied topics, i.e., PT, and PV systems, 
the analysis is based on recently published reviews and a limited 
selection of additional relevant publications to observe aspects that 
required further analysis. The review of the remainder assets, i.e., 
DT, switchgear, lines and cables, and IT, is based on relevant 
publications selected by reading and assessing titles, abstracts, and 
conclusions of the retrieved bibliographic records. Moreover, 
references are complemented with related standards, technical 
reports, and white papers. 
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1.2. Taxonomy for condition assessment in distribution networks 

The following structure is adopted to analyze each asset: 

• A short description of the main asset’s components, 
subsystems and features is given. 

• Fault diagnosis and condition assessment approaches for 
each asset are described and the references are classified 
according to the type of test and diagnostic technique. 

• Indices to monitor the condition of assets are analyzed. 

The following subsections provide a broader description of the 
aspects covered in fault diagnosis and condition assessment of the 
MV assets, along with a taxonomy of test types and diagnostic 
techniques. Aspects related to indices are also introduced. 

a) Fault diagnosis and condition assessment 

Fault diagnostic and condition monitoring techniques for 
power assets is a wide and very dynamic research and innovative 
field. The variety of tests and techniques ranges from traditional 
and widely accepted methods, to advanced and not completely 
validated approaches. The main differences are based on the 
possibility that offers the technique to obtain a diagnosis with the 
asset in-service or off-service, i.e., the asset operating status. The 
diagnostic test nature differs according to the parameter to be 
analyzed, e.g., gas chromatography, which is a method from 
analytical chemistry commonly used to assess the insulating oil 
condition. In addition to chemical tests, mechanical or electrical 
tests can also be applied to analyze other oil features. 

Once the tests or inspections have been carried out on the asset, 
the acquired data must be analyzed for diagnosis. This analysis can 
be based on expert judgment, who, like doctors in medicine, 
examine the data and offer a conclusion on the health status or 
presence of failures in the asset. This type of expert knowledge-
based approaches also includes computational methods based on 
rules such as expert systems, and fuzzy logic. 

Alternatively, analytical methods are applied by inferring a set 
of mathematical equations to model the phenomena involved in the 
asset condition as close to reality as possible. Thus, analytical 
models offer very accurate diagnostics, but require comprehensive 
understanding of the asset, in terms of specific components and 
operating modes, as well as the status of asset parameters. 

Finally, the data acquired from tests can also be analyzed 
automatically with Artificial Intelligence (AI)-based techniques 
including Support Vector Machines (SVM), decision trees, and 
Artificial Neural Networks (ANN), among others. AI-based 
approaches provide flexible and efficient performance, which is of 
especial interest in large and complex systems with thousands of 
assets. However, these AI-based methods, also referred to as data-
driven approaches, need large amounts of training and validation 
data, and are prone to underfitting and overfitting. 

Figure 3 summarizes the process described above for fault 
diagnosis and condition assessment, i.e., 1) data from tests or 
inspections are acquired, and 2) diagnostic techniques are applied 
for data analysis. The figure also depicts the taxonomy of tests and 
diagnostic techniques discussed earlier. This taxonomy is used 
throughout the comprehensive review to classify tests and methods 
reported in the literature. 

 
Figure 3: Taxonomy for fault diagnosis and condition assessment techniques. 

b) Indices for condition assessment 

In the international standard ISO 55000 [2], the main indices 
related to condition assessment of power assets are the Health 
Index (HI), consumed life and remaining life indices, performance 
indices, among others. Therefore, these indices are identified and 
described in each asset review. 

2. Power Transformers (PT) 

PT play a crucial role in power systems due to their strategic 
significance and higher costs compared to other power assets. In 
distribution networks, PT are usually referred to as primary DT, 
which connect MV networks to distributed generators, or, in 
interconnected systems, with High-Voltage (HV) transmission 
networks. Hence, the PT failure represents the impossibility of 
providing many customers with electrical energy. In brief, a PT 
comprises five subsystems. The main subsystem is the Active Part 
(AP) made up of windings, core, insulating paper, clamp 
structures, yoke, oil, and a tank containing the mentioned elements. 
The remainder four subsystems are (i) Bushings (BH) and 
terminals, (ii) On Load Tap Changer (OLTC), (iii) Conservator 
Tank (CTk) and breather, and (iv) the Cooling System (CS) made 
up of fans, pumps, controls, and radiators. 

There is great interest in researching techniques for PT 
condition assessment. According to Table 3, a significant number 
of 976 bibliographic records were obtained using the search rule 
reported in Section 1.1. Among those publications, comprehensive 
and recently published literature reviews are found, e.g., [4–10]. 
Therefore, the following analysis summarizes the key findings of 
those reviews. Also, the review is complemented with standards 
[11–15], and selected papers [16–48]. 

2.1. Fault diagnosis and condition assessment of PT 

Condition monitoring is an essential aspect of PT management. 
It involves the use of sensors and other monitoring devices to 
measure several parameters, such as temperature, oil level, and 
Partial Discharges (PD), which allows for detecting faults or 
changes in the asset performance. Advanced methods such as 
Dissolved Gas Analysis (DGA) are also employed to track the 
condition of transformer insulation systems. These methods allow 
early detection of faults and diagnosis of the PT status to take 
proper maintenance actions, thus reducing service interruptions 
and economic losses associated with its unavailability. Data 
sources, in both fault diagnosis and condition assessment, are 
acquired from the PT (primary source), power system, and 
environment. For this purpose, the main tests for monitoring PT 
parameters by subsystem and type are reported in Table 4. 
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From the tests in Table 4, it is worth noting that in-service 
condition monitoring allows continuous evaluation of the 
operation and offers the possibility of assessing the states that may 
impact the lifespan of the PT, whereas off-service tests require 
disconnecting the unit from the power grid, limiting its use to 
maintenance scenarios, planned inspections, or when there is a 
direct suspicion of failure. 

Regardless the type of applied tests mentioned above, resulting 
data must be processed to generate information about the asset 
status. Consequently, diagnostic techniques are applied to assess 
the condition of PT and find any defects or malfunctions. For 
instance, these techniques include Frequency Response Analysis 
(FRA), which can detect winding deformation and core movement, 
or the analysis of tan δ, capacitance, and dielectric response 

measurements, among others, which can identify insulation 
degradation. In this regard, several diagnostic techniques have 
been proposed and the most relevant are also reported in Table 4 
following their related tests. 

Furthermore, analysis of data from traditional tests to diagnose 
the PT electrical performance, for instance, excitation current, 
power factor, and winding resistance, has rarely been addressed in 
recent research because of its straightforward interpretation and 
broad understanding and acceptance by PT managers. In contrast, 
most of the current research on PT condition assessment is focused 
on approaches or methodologies to improve the interpretation of 
the results, especially from FRA, Dielectric Frequency Response 
(DFR), DGA, acoustic signals, PD detection, and indirect Degree 
of Polymerization (DP) estimation. These recent approaches and 

Table 4: Classification of tests on PT and diagnostic techniques. 

Data acquisition Data analysis 

Refs. Test or inspection Subsystem Parameter 

Type of test 

Diagnostic technique Purpose 

Type of 
analysis 
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DP AP Number of β-
glucose monomers      Viscometric method and Mark-Houwink-

Sakurada equation 
Direct measurement of DP 
value    [12] 

Furan analysis AP Furanic compound 
in oil (2-FAL, etc.)      Empirical relationships obtained in laboratory Indirect estimation of DP 

value    [4,9,20,
39]  

Load history AP Power (MVA)      Numerical models for hot-spot temperature 
calculation; analytical expression for pyrolysis, 
hydrolysis, and oxidation aging processes 

Indirect estimation of DP 
value    [25,28,

35] Ambient temperature AP, CS Temperature (ºC)      
Winding/top oil temp. AP Temperature (ºC)      
Terminal voltages AP, BH Voltage (V)      

Standards, guidelines, and manufacturer 
recommendations to assess the PT electrical 
performance 

Detect deviations from 
normal, recommended, or 
standardized values 

   [6,7,9,1
1,14] 

Core to ground current AP Current (mA)      
Dissipation, power 
factor, capacitance 

AP, BH, 
OLTC 

Tan δ, power factor, 
capacitance (F)      

Excitation current AP Current (A)      
Leakage current AP, BH Current (A)      
Bushing voltage BH Voltage (V)      
Winding resistance AP Resistance (mΩ)      
Turns ratio AP Ratio      
Recovery voltage AP HV impulse (kV)      
Polarization index AP Insulation res. ratio      
Contact resistance OLTC Resistance (mΩ)      

DGA AP, BH, 
OLTC 

Gases dissolved in 
oil (ppm)      

Dornenburg ratio; Key gas; Rogers ratio; trend 
analysis; Duval triangle; Duval pentagon; fuzzy 
logic 

Early detection of 
electrical faults, insulation 
status assessment 

   
[7,15,1
9,37,38
]  

FRA AP 
Admittance (S), 
impedance (Ω), 
transfer function 

     

Direct interpretation of the curve; comparison 
with previous measurements in the same or 
similar PT; analysis of harmonic components; 
wavelet; expert system; ANN 

Detection of winding 
deformation and core 
movement 

   [13,16,
23,29] 

DFR AP Transfer function 
(10 Hz to 1 MHz)      

Time- and frequency-domain analysis; 
dielectric spectroscopy; principal component 
analysis; fitting models; ANN 

Assessment of insulating 
materials frequency 
response 

   
[17,21,
27,32,3
6] 

Oil characteristics AP, OLTC 
Moisture, acidity, 
color, breakdown 
voltage 

     

Direct interpretation and comparison of results 
from acidity, interfacial tension, dielectric, 
strength, and viscosity tests, Karl Fischer 
titration, etc., with standardized values 

Evaluation of insulating oil 
status    [6,9,11,

14,33] 

Acoustic signals AP, OLTC Acoustic emission 
(dB)      Spectral analysis; time waveform analysis; 

pattern recognition; acoustic imaging 
Health assessment of core 
and winding structures    [18,26,

34,40] 
PD AP, BH Electric charge (pC)      Analysis of direct PD measurements; acoustic 

PD measurement for source location; optical 
detection of the light emitted by PD 

Determine the location, 
magnitude, and type of PD 
in insulation materials 

   [22–
24,31] Ultra-High Frequency 

(UHF) PD detection AP, BH Electric charge (pC)      

Infrared thermography 
AP, BH, 
OLTC, 
CTk, CS 

Thermal Image (ºC)      
The temperature variations observed in the 
infrared image are interpreted in the context of 
the PT operation and maintenance history 

Identify temperature rise, 
loose connections, 
insulation failure 

   [30,41] 

Visual inspection 

AP, 
OLTC, 
BH, CTk, 
CS 

Oil levels, gas 
pressure, fan and 
pump condition, 
corrosion 

     

The inspector records and classify observations 
of the components, including any signs of 
damage, wear, corrosion, etc. The severity of 
the damage is compared to standards 

Identify observable 
anomalies    [11,14] 

 

http://www.astesj.com/


E.G. Mesino et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 5, 35-54 (2023) 

www.astesj.com     39 

methodologies are aimed at overcoming the difficulties related to 
accuracy, uncertainty, interpretation, ambiguity, and discrepancies 
related to traditional and standard diagnosis. 

For instance, in FRA and DFR, an option consists of comparing 
the magnitude and phase angle of the frequency response on a 
polar plot, which can then be analyzed by an expert. Alternatively, 
numerical models are used to simulate the behavior of transformers 
under different conditions. For instance, the effects of winding 
deformation, core movement, moisture content in oil and other 
defects on the transformer frequency response can be considered 
with these models. The simulated and measured frequency 
response are then compared to detect the presence of defects. A 
third alternative for analyzing the results of FRA and DFR is the 
use of machine learning techniques including decision trees, and 
ANN to identify patterns and predict the likelihood of defects or 
failures. 

Similarly, DGA, which aims at identifying electrical faults, can 
be conducted with traditional analysis using Rogers ratio, key gas, 
Dornenburg ratio, Duval triangle and pentagon. Also based on 
expert knowledge, fuzzy logic allows the diagnosis of multiple 
failures, a more realistic representation, and quantification of the 
probability/severity of each damage. AI-based techniques are also 
applied to DGA interpretation. For instance, the use of ANN has 
the benefit of not requiring experts for the interpretation of DGA 
Approaches based on AI offer new possibilities in the application 
of DGA due to their automatic learning and data analysis 
capabilities. These approaches recognize different patterns of gas 
concentrations, which indicate the type of failure or problems 
within the transformer through the processing of large volumes of 
historical DGA data. These data are automatically identified and 
classified in real time or in certain time intervals, allowing for 
improvement and effectiveness in the early detection and diagnosis 
of failures. AI can recognize complex patterns and sudden 
deviations in gas concentration that are not easily noticed by 
experts. It is crucial to continue improving AI-based techniques to 
incorporate new research findings, such as the C2O/CO ratio, for 
identifying failure patterns in the insulating paper. 

The discussion above demonstrates that research on condition 
assessment of PT is a very important and fertile area of work, 
especially with the emergence of powerful AI-based tools to 
analyze large amounts of data that this type of asset generates. 

2.2. Indices for condition assessment of PT 

A crucial indicator in asset management of PT is the Health 
Index (HI) because it is required to perform fault diagnosis, life 
prediction and risk assessment. A PT-HI is a quantitative indicator 
that considers the results of asset performance observation, on-site 
inspections, and laboratory tests, to efficiently manage the asset. In 
2017, a complete analysis of the main PT-HI calculated using 
mathematical equations/algorithms or expert judgment is reported 
in [10]. Such a paper analyzes the period 2008-2017, including the 
first approach published in 2008 [42]. Most of the expressions are 
based on the weighted summation of multiple input parameters, 
i.e., multi-criteria methods. In general, ranges of input parameters 
(collected through tests discussed above) are based on limits 
recommended by IEC and IEEE standards, and expert knowledge 
from utilities. The number of input parameters and weights varies 

from approach to approach. A complete list of the most used 
parameters is reported in [10]. 

Advanced techniques for PT-HI calculation are based on fuzzy 
logic [43–46], and ANN [47,48]. From a practical point of view, 
utilities prefer weighted summation approaches because of their 
simplicity and higher flexibility compared with advanced methods 
that require specialized knowledge to implement modifications. 

3. Photovoltaic (PV) systems 

PV systems are increasingly penetrating distribution networks 
as an alternative means of producing electricity motivated by the 
necessity of more sustainable energy sources than fossil fuels. PV 
systems exhibit rapid expansion within the realm of renewable 
energy technologies, primarily attributed to the enduring and 
readily accessible source of solar energy at no cost [49]. According 
to the International Energy Agency, the global PV capacity grew 
from 50 MW in 1990 to 946 GW in 2021 [49,50]. 

Depending on usage, PV systems can operate stand-alone used 
for remote power or backup applications, or grid-connected to 
complement the power provided to an installation from the utility 
grid [51]. Both stand-alone and grid-connected PV systems are 
mainly made up of (i) an array of solar PV panels which convert 
sunlight into electricity, (ii) inverters to transform DC into AC 
power, (iii) protection and switching equipment, (iv) supporting 
structure and mounting racks, (v) combiner boxes, conductors and 
grounding, (vi) energy meters and, optionally, (vii) an energy 
storage system and charge controller [49,51]. These components 
are exposed to deterioration and failures that make essential the use 
of condition assessment methods to guarantee sustainable techno-
economic operation of PV systems. In the following sections, the 
aspects above are discussed based on the retrieved literature. 

The results obtained with the search rule formulated in Section 
1.1 for PV systems show that there is extensive research on the 
topic, i.e., 237 bibliographic records were retrieved including 15 
literature reviews (see Table 3). Moreover, Figure 2 demonstrates 
an apparent increasing interest on the topic in the last few years. 
Therefore, emphasis is placed on the analysis of recent literature 
reviews [52–68]. In addition, the literature is complemented with 
standards [69–71], selected papers [72–76], and reports [77]. 

3.1. Fault diagnosis and condition assessment of PV systems 

Condition assessment of PV systems is achieved by monitoring 
performance parameters of the components described above. For 
instance, these parameters include the operating voltage, current, 
and power output, which mainly depend on the proper operation of 
the array of solar PV panels, inverters, and the energy storage 
system. Integrity of combiner boxes, grounding, and insulation 
resistance must be also verified for condition assessment. These 
parameters are measured using instruments such as PV testers, 
solar power meters, insulation testers, battery analyzers, among 
other devices. In addition, testing procedures must be applied 
during installation, i.e., at commissioning, and regularly during the 
lifespan of the PV system. Standard and widely used and validated 
testing procedures for PV systems, as well as indication on suitable 
measurement instruments, are outlined by IEC 62446-1:2016 [69], 
and IEEE Std 1547-2018 [70], for grid-connected PV systems, and 
IEEE Std 1526-2020 [71], for stand-alone PV systems. Table 5 
summarizes the tests applied on PV systems found in the literature, 

http://www.astesj.com/


E.G. Mesino et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 5, 35-54 (2023) 

www.astesj.com     40 

shows the corresponding diagnostic techniques, and indicates the 
PV subsystem involved in each test and the measured parameters. 

Testing procedures described in standards include continuity 
verification of conductors and grounding, polarity check in 
combiner boxes and conductors, open circuit voltage, and short 
circuit and operational currents in the PV array, which are relevant 
parameters to monitor the correct operation of PV systems [69–
71]. Tests are also conducted on the energy storage system such as 
usable battery capacity, recovery, and battery charge tests [71]. 

Additional testing procedures with demanding requirements 
for result analysis are described in the literature such as I-V curve-
based approaches to study PV system performance from its I-V 
characteristic [53,57,73,74]. Other investigations use infrared 
thermography to detect hot spots in PV systems [56,62,64,69]. 
Moreover, flash, electroluminescence, and X-ray tests are 
employed to find defects in PV arrays [59,60,72]. It is worth noting 
that the I-V characteristic can be analyzed indirectly using 
thermography, flash, electroluminescence, and X-ray because 
there is a relation between hot spots and defects found with those 

tests and the voltage and current performance of the PV system. 
Tests and simulations are also performed for model parameter 
identification which is mainly intended for simulation, 
optimization of PV system performance, and energy production 
forecasting [55,65]. Moreover, modeling, simulation, and testing 
of faults have been widely studied. For instance, [52] presents an 
extensive overview of models to analyze DC faults in PV systems. 
The work in [53,63] extend the overview of electrical faults on the 
PV array, inverters, and the AC side of PV systems. In addition, 
[54,66] analyze not only electrical faults, but also physical, e.g., 
damage, cracks, and deterioration in PV panels, and environmental 
faults, e.g., temporary, and permanent partial shading. As an 
alternative to detailed modeling and simulation, PV and solar 
emulators are also available to perform a variety of tests [73,74]. 
This system type enables the emulation of faults within PV 
systems, as well as the evaluation of performance by means of 
analyzing the I-V curve. 

After PV systems are tested, different diagnostic techniques are 
applied to analyze results. These techniques can be classified 

Table 5: Classification of tests on PV systems and diagnostic techniques. 

Data acquisition Data analysis 
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Continuity Conductors Impedance (Ω)      

Standards, guidelines, and manufacturer 
recommendations to assess electrical 
performance of PV systems  

Detect deviations regarding 
normal, recommended, or 
standardized values 

   [69–71] 

Current (short, operating) PV array Current (A)      
Open circuit voltage PV array Voltage (V)      
Voltage to ground Grounding Voltage (V)      
Insulation resistance PV array Impedance (Ω)      
Blocking diode PV array Voltage (V)      
Wet insulation resistance PV array Impedance (Ω)      

Shade evaluation PV array Various      Standards, guidelines, and manufacturer 
recommendations to assess mechanical 
(physical) performance of PV systems 

Verify initial and operating 
environmental (shading) and 
mechanical (connections, 
supports) conditions 

   [54,69,
71] Visual inspection PV system Various      

Polarity Comb. boxes, 
conductors Voltage (V)      Standards, guidelines, and manufacturer 

recommendations for electromechanical 
(electrical/physical) assessment of PV 
systems 

Verify initial condition of 
conductors and boxes polarity, 
and proper operation of 
protections and inverters 

   [69–71] 
Functional PV system Various      

Usable battery capacity Battery Capacity (Ah)      Standards, guidelines, and manufacturer 
recommendations to assess electrical 
performance of energy storage in stand-
alone PV systems 

Check the correct operation and 
requirements of the battery and 
charger controller 

   [71] Recovery Energy storage Capacity (Ah)      
Battery charge Energy storage Autonomy (h)      

I-V curve PV array Voltage (V), 
current (A)      

Handcrafted diagnosis; I-V curve tracer; 
real-time difference; PV and solar 
emulator 

Identify faults or partial shading 
in PV arrays, and reduced 
efficiency in PV systems 

   
[53,57,
69,71,7
3,74] 

Infrared thermography PV array Thermal image 
(°C)      

Image processing; expert system; 
discriminant analysis; machine learning 
(SVM); deep learning (CNN, LSTM) 

Detect hot spots and failures in 
PV panels    [56,62,

64,69] 

Flash PV array Power (W)      Voltage, current, and power output; 
machine learning (SVM, GAN, transfer 
learning); deep learning (CNN) 

Detect defects and reduced 
efficiency in PV panels    [59,60,

72] Electroluminescence PV array Various      
X-ray PV array Various      

Model parameter 
identification PV system Various      

Analytical approach; machine learning 
(ANN); metaheuristics (particle swarm 
optimization, genetic algorithms, 
differential evolution) 

Validate parameters for 
simulation; optimization of PV 
system performance; energy 
production forecasting 

   [55,65] 

Physical fault (panel 
damage, defects) PV array Various      Signal processing (FFT, WT); statistics; 

model-based and real-time difference; 
machine learning (ANN, SVM, decision 
trees); deep learning (LSTM, CNN, 
DBN); fuzzy logic; handcrafted 
diagnosis; failures modes and effects; 
PV and solar emulator  

Perform predictive maintenance 
of PV systems; early detection 
of faults; real-time detection 
and classification; monitoring; 
fault forecasting 

   

[52–
54,56,5
8,61,63,
66,73,7
4] 

Environmental fault 
(partial shading) PV array Irradiance 

(W/m2)      

Electrical fault (line-line, 
line-ground, open circuit, 
blocking diode, arc) 

PV array, 
inverters Current (A)      
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according to the categories identified in Section 1.2 (see Figure 3), 
i.e., expert knowledge, analytical models, and based on AI. Table 
5 also includes the classification of tests and diagnostic techniques 
according to the taxonomy defined in Figure 3. 

A first set of approaches based on expert knowledge are 
standards, and manufacturer recommendations to assess electrical, 
mechanical, and electromechanical performance of PV systems 
[69–71]. In these methods, expert knowledge is required to apply 
tests using measurement instruments and provide a performance 
assessment based on the parameters established by standards. 
Furthermore, I-V curve tests are also analyzed through expert 
knowledge using handcrafted diagnosis [57], monitoring real-time 
difference with respect to a reference I-V curve [54,57], and using 
PV and solar emulators [73,74]. Also, expert systems used for 
interpretation of infrared thermography [62], and fuzzy logic for 
fault diagnosis in PV systems require expert knowledge [65]. 

Analytical models proposed for PV system analysis include, 
for instance, equations formulated to compute usable battery 
capacity, recovery, and battery charge in stand-alone applications 
[71]. Other examples include the analytical approach for model 
parameter identification [55,65], and the model-based difference 
for fault diagnosis [54], where monitored parameters of PV 
systems are compared with a modeled and theoretical reference to 
identify deviations from the correct operation. 

Approaches based on AI techniques have been extensively 
used in the last few years. For instance, machine learning tools 
such as SVM, ANN, Generative Adversarial Networks (GAN), 
transfer learning, and decision trees are used for automatic analysis 
of images in infrared thermography [56,62,64,69], flash, 
electroluminescence, and X-ray [59,60,72], and in fault diagnosis 
applications [52–54,56,58,61,63,66,73,74]. Similarly, deep 
learning tools such as Deep Belief Networks (DBF), Long Short-
Term Memory (LSTM), and Convolutional Neural Networks 
(CNN), have been also applied recently because of their extended 
capabilities for image analysis. All these AI techniques mentioned 
above usually require a previous step of feature extraction where 
statistics and signal processing techniques, e.g., Wavelet 
Transform (WT), and Fast Fourier Transform (FFT), are applied. 

3.2. Indices for condition assessment of PV systems 

In the literature, performance indices are offered for health and 
condition monitoring of PV systems. For instance, the world-wide 
association SolarPower Europe made up of hundreds of companies 
and policymakers from the solar sector, proposed best practice 
guidelines for asset management of PV projects [77]. Within the 
scope of these guidelines, Key Performance Indicators (KPI) are 
suggested to achieve technical asset management of PV power 
plants, e.g., specific and reference yield, performance ratio, energy 
performance index, among others. Moreover, equipment KPI are 
also indicated in the guidelines such as inverter specific energy 
losses, Mean Time Between Failures (MTBF), etc. Likewise, 
energy metrics are proposed in [76] to assess the behavior of PV 
systems. These metrics comprise daily and monthly energy output, 
array energy yields, PV array and system efficiency, capacity 
utilization factor, and life cycle conversion efficiency. 

Furthermore, indices to analyze condition from the degradation 
perspective are also found in the literature. In this context, [67,68] 

offer a comprehensive review of degradation rates of PV systems 
around the world, and factors and parameters involved in the 
degradation process such as corrosion, encapsulant discoloration, 
and light and elevated temperature induced degradation. Similarly, 
[75] studies a health monitoring method based on the study of I-V 
curves and degradation modes of the PV array. 

4. Distribution Transformers (DT) 

DT are static, efficient, and reliable electric machines that, 
based on electromagnetic induction principle, supply electrical 
energy to end LV costumers. Distribution networks comprise 
thousands of DT, which are lower cost assets and more available 
into stock for replacement compared with PT. DT are also 
characterized by their rated powers that range between a few kVA 
to 2,5 MVA for three-phase transformers, or up to 833 kVA for 
single-phase transformers [78,79]. Moreover, according to the type 
of assembly, DT can be pad-mounted, i.e., on the ground, or pole-
mounted, i.e., at the level of overhead lines. 

Despite the differences, both PT and DT have many physical 
and constructive similarities, thus, DT consist of the following 
subsystems: (i) the AP including core, winding, tank, oil, and 
insulation paper (also referred to as insulation system), (ii) the BH, 
(iii) the CS, which can be dry or mineral oil immersed, (iv) the 
CTk, and (vi) OLTC. Moreover, the life span of their insulation 
systems is affected by the same factors, where DT useful life is 
usually around 25 years [80,81]. 

According to literature, over 60 % of in-service DT are aged 
[80]. Aged DT is a problem for electric utilities because the assets 
are more prone to failures and large-scale replacement of aged 
units is prohibitive due to high costs. Furthermore, the widespread 
incorporation of modern electrical loads and the unforeseen 
growth of energy demand result in unplanned overloading from the 
usual operation conditions [82], increasing probability of failures 
and operational costs [83]. 

4.1. Fault diagnosis and condition assessment of DT 

According to the context described above, asset management 
and condition assessment methodologies are required for in-
service DT to minimize failure risks, increase reliability, and 
coordinate maintenance actions. In this regard, Table 6 
summarizes research related to maintenance and condition 
assessment approaches on DT that has been found in the literature. 

In the current practice, condition assessment of DT is mainly 
based on preventive and corrective maintenance [84]. However, 
new DT maintenance trends include condition monitoring using 
sensors and measuring devices to detect incipient faults and 
continuously assess its operational performance. Currently, 
condition monitoring is not used on a large-scale by utilities on 
their in-service DT due to high implementation costs. However, 
technical benefits and improvement of DT efficiency using 
condition monitoring are demonstrated in the literature by several 
case studies on specific in-service units. 

To achieve proper condition monitoring of DT, several 
parameters must be estimated with tests or inspections. For 
instance, chemical tests are used to measure moisture and oxygen 
content in the insulation system, dissolved gases, dielectric 
strength, power factor, and acidity, to estimate the remnant life of 
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DT [85]. The most widely performed test for the analysis of 
dissolved gases is DGA, which is used for detection of incipient 
faults due to oil and solid insulating material degradation. DGA is 
conducted through in-service gas monitoring and considers the 
discharging rate and ratios of specific dissolved gas concentrations 
to determine fault types and severity in DT. To analyze results of 
DGA in DT, several diagnostic techniques are applied including 
Rogers ratio, key gas, Total Dissolved Combustible Gas (TDCG), 
Dornenburg ratio, and Duval triangle. In addition, AI-based tools 
are applied to DGA when more accurate fault diagnosis is required. 
Finally, DGA can be achieved using online gas monitoring, but it 
is expensive especially for fleets of extensive DT. 

Further inspections in DT include physical and chemical tests 
of oil quality. These tests involve lower costs than online 
monitoring of gases and can be used to estimate health status of 
DT oil by moisture, oxygen, interfacial tension, acidity, dielectric 
strength, and power factor tests [86]. Results of the tests can be 
analyzed with expert knowledge or AI-based techniques. 

Likewise, electrical tests are used to estimate deterioration of 
the AP. For instance, FRA is a non-invasive method in the 
frequency domain that detects mechanical and electrical damage 
such as winding deformations and displacements inside the DT. 
FRA is an effective test for DT monitoring, however, it can be 
affected by network conditions during online application [83]. 
Therefore, interpretation of FRA results still requires further 

research because of its complexity, including new computational 
methods such as AI-based diagnostic techniques, e.g., [87]. 

PD and short circuit impedance measurement are two 
additional electrical tests. PD measurement is a non-destructive 
testing procedure used to assess and monitor the condition of BH 
insulation and HV, LV and inter-turn winding insulation. PD can 
be measured off- or in-service [108]. Moreover, the short circuit 
impedance test is used to detect imperfect magnetic coupling, 
estimate short circuit parameters of DT, and comparing these 
values to factory test results. 

 The review in [85] divided miscellaneous diagnostic 
techniques applied to DT in Signal-Based (SB) and Data-Based 
(DB). SB approaches rely on processing of signals from 
mechanical vibration, sound, thermal or optical parameters, which 
is suitable for condition monitoring of in-service DT. Thus, SB 
methods can be classified into vibration analysis, optical fiber, 
acoustic emission, and thermography interpretation. For DB 
methods, data of DT is essential to develop statistics, standards, 
numerical and mathematical modeling. In general, DB approaches 
offer very reliable results with several sophisticated and validated 
models to infer DT aging. 

AI methodologies integrate computational intelligence with 
sophisticated sensing, experience, learning, and training to 
enhance the precision of fault diagnosis and condition evaluation 
in DT. AI-based approaches applied to DT have been found in the 

Table 6: Classification of tests on DT and diagnostic techniques. 

Data acquisition Data analysis 
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Load History AP Power (kVA)      Analytical models from standards for hot spot 
temperature estimation; direct temperature 
measurements 

Indirect estimation of DT 
loss of life; load balancing    

[78–
80,83,88–

97] 
Ambient temperature AP, CS Temperature (ºC)      
Winding/top oil temp. AP Temperature (ºC)      
Terminal voltages AP, BH Voltage (V)      

Direct measurement and interpretation of DT 
parameters; standards and guidelines 

Detect deviations from 
normal, recommended, or 
standardized values 

   [81,84,94,
98,99] 

Dissipation, power 
factor, capacitance 

AP, BH, 
OLTC 

Tan δ, power factor, 
capacitance (F)      

Bushing inspection BH Voltage (V)      
Recovery voltage AP HV impulse (kV)      

DGA AP, BH, 
OLTC 

Gases in mineral oil 
(ppm), Gases in 
ester oil (ppm) 

     
Dornenburg ratio; Key gas; Rogers ratio; data 
mining; Duval triangle; fuzzy logic; direct 
measurements 

Early detection of 
electrical faults; insulation 
status assessment 

   [85,88,98–
101] 

FRA AP Impedance (Ω), 
transfer function      

Direct interpretation of the measured curve; 
comparison measurements in the same DT; 
expert system; ANN 

Detection of winding 
displacement and core 
movement 

   [85,87,102
,103] 

Oil characteristics AP, OLTC 

Moisture, acidity, 
color, breakdown 
voltage, dissipation 
factor (%), oil level 

     

kNN; direct measurement; direct 
interpretation and comparison of results from 
acidity, interfacial tension, and dielectric 
strength tests with standardized values 

Assessment of insulating 
oil status    

[92,96,98,
99,104–

106] 

Acoustic signals AP, OLTC Acoustic emission 
(dB), freq. (kHz)      Spectral analysis; time waveform analysis; 

pattern recognition; acoustic imaging 
Health assessment of core 
and winding structures    [85,94,96,

107] 

PD AP, BH Electric charge (pC)      

Analysis of direct PD measurements; acoustic 
PD measurement to identify the source and 
location of PD activity; optical detection of 
the light emitted by PD 

Determine the location, 
magnitude, and type of PD 
in insulation materials 

   [85,92,93,
98,99,101] 

Infrared thermography 
AP, BH, 
OLTC, 
CTk, CS 

Thermal image (ºC)      
The temperature variations observed in the 
infrared image are interpreted in the context 
of the DT operation 

Identify temperature rise, 
loose connections, 
insulation failure 

   [97] 

Visual inspection 

AP, 
OLTC, 
BH, CTk, 
CS 

Oil level, gas 
pressure, fan and 
pump condition, 
corrosion 

     

The inspector records and classify component 
observations, including any signs of damage, 
wear, corrosion, etc. The severity of the 
damage is compared to standards 

Identify observable 
anomalies    [84,94] 
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literature such as Bayesian networks, genetic algorithms, ANN, 
Adaptative Neuro Fuzzy Inference System (ANFIS), among 
others. The AI-based techniques mentioned above are used for HI 
calculation, FRA interpretation, hot spot detection, DGA and oil 
analysis, incipient fault detection, health condition estimation, 
insulation diagnosis, among other analyses applied to DT. 

4.2. Indices for condition assessment of DT 

The HI is an essential indicator to determine health status and 
a useful tool to perform proper management of DT in their life 
span. In this regard, different approaches to compute the DT-HI 
are found in literature, especially DB and AI-based techniques. DB 
approaches are developed using analytic methods based on 
specific measured data of DT parameters, usually recommended 
by IEEE and IEC standards, the Common Network Asset Indices 
Methodology (CNAIM) [109], or specific procedures proposed by 
researchers [94]. In such cases, the HI is calculated as the weighted 
sum of DT condition influencing factors, which are scored with 
weights according to importance [101]. Usually, estimation of 
weights is based on expert knowledge. 

Because of high implementation costs of conventional DT 
condition assessment methods such as those based on DGA, FRA, 
and PD, novel advanced AI-based techniques have been 
developed. For instance, the DT-HI can be obtained using data 
mining [100], genetic algorithms [81], k-Nearest Neighbour 
(kNN) [104], Internet of Things (IoT) [105], and fuzzy logic [110]. 

5. Switchgear 

MV switchgear are essential assets for power distribution 
utilities because they include protection, regulation, control, and 
measurement devices that allow safe operation of electrical 
networks in accordance with regulations. MV switchgear are also 
considered critical assets because their malfunction can put other 
assets at risk and affect the availability and quality of the electric 
power supply, causing financial losses to the utility. In extreme 
cases, this malfunction can affect safety of people, resulting in 
legal and financial sanctions and the deterioration of the utility’s 
image. Thus, proper status assessment of MV switchgear is of 
utmost importance for early identification of possible failures and, 
consequently, for mitigating the negative impacts of failures on the 
utility. However, advances in condition monitoring of MV 
switchgear are incipient because of the relatively low cost of each 
of these assets compared with other critical assets [111], e.g., PT. 

MV switchgear are available in various topologies primarily 
determined by their rated current (e.g., 630 A – 3150 A), and 
voltage (e.g., 7.2 kV – 36 kV). Moreover, MV switchgear can be 
classified based on their insulating medium in Air-Insulated 
Switchgear (AIS), Gas-Insulated Switchgear (GIS), or Oil-
Insulated Switchgear (OIS). MV switchgear comprises subsystems 
such as dielectric, electronic, mechanical, and fluid components. 
Some of the sub-assets that make up an MV switchgear include (i) 
the primary circuit (e.g., bushings, busbars, cables), (ii) the 
interrupting chamber (e.g., breaker, isolating medium), (iii) 
mechanical linkages, (iv) the mechanism (e.g., spring, hydraulic, 
motor), and (v) control and auxiliary circuits (e.g., IT, protective 
relays, control, and monitoring systems) [112]. 

The breaker is widely regarded as the most critical sub-asset 
from both technical and economic perspectives because the 

protection of the entire system depends on its proper operation. 
Some studies into failure statistics of electrical components in MV 
networks have revealed that breakers represent the predominant 
components susceptible to failure in MV switchgear. Around 90% 
of these breaker issues are attributed to mechanical factors, 
impacting both the breaker motor and its operational mechanisms 
[113,114]. Consequently, this section mainly focuses on the 
diagnosis of the breaker, while also addressing some relevant 
aspects of the remainder components of the switchgear. 

5.1. Fault diagnosis and condition assessment of switchgear 

Under normal conditions and during the interruption of short-
circuit currents, a breaker is subjected to mechanical, thermal, and 
dielectric stresses [115]. Over time, these efforts deteriorate the 
breaker’s components, such as contacts, means of interruption, and 
operating mechanism. Deterioration can be accelerated by factors 
including manufacturing defects, frequency of operation, network 
development and evolution of the network failure rate [116]. 

According to [117], the main causes of breaker failures in MV 
networks in the United Kingdom are related to mechanical 
problems (30 %), partial discharges (26 %), and problems in the 
insulation (11 %). These statistics highlight the significance of 
diagnostic tests in assessing the breaker's health status. 

In the report [118], the International Council on Large Electric 
Systems (CIGRE) provided a comprehensive review of the most 
widely accepted diagnostic methods for assessing the condition of 
MV switchgear. Some of these methods have reached a certain 
level of technological maturity and are therefore applicable for 
evaluating the health status of MV breakers. Table 7 presents a 
classification of some of these diagnostic tests. 

Once diagnostic tests are applied, several diagnostic techniques 
can be applied for applications such as maintenance planning, and 
condition monitoring. Applying predictive maintenance in MV 
switchgear presents two main challenges [119]: determining the 
suitable sensors capable of consistently and resiliently measuring 
the critical physical parameters for MV switchgear management 
throughout its useful life; and the lack or small amount of data. For 
instance, continuous monitoring of temperature of MV switchgear 
is uncommon or nonexistent during their useful life and monitoring 
of the number of operations is carried out only few times per year, 
generally coinciding with periodic and scheduled maintenance.  

This limited availability of data makes it difficult to implement 
AI algorithms. However, some studies have made certain advances 
in applying methods such as ANN for the diagnosis of MV 
switchgear, as reported in Table 7. 

5.2. Indices for condition assessment of switchgear 

a) Health Index (HI) 

The HI of MV switchgear (HISG) is obtained by calculating the 
weighted sum of HI associated with each diagnostic test included 
in the model (HISG,n). A weight (WSG,n) is assigned to each 
procedure based on its influence on the overall health status of the 
asset. The formula used for this weighted sum is expressed in (1). 

𝐻𝐻𝐻𝐻𝑆𝑆𝑆𝑆 =
∑ 𝑊𝑊𝑆𝑆𝑆𝑆,𝑛𝑛 ∙ 𝐻𝐻𝐻𝐻𝑆𝑆𝑆𝑆 ,𝑛𝑛
𝑁𝑁
𝑛𝑛=1

∑ 𝑊𝑊𝑆𝑆𝑆𝑆,𝑛𝑛
𝑁𝑁
𝑛𝑛=1

 (1) 
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Definition of weights WSG,n should consider limits and 
recommendations provided by manufacturers and knowledge of 
experts in the operation and maintenance of MV switchgear. For 
instance, indicators such as the number of mechanism operations 
and contact resistance are of great importance for estimating the 
health status of switchgear [116–118], so they should pose 
significant weight for computing HISG. However, the health status 
obtained through those tests (HISG,n) also depends on the intrinsic 
operating characteristics of the asset, defined by the manufacturer. 

b) Remaining life 

A methodology for computing the remaining life of MV 
switchgear based on failure mode analysis and performance 
analysis of the switchgear’s components using existing data 
sources is presented in [120]. The approach suggests considering 
the components and subsystems of MV switchgear and estimating 
the overall HI as a weighted sum. The specific components and 
subsystems considered will depend on the type of switchgear, its 
technology, and its nominal values. 

6. Overhead lines and underground cables 

Lines and cables are highly susceptible to failures due to their 
long length. Given the great importance of lines and cables in the 
distribution network, extending their useful life, and making 
timely decisions to prevent failures and reduce maintenance and 
operational costs are crucial objectives. Lines and cables 
maintenance requires considering parameters such as the 
structural and environmental conditions, useful life, and operating 
environment. Despite overhead lines and underground cables 
have the same purpose, i.e., to transport electrical power, in 
practice, they are very different assets because of constructive 
aspects. Therefore, they are analyzed separately in the following. 

6.1. Overhead lines  

A MV overhead line is usually composed by (i) conductors, 
where the main types are Aluminum Conductor Steel Reinforced 
(ACSR), All Aluminum Alloy Conductor (AAAC), All 
Aluminum Conductor (AAC), Aluminum Conductor Composite 

Table 7: Classification of tests on switchgear and diagnostic techniques. 

Data acquisition Data analysis 

Refs. Test or inspection Subsystem Parameter 
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Dynamic and Static 
Resistance of Contacts Breaker Resistance 

(μΩ)      Gaussian process regression; ANN 

Automatically discern pertinent 
predictor variables for a 
remaining useful life model of 
unmonitored, low-value power 
network assets, and contact 
temperature calculation 

   [121–
124] 

Timing of Operation Breaker ms / cycles      Gaussian process regression 

Automatically discern pertinent 
predictor variables for a 
remaining useful life model of 
unmonitored, low-value assets 
within power networks. 

   [123,12
5,126] 

PD (UHF, TEV, and 
ultrasound) 

Primary circuit, 
breaker, IT 

pC (directly / 
correlated)      

Adaptive particle swarm optimization 
and ANN; extreme learning machine; 
automatic clustering and linguistic 
rules; CNN; scalogram representations 
and convolutional autoencoder 

Partial discharge fault diagnosis 
and arcing fault detection    

[111,12
4,127–
134] 

Insulation, dielectric 
integrity 

Primary circuit, 
breaker, IT Various      Optimal grade clustering method Switchgear Insulation 

Condition Assessment    [126,13
5] 

Acoustic and vibrations 
(Accelerometers) 

Mech. linkages, 
mechanism Various      Multilayer perceptron (ANN) Fault diagnosis based on 

vibration signal    [136–
139] 

Visual (as defined in IEC 
62271-1) 

Primary circuit, 
int. chamber; 
mech. linkages, 
mechanism, 
control and aux. 
circuits 

Various      

The inspector records and classify 
visual observations of the switchgear 
components, including any signs of 
damage, wear, corrosion, or other 
issues. The severity of the damage can 
be compared to established standards or 
guidelines for switchgear 

Identify observable anomalies    [122] 

Temperature (IR cameras, 
Fiber guided sensors) 

Primary circuit, 
int. chamber, 
mechanism 

Temperature 
(°C, °F)      

The temperature variations observed in 
the infrared image are interpreted in the 
context of the PT operation and 
maintenance history 

Identify areas of abnormal 
temperature rise, overheating, 
loose connections, or insulation 
failure 

   [140–
142] 

Monitoring number of 
switch operations 

Breaker; 
Primary circuit Various      

Standards, guidelines, and manufacturer 
recommendations to assess the 
switchgear electrical performance 

Detect deviations regarding 
normal, recommended, or 
standardized values 

   [118,12
5,126] 

Gas/Oil/Vacuum Quality 
(Mobile magnetron, 
Dielectric Vacuum Test) 

Interrupting 
chamber Various      

Analysis of recordings 
from digital relays 

Control and aux. 
circuits, int. 
chamber 

Various      

Power factor Prim. circuit, IT Various      
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Core (ACCC) and Aluminum Conductor Steel Supported 
(ACSS), (ii) porcelain, composite, or glass insulators, (iii) fittings, 
mainly made of galvanized steel, and including suspension, 
tension, dead end, splice, and cross-arm fittings, (iv) poles made 
of wood, concrete, steel or, most recently, composite, i.e., a 
combination of fiberglass or carbon fiber reinforced polymer 
materials (PFRV), (v) cross-arms made of immunized wood, 
galvanized steel or PFRV, with rod or angle iron diagonals, (vi) 
sectioning and protection equipment including disconnectors, 
circuit breakers, and fuses, and (vii) guard lightning protection 
cables, communication cables and grounding systems. 

To assess the MV overhead line condition, it is recommended 
to evaluate their components separately because the variety of 
materials mentioned above requires different assessment criteria. 
For instance, failure and aging processes in each material need to 
be known for each type of component. 

6.2. Underground cables  

Underground cables are in some cases preferred over overhead 
lines because of their lower visual impact and higher reliability. 
However, constructive requirements of underground cables make 
them more expensive than overhead lines. The main challenges 
that underground lines must overcome are to provide enough 
insulation so that the cables can be installed underground, and to 
dissipate the heat produced during operation. 

The commonly used underground cable types are Cross-linked 
Polyethylene (XLPE), Self-Contained liquid Filled (SCFF), High 
Pressure, liquid Filled Pipe (HPFF), High pressure, tube Filled 
with Gas (HPGF), and Solid Cable. Solid cables demand lower 
maintenance, although monitoring and detecting insulation 
failures can be challenging. The size of XLPE cables increases 
with voltage. Typically, each circuit employs three distinct cables, 
which are enclosed within a buried or side-by-side conduit. 

6.3. Methods for diagnosis and condition assessment of lines 
and cables 

Tests and diagnoses are carried out to determine the MV lines 
and cables health with the objective of prioritizing decision-
making in maintenance and to prevent service interruption due to 
damages. Among the main tests carried out on lines and cables are 
visual inspection, thermography, ultrasound, conductor analysis, 
grounding checking, structure verification, etc. [143–146]. Table 
8 summarizes and classifies these main tests according to the 
taxonomy in Figure 3. Furthermore, Table 8 provides information 
on the corresponding diagnostic techniques, which range from 
traditional standard guidelines based on expert knowledge to 
advanced AI-based techniques such as decision trees. 

6.4. Indices for condition assessment of lines and cables 

Planning of maintenance, renewal or change of MV 
distribution lines and cables can be determined from asset 
management, using tools such as the HI calculation. There are 
some proposals that deal with this issue, for instance, [146] 
presents a method to compute an HI for overhead lines using 
visual inspection findings. An example is shown for foundations 
and poles, knowing that the aging of reinforced concrete is 
assessed by monitoring the gradual reduction in structural 
strength over time. Poles are evaluated within a condition range 

on a scale of 0 to 5, where a rating of 5 indicates a poor technical 
condition with an operational lifetime in its final stage, and a 
rating of 0 represents a state of good condition. Within this scale, 
the presence of longitudinal cracks with widths ranging from 0.3 
to 0.6 mm corresponds to a score of 4. A table with the proposed 
score for different state conditions is detailed in [146]. 

Finally, the general HI, considering all the components of the 
overhead line, is computed using the weighted summation in (2). 

𝐻𝐻𝐻𝐻𝐿𝐿 = �𝐻𝐻𝐻𝐻𝐿𝐿,𝑖𝑖 ∙ 𝑊𝑊𝐿𝐿,𝑖𝑖

𝑀𝑀

𝑖𝑖=1

 (2) 

where HIL,i is the index for each line component i, and WL,i its 
weighting factor, which measures the component importance and 
is usually defined by utility experts. It is advised to use an 
exponential scale to convert HIL,i values in (2) to achieve a 
suitable comparison for extreme values [146]. 

7. Instrument Transformers (IT) 

The signals acquired by IT and subsequently processed and 
stored by measurement devices, are decisive state variables to 
control and protect power systems. Two main subsets of IT are 
Voltage Transformers (VT) and Current Transformers (CT). A VT 
produces a secondary voltage that is directly proportional to the 
primary voltage, while a CT generates a secondary current that is 
proportionate to the primary current. Thereby, VT and CT offer a 
high-fidelity measurement of voltage and current, respectively, 
while providing isolation from high voltage and current levels. 

On the one hand, there is a variety of VT such as capacitive, 
resistive-capacitive, and inductive [147]. Inductive VT, for 
instance, are widely used for measurement and protection in MV 
networks. On the other hand, there are three types of CT including 
electromagnetic, capacitive, and optical. Optical CT based on the 
magneto-optic Faraday effect, are used for measurement and smart 
grid protection. They have high immunity to electromagnetic 
disturbances and are suitable for control and protection systems 
featuring an extensive measurement range [148]. 

For any type of IT, reliable measurements are very important. 
Input signals for protection relays are channeled via IT to execute 
the protective functions. It is important to highlight that network 
reliability may be compromised in the event of IT failure, 
particularly if the input signals for protection and control prove to 
be imprecise. In this context, it is relevant to identify tests and 
assessment approaches for IT management. 

7.1. Fault diagnosis and condition assessment of IT 

The tests to diagnose IT can be carried out with the asset in-
service or off-service, as specified by the corresponding standards. 
These tests allow identifying anomalies or failures and provide 
some indication of the expected reliability and loss of life of the 
asset. It should be noted that a single electrical test may not be 
enough to diagnose the asset, but several tests may be necessary to 
identify a problem. In addition, the acceptance criteria are specific 
for each manufacturer. 

There are three types of tests including routine tests, carried out 
on a sample of the equipment, e.g., short circuit withstand tests in 
CT and VT, and overvoltage test in CT; type tests, applied to one 
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or two identical or similar types of equipment to verify a specific 
characteristic, e.g., heating test, nominal and safety factor; and 
maintenance tests, carried out on equipment in-service, to verify 
its health status after a certain period of operation. A summary of 
diagnostic tests for IT based on the review is reported in Table 9. 

Table 9 also reports diagnostic techniques applied on the 
results of tests for condition assessment of IT. It is observed that 
research on condition assessment of IT is still incipient (see also 
in Table 3 that only 26 records were retrieved with the formulated 
search rule). Diagnostic techniques found in the literature use, for 
instance, statistical models such as Weibull, or AI-based 
techniques including ANN and SVM, as shown in Table 9. 

7.2. Indices for condition assessment of IT 

Inadequate maintenance practices, environmental factors, and 
the transformer's current condition can lead to failures that have an 
adverse impact on the transformer's expected lifespan. In this 
context, the adoption of a predictive approach for asset 
management and future condition forecasting would allow 
avoiding failures through early detection of technical problems 
that may affect the transformer [159]. Research on indices for 

condition assessment of IT is also very incipient, however, some 
indicators have been formulated. 

a) Loss of life 

Presently, endeavors are in progress to establish guidelines for 
estimating the reduction in lifespan of a CT due to short-term 
overloading. In a related study [160], a thermal accelerated aging 
method is introduced and implemented on a 69 kV oil-immersed 
CT subjected to overloading. The laboratory-acquired life test 
outcomes are validated against analytical assessments involving 
DP and the analysis of furanic compounds in the transformer oil. 
The standard IEEE C57.91 is used as a reference to formulate the 
aging acceleration factor (FAA) as expressed in (3). 

𝐹𝐹𝐴𝐴𝐴𝐴 = exp �
15000

368
−

15000
𝜃𝜃𝐻𝐻 + 273

� (3) 

Likewise, the percentage of loss of life (LOL) is calculated 
resulting from the equivalent acceleration factor (FEQA), the normal 
life of the insulation (DP = 200) and the duration of the stress (t), 
according to (4)-(5). 

Table 8: Classification of tests on underground cables and overhead lines and diagnostic techniques. 
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Visual inspection 
Conductors, 
insulators, fittings, 
cross-arms, poles 

Corrosion, 
physical 
damage, loose 
strands, 
vegetation 
growth, etc. 

     

Check list; HI 
calculation based on 
predefined assessment 
criteria for each type 
of MV line component 

Detect and document anomalies for further 
treatment; estimate the overall HI to identify 
critical lines; detect defects for MV line 
technical condition assessment; supplement 
onsite measurements, laboratory 
measurements or full-scale tests 

   [146] 

Dielectric spectroscopy 
(over a low frequency 
range, i.e., few hertz) 

Underground cables 

Relative 
permittivity, 
dissipation 
factor, power 
factor, 
capacitance 

     

Comparisons of 
measured relative 
permittivity with 
values of reference 

Estimation of the breakdown voltage 
reduction; estimation of stage of water tree 
ageing (i.e., formation of microscopic tree-
like structures within the insulation due to 
the presence of water or moisture over an 
extended period) 

   [149] 

PD Underground cables Electric charge 
(pC)      Decision tree theory Time-domain and frequency-domain 

measurement and analysis of PD data    [150,151] 

Corona effect Underground cables Various      
Method of noise 
reduction in the UV 
channel 

Estimation of fault severity    [145] 

Tests on structures Structure Various      Post breaking strength Determination of weight tolerance to support    [146] 

Thermography Und. cables, poles, 
insulators, structure  

Temperature 
(°C)      

Standards, guidelines, 
and manufacturer 
recommendations to 
assess the lines and 
cables electrical 
performance 

Detect deviations regarding normal, 
recommended, or standardized values    

[143] 

Cable mechanical Underground cables Various      [152–154] 

Cantilever, load (poles) Underground cables Various      [152,155,
156] 

Grounding Structure Resistance (Ω)      [144] 
Electromechanical and 
mechanical failing load 

Underground cables, 
insulator, structure Various      [157,158] 

Puncture voltage Insulator Voltage (kV)      [157,158] 

Ultrasound Und. cables, poles, 
insulators, structure  Various      [143] 

Tracking effect Underground cables Various      [143] 
Dry lightning impulse 
withstand voltage  

Underground cables, 
insulator, structure Various      [157,158] 

Flashover Underground cables, 
insulator, structure Various      [157,158] 

Wet power-frequency 
withstand voltage 

Underground cables, 
insulator, structure Various      [157,158] 
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𝐹𝐹𝐸𝐸𝐸𝐸𝐴𝐴 =
∑ 𝐹𝐹𝐴𝐴𝐴𝐴,𝑛𝑛 ∙ ∆𝑡𝑡𝑛𝑛𝑁𝑁
𝑛𝑛=1

∑ ∆𝑡𝑡𝑛𝑛𝑁𝑁
𝑛𝑛=1

 (4) 

𝐿𝐿𝐿𝐿𝐿𝐿 =
𝐹𝐹𝐸𝐸𝐸𝐸𝐴𝐴 ∙ 𝑡𝑡

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑖𝑖𝑛𝑛𝑖𝑖𝑖𝑖𝑛𝑛𝑛𝑛𝑡𝑡𝑖𝑖𝑛𝑛𝑛𝑛 𝑛𝑛𝑖𝑖𝑙𝑙𝑙𝑙
× 100% (5) 

b) Lifetime 

Significant thermal aging of paper insulation stands out as a 
pivotal constraint on the operational lifespan of IT. In [175], 
research encompasses simulation studies and a comprehensive 
review of literature pertaining to insulation systems, moisture 
dynamics, and statistical modeling of IT lifetime data. The primary 
objective of this research was to identify potential triggers and 
factors that impact IT failures. Results showed the relationship 
between failures and age, environmental factors, and operating 
stress level. 

c) Health Index (HI)  

The HI serves as a metric for quantifying the enduring 
deterioration of a transformer. It combines intricate condition-
related information into a singular value, offering a relative 
assessment of the overall state of a transformer. Most HI 
methodologies rely on either laboratory or on-site test data, with 
limited incorporation of actual operational time [159,176]. 

For instance, the calculation of a CT HI is formulated in [159], 
where oil tests (furans, acetylene, etc.) are considered, as well as 
thermal aging factors and other parameters including maintenance, 
environment, location, failure history, and observed external and 
internal condition. A life expectancy model of the upgraded CT is 
developed based on the calculated HI and the HI aging factor. The 
calculation is given by (6). 

𝐻𝐻𝐻𝐻𝐼𝐼𝐼𝐼 = 𝐻𝐻𝐻𝐻𝐼𝐼𝐼𝐼−0 ∙ 𝑙𝑙𝐵𝐵∙(𝐼𝐼2−𝐼𝐼1) (6) 

Table 9: Classification of tests on IT and diagnostic techniques. 

Data acquisition Data analysis 

Refs. Test or inspection Subsystem Parameter 
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Power-frequency 
withstand tests on 
windings and between 
sections 

CT, VT Voltage (kV)      

Standards, guidelines, and manufacturer 
recommendations to assess the IT 
electrical performance 

Detect deviations regarding 
normal, recommended, or 
standardized values 

   

[161–
163] 

 
 

Measurement of the radio 
interference voltage (RIV) CT, VT Voltage (mV)      

Mechanical test (Use 
loads due to wind and ice) CT, VT Incline degrees 

vs. gravity units      

Determination of errors 
(Accuracy class, current 
error, phase displacement) 

CT, VT Phasor degrees, 
error (%)      

Verification of terminal 
marking and polarity CT, VT Various      

Measurement of 
capacitance and dielectric 
dissipation factor 

CT, VT 
Tan δ, power 
factor, 
capacitance (F) 

     

Resistance measurements CT, VT Resistance (mΩ)      

Thermography 
(Infrared inspection) CT, VT Thermal Image 

(ºC)      ANN from the Least-Mean-Square 
(LMS) 

Predicting the max. temperature 
in the low and high voltage 
winding 

   [164] 

Visual inspection CT, VT Various      

The inspector records and classify 
visual observations of the IT 
components, including any signs of 
damage, wear, corrosion, or other 
issues.  

Identify observable anomalies    [165], 
[164] 

DGA and liquid content CT, VT Gases dissolved 
in oil (ppm)      Multi-stage classifier based on SVM Direct measurement of DGA 

value    [166–
168]  

Partial discharge 
measurement CT, VT Electric charge 

(pC)      Severity Index (SI) Indirect estimation of DP value    
[161–
163,169
] 

Frequency Domain 
Dielectric Spectroscopy 
(FDS) 

CT 
Complex 
capacitances and 
Tan δ   

     Harverlik-Negami dielectric response 
function The model was used to fit FDS     [170] 

Flashover and inclined 
plane tracking test CT, VT  Voltage (kV)      The Weibull distribution plot The predicting the flashover 

and degradation initiation    [171] 

FRA  CT, VT Admittance (S)/ 
impedance (Ω)      Total Vector Error (TVE) Evaluated with different input 

voltages to identify failures     [172] 

Synchrophasor 
measurement  CT, VT 

Phasor 
measurement 
unit (PMU) 

     
3Φ-SLSE (Three-Phase Current and 
voltage State Estimator + The Largest 
Normalized Residual (LNR)) 

Model based real-time 
application to identify the 
presence of incorrect 
measurements 

   
[173,17

4]  
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where HIIT-0 is the initial HI considered as 0.05, B is the aging 
factor, T1 is the year corresponding to HI0 (T1-0 = expected life) 
and T2 is the year under study (T2-0 = 0). 

8. Discussion 

A first insight offered by the quantitative review developed in 
this paper is that only research on condition assessment of PT 
shows high level of maturity in all the analyzed aspects including 
tests, diagnostic techniques, and indices. Moreover, condition 
assessment on PV systems is a topic of increasing interest because 
of the current relevance of renewable energy resources. Therefore, 
significant efforts have been put in the topic during the last five 
years, however, further work should be carried out on indices for 
condition assessment of PV systems. Regarding condition 
assessment of DT, switchgear, lines and cables, and IT, research is 
mature in terms of tests, but still incipient on diagnostic techniques 
and indices. 

Different types of tests, mostly based on widely accepted 
practices and standards, are applied on the selected MV assets, and 
a taxonomy was formulated in this paper accordingly. In this sense, 
according to the operating status of the asset, tests are classified as 
in-service and off-service. Results of the review summarized in 
Tables 4-9 demonstrate that a similar amount of in-service, and 
off-service tests are available for the MV assets dealt within this 
review. Moreover, according to nature, most of those tests are 
electrical (as expected because of the electrical nature of the 
assets), e.g., short-circuit withstand tests, voltage and current 
measurements, FRA (in PT and DT), followed by physical tests, 
e.g., visual inspection (in all the analyzed assets), mechanical tests 
(of particular importance for switchgear), thermography (in all the 
analyzed assets), and chemical tests (mostly applied to PT and 
DT), e.g., DP, furan analysis, DGA. No chemical tests were 
identified in the literature for PV systems, lines, and cables. 

Likewise, categories were defined in this review for diagnostic 
techniques, namely, expert knowledge, analytical models, and AI-
based approaches. These diagnostic techniques aim at improving 
interpretability of test results. From Tables 4-9 and the extensive 
review, it is seen that most diagnostic techniques are based on 
expert knowledge (established in standards and widely accepted 
procedures and industry practice), whereas very few approaches 
use analytical models probably because of the complex derivation 
and implementation of physical models that hinders the 
applicability. However, analytical models are still valuable 
diagnostic techniques, e.g., in the analysis of PD and corona effect 
in lines and cables, and the analysis of FRA and acoustic signals 
in PT and DT. 

Furthermore, AI-based diagnostic techniques have been 
introduced recently to overcome some limitations of conventional 
methods. For instance, AI models are useful to deal with large 
volumes of data and to represent complex phenomena with 
minimal requirement of knowledge and physical interpretation 
(black-box approaches). Examples of AI-based diagnostic 
techniques are ANN for multiple applications such as 
interpretation of FRA and DFR in PT and DT, model parameters 
identification in PV systems, and PD and acoustic analysis in 
switchgear, lines, and cables. Other AI-based diagnostic 
techniques have been applied including decision trees, SVM, fuzzy 

logic, optimization methods, expert systems, kNN, and, to a lesser 
extent, deep learning models such as CNN, DBF, and LSTM. 

9. Prospects for future research 

The results of the review demonstrate that research on 
condition monitoring of some critical MV assets is incipient, 
especially regarding indices for asset management. Therefore, the 
need for further research in this topic is highlighted. For instance, 
HI for PV systems, DT, switchgear, lines, cables, and IT, should 
be further investigated to obtain a proper health characterization of 
each asset and its subsystems according to the application, e.g., 
investment decision-making, network planning, and maintenance 
scheduling. In this context, straightforward computation of HI 
based on weighted sums should be explored given its applicability 
to real-world scenarios, and extensive study cases should be 
analyzed to demonstrate the benefits of condition monitoring of 
MV assets for cost-effective operation of distribution networks. 

Root cause failure analysis, forecasting of health status, and 
incipient fault detection based on condition monitoring are also 
promising areas of research. Applications of these research lines 
include failure mitigation measures, and predictive maintenance to 
improve useful life of the assets. Several techniques have 
demonstrated satisfactory results and capabilities in this direction. 
For instance, root cause analysis using supervised AI tools such as 
ANN, SVM, and decision trees has been performed. However, 
these approaches need large volumes of labelled training data and 
suffer from overfitting. Moreover, Markov chains have been used 
for health status forecasting and informed decision-making in asset 
management. Nonetheless, forecasting capabilities of Markov 
chains are limited because of the lack of long-term dependencies 
or representation of trends on data. Other promising approaches for 
health status forecasting and incipient fault detection include 
supervised and unsupervised deep learning techniques such as 
LSTM and deep autoencoders. In this case, drawbacks are on the 
requirement of large datasets for training and the limited 
interpretability of models. 

As mentioned above, the use of AI techniques for advanced 
applications in condition monitoring require large datasets. In this 
regard, new technologies are increasingly adopted by network 
operators for widespread acquisition of offline and real-time data, 
e.g., IoT, and advanced metering infrastructures. To properly 
exploit this huge amount of data, big data frameworks and cloud-
based applications with high performance capabilities should be 
studied in detail, and potentialities should be envisaged. 

Finally, lack of integrated tools for asset management and 
condition monitoring considering most critical assets of the MV 
network, e.g., PT, PV systems, DT, switchgear, lines, cables, and 
IT, is observed. Consequently, the analysis, implementation, and 
research on case studies with the application of comprehensive 
asset management and condition monitoring methodologies on 
distribution networks considering all the critical assets is highly 
encouraged to take advantage of current technology infrastructures 
and high availability of data to improve the efficient operation of 
modern power networks. In this context, the use of optimization 
methods for the integrated operation of distribution networks 
based on asset management and condition monitoring is seen as a 
prolific prospective area of research. 
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10. Conclusion 

This paper extends the work presented in ARGENCON 2022 
[1]. This extended review examines the literature on critical MV 
assets operating in distribution networks, namely, PT, PV systems, 
DT, switchgear, lines and cables, and IT. Moreover, this work is 
developed in the context of a government-funded research project 
in Colombia aimed at implementing a digital platform for asset 
management of distribution network components at the 
archipelago of San Andrés, Providencia, and Santa Catalina. In this 
context, the review offers a detailed study of the main technical 
aspects of each asset and its subsystems, as well as the main 
parameters for condition assessment. The contributions of this 
paper are summarized as follows: 

• A systematic methodology is adopted for the review and 
bibliographic data retrieval, where advanced search rules are 
formulated, and the obtained academic publications are 
complemented with diverse literature including standards, 
reports, and relevant white papers. 

• A quantitative analysis of the status of research on condition 
assessment of MV assets is provided, highlighting maturity on 
the study of PT, the increasing interest in PV systems, and the 
lack of research on DT, switchgear, lines and cables, and IT. 

• A taxonomy for tests and diagnostic techniques used for 
condition monitoring of MV assets is defined and the extensive 
literature is classified accordingly (see Tables 4-9). 

• Based on the classification above, the main technical aspects 
related to methods for diagnosis and condition assessment of 
each asset and indices related to condition assessment are 
developed. 

Regarding the main findings and research gaps, the review 
identifies the types of tests and diagnostic techniques applied to 
MV assets, with electrical tests being the most common. Analytical 
models and AI-based approaches show promise in improving the 
capability to analyze test results. The prospects for future research 
lie in developing comprehensive HI for various MV assets, root 
cause failure analysis, forecasting health status, and incipient fault 
detection using advanced AI techniques such as deep learning. 
Leveraging big data and cloud-based applications are suggested to 
exploit the growing amount of data from emerging technologies, 
and the integration of condition monitoring and asset management 
methodologies is crucial for enhancing the efficient operation of 
modern power distribution networks. 

List of symbols 

B Aging factor 

FAA Aging acceleration factor 

FEQA Equivalent acceleration factor 

HIIT Health index of IT 

HIIT-0  Initial health index of IT 

HIL Health index of line 

HIL,i  Health index of line component i 

HISG Health index of switchgear 

HISG,n Health index obtained in test n on switchgear 

LOL Percentage of loss of life 

t Duration of stress 

T1 Year corresponding to HI0 

T1-0 Expected life 

T2 Year under study 

WL,i Weighting factor of line component i 

WSG,n  Weight for test n on switchgear 

θΗ  Hot Spot Temperature 
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A R T I C L E I N F O A B S T R A C T

Article history:
Received: 01 August, 2023
Accepted: 30 September, 2023
Online: 30 October, 2023

Keywords:
21st Century Skills
Gamification
Process Model
Middle School
Educational Technology

In a challenging and increasingly technological world, it is important to promote critical
thinking, multidisciplinary problem solving, and collaboration through STEAM education;
however, there are important economic, administrative, and especially pedagogical manage-
ment limitations for its implementation at the secondary level. Therefore, this paper presents
systematic recommendations for an effective and sustainable implementation of STEAM educa-
tion in educational institutions through the Gradual Multidisciplinary Model (GMM), which
allows the identification and specific adaptation of STEAM knowledge through the topic of
logic gates related to the representations of disjunction and conjunction in Boolean algebra
(university content) to its physical representation in Minecraft (high school content). The
quasi-experimental method allows to evaluate the results through the application of a pre-test
designed to measure logical-mathematical thinking and a post-test designed to measure the
level of understanding of practical skills and the students’ perception of the learning experience.
The results obtained by t-student show that there is a significantly high difference between the
means and suggest that the educational intervention orchestrated by the GMM had a significant
impact on the performance and skills of the participants, since different levels of understanding
(gradualness) and perception of the concepts related to logic gates could be identified; while the
qualitative assessment shows the group’s willingness and enthusiasm to work with a practical
and meaningful activity using Minecraft, which allows them to specifically apply their skills in
science, technology, engineering, art and mathematics.

1 Introduction

STEAM education is an educational approach that integrates the
disciplines of science, technology, engineering, arts, and mathe-
matics into the teaching and learning process. This strategy aims
to foster an interdisciplinary view of knowledge and encourages
students to approach problems and challenges holistically and cre-
atively [1]. STEAM education has now gained greater recognition
and acceptance in various education systems around the world.
It has been documented that schools and teachers are trying to
adopt this approach to prepare students for the current and future
challenges of the labor market. This is due to the promotion of
21st century skills such as critical thinking, problem solving, and
collaboration, as well as preparing students for future careers that
require STEAM [2, 3].

There are a number of benefits that STEAM education offers,
which are described below: Focus on problem solving, this is pro-
moted through hands-on projects and activities designed to address

authentic challenges, which helps students develop critical skills
and find innovative and creative solutions; Inclusion of the arts and
humanities, their importance in the holistic education of students
has begun to be recognized, as greater interaction between STEAM
disciplines has been promoted to foster a broad and balanced under-
standing of the world [2, 4]; Increased use of technology, STEAM
education incorporates digital tools and resources in the teaching-
learning process, as it enhances experimentation, simulation and
collaboration, as well as facilitates access to up-to-date information
and data [5, 6]; and focus on gender equality, with the development
of specific programs that promote gender equality in the participa-
tion of girls and women in the various areas of STEAM [7, 8].

In addition, STEAM education is important at all levels of
education [6], especially at the secondary level, where the focus
is on preparing students to work in technical fields and develop
innovative solutions, as it is essential that they acquire these skills
in a society increasingly driven by technology and innovation.
Developing critical thinking, problem solving, and creativity is
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also important because it enables them to analyze complex situa-
tions and develop new ways of approaching problems or projects.
Meaningful, hands-on experiences increase their motivation and
understanding of abstract concepts and scientific and mathematical
principles [4, 9, 10, 11].

Beyond the benefits and importance of STEAM education, it
faces several challenges, such as the high cost of materials, the
digital literacy of teachers and the technological infrastructure in ed-
ucational institutions [1, 6, 12, 13], as well as the lack of guidelines
or standards that allow for the development and implementation of
these types of activities in a satisfactory manner depending on the
educational level. For example, at the secondary level [9, 10, 14],
they mention that one of the main difficulties teachers face when
teaching STEAM activities is time management and the pressure
to follow the curriculum. That is, teachers are squeezed between
authentic learning, student engagement, and multiple pathways with
lesson plan deadlines, especially because a change in the way of
teaching would affect the number of ways to assess.

Similarly, teaching basic science concepts at a lower level of
education can be valuable in stimulating early interest in science,
preparing students for higher education, and encouraging critical
thinking. This provides a broader context for how science works
in practice and makes the subject relevant; however, it is essential
to assess the readiness and maturity of students and to balance and
tailor science-based instruction to provide appropriate motivation
and support. In addition, it is important to recognize that not all
students will be interested in science, so it is important to draw on
diverse academic aspirations in the classroom [15, 16].

It is for this reason that the purpose of this paper is to present
the GMM in its two stages: first, how to design and build a STEAM
activity with the elements described in [1]; and second, to execute
such activity effectively and efficiently with secondary school stu-
dents with a data analysis that proves a significant learning in the
students on the topic. It is emphasized that STEAM education is not
limited to a specific educational level, therefore the effectiveness
of the GMM will be through the topic of logic gates, which is
strongly linked to the basic laws of Boolean algebra (disjunction,
conjunction, and negation), addition and multiplication (which
will serve as a starting point), with the aim of enabling students
to develop STEAM skills. The application of this content at the
secondary level is of paramount importance because of its potential
to fully prepare students for the technological and globalized future.
At this stage, young people are eager to discover their passions and
talents, and STEAM education offers an interdisciplinary approach
that allows them to explore different fields of knowledge in creative
and meaningful ways.

This paper discusses a quasi-experimental field study of the im-
plementation of STEAM education in an educational setting using
the GMM. The introduction provides an overview of the STEAM
approach and highlights its benefits in developing key skills and
competencies in students. The materials and methods section de-
scribes the design of the study, including the selection of educational
institutions and educational resources. The development section de-

scribes the pedagogical strategies, practical activities, and classroom
implementation. The results present empirical evidence and student
testimonies on the impact of STEAM education on the learning
process. The discussion analyzes the findings in light of the exist-
ing literature, highlighting the strengths and challenges of STEAM
implementation in the educational context. Finally, the conclusions
synthesize the findings and provide recommendations for effective
and sustainable implementation of STEAM education in educa-
tional institutions, highlighting its potential for fostering critical
thinking and creativity and preparing students for an increasingly
technological and changing world.

2 Material and Methodology

The previous research in [1] has provided a valuable starting point,
establishing the methodological foundations on which the present
study is built. The GMM is designed not only to address current
challenges in education, such as the need to effectively integrate
technology into the teaching-learning process, but also to promote
learning through the design of activities with graded and multi-
disciplinary approaches. This model draws on several existing
pedagogical methodologies and learning strategies, such as con-
structionism, conceptual change, simulations, gamification, and
problem-based learning, but is not limited to these alone, as content
adaptation requires simplification, contextualization and careful
consideration of students’ skills and maturity levels. This includes
ensuring that students have a solid foundation of basic concepts
related to the topic, motivating them with relevant examples and
applications, and providing resources and appropriate instructional
support. Similarly, the topic of logic gates in [1] is aimed at un-
dergraduate students, so adaptation is required to understand the
characteristics and needs of the target audience, simplify complex
information, adapt the language, focus the content, present it clearly,
and contextualize it to make it relevant, meaningful, and interesting.

For this reason, this research was carried out in two parts. First,
the construction of the activity, which consists in following the
triple process of the GMM that starts with a hypothetical learning
path (imaginary design or plan that describes the progress and
learning process that the individual could follow in a certain subject
or area of knowledge [1, 6]), analyzes and adapts the available tech-
nological infrastructure (the Minecraft Education software and an
IntelNUC) and concentrates the information in an educational plan-
ning (it consists in designing and structuring the curricula, contents,
methodologies, resources and evaluations to achieve the educa-
tional objectives effectively). And second, the evaluation stage,
which involves collecting data from secondary school students by
observing the learning process and the students’ performance while
they participate in the activity. The pre and post-test measurement
technique was used because by comparing the results it is possible
to determine if there has been a significant change in a variable of
interest.

In addition, the following research questions will be specifically
addressed to provide a deeper and more rigorous understanding of
the implementation of GMM in secondary STEAM education: 1)
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What is the level of students’ mathematical knowledge and compe-
tence before and after participating in a STEAM activity; 2) How
can STEAM education be effectively and sustainably implemented
in educational institutions; and 3) How do students perceive the
STEAM learning experience and what are the perceived challenges
and benefits? These research questions will serve as a fundamen-
tal guide to explore the effectiveness of GMM in teaching logic
gates in their deep context (Boolean algebra and electronic symbol-
ogy), as seen from its representation for high school students using
Minecraft.

2.1 STEAM activity design and construction

First of all, an adaptation of the hypothetical learning trajectories
proposed in [1, 6] has been carried out, since in these has already
been carried out a disciplinary analysis on the subject applied to
high school students, it only remains to adapt the presentation for
secondary school students, remaining as follows: 1) Science, logi-
cal propositions are introduced through philosophical and logical
approaches; 2) Technology, a map created in Minecraft Education
helps in the exploration and construction of structures with similar
function to the main firebrand; 3) Engineering, works intermediate-
advanced topics through truth tables, algorithms and real applica-
tions; 4) Art, a way to develop creative skills is with the topic of
schematic diagrams, allowing students to apply decision-making
in the design of electronic circuits; 5) Mathematics, starting with
concepts of addition and multiplication and moving to their repre-
sentation in the context of Boolean algebra.

Goal

Logical
propositions

Exploration Building

Operation

Truth
tables

Algorithms

ApplicationUses

Schematic
diagram

Circuit
design

Expression
of ideas

and
concerns

Addition
& multi-
plication

Disjunction
/ Con-
junction

Negation

Science

Technology

Enginnering

Art

Mathematics

Figure 1: Hypothetical learning trajectory, classified by STEAM discipline and
distributed by complexity. Own elaboration based on [1, 6].

The distribution of content is shown in figure 1, with the main
theme at the center and branched into different disciplines to fa-
cilitate the implementation of STEAM activities. The objective
of the second stage of the GMM is to analyze the technological
infrastructure in the educational institution and align it with the
pedagogical objectives, ensuring that solutions are selected that
respond to specific educational needs and goals. It also optimizes

their use to enhance teaching and learning and provide meaningful
and effective experiences for students.

Tech Health © Minecraft© / Minecraft Education© – Mojan© July 2023

Additional features

Table 1: Differences and additional features

Minecraft Minecraft Education

Price $6.99 – $39.99, depending on the device $5.04 per year (institutional manage-
ment required) or $12 per year (inde-
pendent educator)

Does it fit in the budget? Yes, if you have at least one compatible
device

Yes, it is appropiate to carry out insti-
tutional management for the licenses

Risks That it becomes a distraction

Suggestion Controlling its use

Collaboration Yes, in local network and online (re-
quires additional subscriber)

Yes, in local

Trial version 14 days 26 logins

Educational elements No Camera, portfolio, tutors, materials
(periodic table, control of actions
within the map, among others)

Functioning in the insti-
tutional computer (Intel-
NUC)

Best

Additional requirements No Internet connection

Minimum training for its
use

Included in the set

Minimum teaching qualifi-
cations

Not available Minecraft Learn with over 100 lessons

Examples of STEAM edu-
cational activities

Not available Included in-game or in Minecraft Edu-
cation

Can i share my own game
files

Not available Maps can be imported / exported and
.pdf files of the evidence can be gener-
ated.

Are there educational re-
sources to facilitate the
development of the activ-
ity?

Not available Yes, at: https://bit.ly/3rY76J8 (Of-
ficial), How to create a map in
Minecraft? & How to use Minecraft to
teach high school level classes

Controllers Joystick Keyboard, mouse and/or joystick

Download Xbox 360, Xbox One & Xbox series
S|X, available in your online store
Playstation 3, 4 y 5, available in your
online store
Nintendo Wii U, Switch, available in
your online store
Android, available in your online store
iOS, available in your online store,
PC/Windows, available in your online
store

PC / macOS / Google Chromebook,
Minecraft Education
iPhone o iPad, available in your online
store
Android, available in your online store

Review 3.0 July 2023 Pág. 2 of 2

Figure 2: Minecraft software analysis report [6].

Some of the advantages of using GMM analysis are that some
of the previously created content can be reused, allowing learning
to be personalized, resources and tools to be adapted to different
learning styles, and leading to a more enriching and relevant ed-
ucation. A report of the software to be used is shown in figure 2,
which provides detailed and accurate information about the oper-
ation of Minecraft and Minecraft Education IntelNUC computer
equipment. Part of the information included in this report is the
technical specifications, such as operating systems and compatible
devices, examples of activities on similar topics, risks, suggestions,
costs, and most importantly, where and how to get trained in this
technology if you want to implement it in the classroom.

The third stage of the GMM provides an educational planning
format that organizes the ideas, materials, goals, strategies, and
pedagogical methods to achieve success during the educational pro-
cess to achieve significant and lasting results. In figure 3 shows the
planning format for activities in STEAM education, which aims
to integrate teaching in its five disciplines with a multidisciplinary
approach. In this process, teachers can design their activities and
hands-on projects that foster critical thinking, problem solving, and
creativity by drawing on the results of the previous two stages of the
GMM. Clear learning objectives are set, and resources and digital
tools are selected to indicate how and when they will intervene
in the session in a way that enriches the educational experience.
This format promotes collaborative work and meaningful learning,
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allowing students to explore, investigate, and apply concepts and
skills in real-world situations.

Project Is it possible to add and multiply in Minecraft? 

Goal 
Have students build structures with the equivalent operation of logic gates or the 
fundamental laws of Boolean algebra. Participants can respond by using switches of buttons 
on the technology resource to see if the practice matches the theory. 

ISTE Standards 
1.3 Knowledge Builder. Students critically evaluate a variety of resources using digital tools to construct knowledge, 
produce creative artifacts, and develop meaningful learning experiences for themselves and others. 
 
1.5 Computational Thinker. Students develop and employ strategies to understand and solve problems in ways that 
harness the power of technological methods to develop and test solutions. 
- 1.5.c. Students break problems into component parts, extract key information, and develop descriptive models to 
understand complex systems of facilitate problem solving. 

Level of technology insertion 
Substitution (  X  ) Augmentation (  X  ) Modification (  X  ) Redefinition (  X  ) 

Pedagogic methodology Constructionism 
Learning strategy Conceptual change; Problem-based learning; Simulation; Gamification. 

How to apply it? 
Science Technology Enginnering Arts Mathematics 

Use and development of 
logical-mathematical and 
logical-computational 
thinking, basic 
fundamentals of circuit 
theory. 

To favor the 
decision-making 
process with the 
choice of the 
technological tool 
that will allow you 
to solve the 
problem. 

Know the 
fundamentals of 
electronic component 
manufacturing, such 
as design, simulation, 
fabrication and 
testing. 

Designers use their 
creativity to create 
complex circuits that 
solve specific 
problems, and the 
circuit design itself is 
visually appealing 
process. 

Theoretical 
verification of the 
operation exposed in 
the technological 
tools, used to 
describe the 
relationship between 
inputs and outputs of 
a digital circuit. 

Didactic sequence Materials 
Opening (20 minutes) 
1. Teacher’s presentation to the class. 
2. Ask students if they are familiar with Minecraft. 
3. Ask students about logic gates. 
4. Resolve pre-test. 
 
Development (50 minutes) 
1. The teacher presents the objectives of the activity. 
2. It briefly explains about Minecraft and the basic logic gates trainer. 
3. Definition and importance of logic gates. 
4. Theoretical-practical definition and operation of the NOT gate in its Boolean algebra 

(¬), mathematical (�̅�) and electronics (IC 74LS04). 
5. Solve doubts and errors. 
6. Theoretical-practical definition and operation of the AND gate in its Boolean algebra 

representation (Ù), mathematical (*) and electronics (IC 74LS08). 
7. Solve doubts and errors. 
8. Theoretical-practical definition and operation of the OR gate in its Boolean algebra 

representation (Ú), mathematical (+) and electronics (IC 74LS32). 
9. Solve doubts and errors. 
10. Resolve post-test. 
 
Closing (15 minutes) 
1. Summarize what was covered in class, highlighting the importance of logic gates for 

everyday life. 
2. Ask about their experience using Minecraft and the basic logic gates trainer in the 

classroom. 
3. Farewell. 

• Diagnostic evaluation (pre-
test). 

• Final evaluation (post-
test). 

• IntelNUC with Xbox 360 
controller configured and 
the videogame Minecraft 
Education (basic logic 
gates map). 

• Basic logic gate trainer 
(electrical extension, 
power supply, banana plug 
male to banana plug male 
cables). 

• Slides. 

Evaluation Data collection through pre-test and post-test, with algebraic and mathematical operations 
exercises using technological tools for verification. 

 

Figure 3: Planning format. Own elaboration based on [1, 6].

2.2 STEAM activity implementation and evaluation

The evaluation of the STEAM educational activity was carried
out on a group of 43 high school sophomores in Mexico through
the application of a pre-test designed to measure mathematical
reasoning and a post-test designed to measure the students’ level
of understanding, practical skills, and perception of the learning
experience. The data obtained were analyzed using a student’s
t-test to determine if there were statistically significant differences
between the pre and post-test scores.

To design the pre-test measurement instrument, a questionnaire
was developed to specifically assess students’ logical-mathematical
thinking prior to participating in the experience. This questionnaire
includes questions on basic mathematical concepts such as addition
and multiplication, problem solving skills, and logical reasoning,
with the goal of establishing a baseline for the participants’ level of
mathematical knowledge and competence.

On the other hand, the post-test measurement tool was designed
to assess the understanding and impact of the STEAM activity on

the students. This questionnaire includes questions that assess the
knowledge gained during the activity, the practical skills developed,
and the overall perception of the STEAM learning experience. In
addition, open-ended questions were included to allow students
to express their opinions about the activity, its challenges, and
perceived benefits, which will provide more detailed feedback on
the teaching process and the level of learning achieved.

Together, these pre and post-test measurement tools provide a
comprehensive view of students’ progress in mathematical-logical
thinking, understanding, and perception of STEAM activities. The
combination of these instruments allows for analysis of the impact
of the activity on the development of mathematical skills and the
learning experience, which facilitates the identification of areas for
improvement and informed decision making for future implementa-
tion of STEAM activities.

3 Comments on the experience
Some important observations were made while teaching logic gates:

1. Abstract concept. Logic gates are abstract concepts that may
be difficult for some students to understand, especially those
without a strong background in mathematics or logic. This
is due to the use of symbols and logical operations that may
seem unfamiliar.

2. Relationship to other disciplines. The topic caused some con-
fusion among students who are not familiar with electronics
or computer science concepts. For example, some confused
logic gates with physical gates or similar concepts in logic.
Also, at first it was not clear to them that the “sum” in the OR
logic gate is different when there is 1 + 1 in its truth table,
until it was clarified with the existence of binary numbers
or simply transferring it to logic disjunction, where true ∨
(disjunction) true is true.

3. Supplement with examples. It was useful to provide exam-
ples of logic gates in Minecraft because, by using a different
context, their translation to scientific knowledge, which is the
goal of the activity, was not complex.

4. Encourage logical thinking. Teaching logic gates in secondary
school is an opportunity to develop logical thinking and pro-
blem solving. Teachers can design activities and exercises
that challenge students to apply their logic and reasoning
skills.

Figure 5 shows the group of students excited to work together
in the school lab. They have the Minecraft Education video game
at their disposal, which the entire group can see on a projector.
The atmosphere is dynamic and lively as the students collaborate
and discuss ideas to solve STEAM activity problems. Likewise, a
teacher is also present in the center, providing guidance and support
to the students in their learning process. The students’ expressions
are one of enthusiasm and excitement as they are immersed in a
meaningful, hands-on experience that allows them to apply their
skills in science, technology, engineering, art, and math.
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(a) Secondary school team 1/2.

(b) Secondary school team 2/2

Figure 5: Educational experience orchestrated by the GMM. Own elaboration.

4 Results and discussions
Qualitative interpretation of data from the STEAM activity on basic
logic gates in high school students reveals interesting findings. After
analyzing the students’ responses from the pre-test, post-test, and
observations during the activity, different levels of understanding
(gradualness) and perception of the concepts related to logic gates
could be identified.

Some students showed a solid understanding of how logic gates
work and how they relate to the mathematical operations of addition
and multiplication. They recognized the AND gate to a multipli-
cation operation in mathematics and the conjunction in Boolean
algebra, as well as how the OR gate relates to addition. These
students were able to make clear connections between logic gates
and mathematical operations, indicating a deep understanding of
the concepts. On the other hand, students who remained confused
in connecting logic gates to mathematics and algebra may have
mixed concepts or made inaccurate comparisons between opera-
tions. These findings suggest the need to present some previous
fundamentals, such as binary numbers and digital signals, during
the teaching of logic gates. In addition, during the activity, it was
observed that the level of participation and collaboration among
the students was higher than in a traditional classroom, which
means that they can work together and solve problems as a group.

Overall, the qualitative data from this STEAM activity on basic
logic gates provided a more holistic and detailed view of students’
understanding and experience with the topic.

Now, to address the quantitative data, the Student’s t-test for
independent samples will be used, this is applied when there is a
data set with two different samples, in this case it is so because the
pre-test focuses on measuring the students’ mathematical reason-
ing skills before the intervention, while the post-test measures the
knowledge acquired after the intervention, and it is necessary to
determine if there is a significant difference between the means of
the two samples. The bilateral formulation of the null and alterna-
tive hypotheses in this test focuses on two possibilities, which are
presented below.

H0: µ pre-test = µ post-test

H1: µ pre-test , µ post-test

The null hypothesis (H0) states that there is no significant differ-
ence between the means, while the alternative hypothesis (H1) states
that there is a significant difference between the means. During the
t-test process, a value of t is calculated and compared to a critical
value to determine whether the null hypothesis is rejected. If the
value of t is greater or less than the critical value, it is concluded
that there is a significant difference between the means and the alter-
native hypothesis is accepted. On the other hand, if the value of t is
not sufficiently extreme, the null hypothesis is accepted, indicating
that there is no significant difference between the means.

Table 1: Values of Student’s t-test assuming equal variances in the high school group.
Own elaboration.

Pre-test Post-test
Mean 6.710963455 2.373285629
Variance 2.092797252 2.069731766
Observations 43 43
Pooled Variance 2.081264509
Hypothesized Mean Diff. 0
Pooled Variance 2.081264509
df 84
t Stat 13.94160851
P(T <= t) one-tail 7.22784e−24

t Critical one-tail 1.663196679
P(T <= t) two-tail 1.44557e−23

t Critical two-tail 1.988609667

The table 1 shows the results of the Student’s t-test, describing
the values as follows: Mean, in the pre-test, represents the average
value of their logical-mathematical skills scores before the inter-
vention, while the post-test represents the results obtained by the
participants after the STEAM activity; Variance, indicates how far
the individual scores deviate from the mean; Sample, there were
43 students who participated in the activity; Common variance,
represents the average variance of both groups combined; Mean
difference hypothesis, indicates that the difference between the
pre-test and the post-test is equal to zero, meaning that there is no
significant difference between the means of the two groups; Degrees
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of freedom, represents the number of data that are free to vary after
taking into account the restrictions imposed by the study design, in
this case it is obtained by subtracting 1 from the total sum of both
samples; t-statistic, with a value of 13.94, indicating that the sample
means are far apart, indicating a significant difference between
the pre and post-test means; P two-tailed value, is 1.44557e−23,
close to zero, indicating a significant difference between the pre and
post-test means; the critical two-tailed value is 1.98, which serves as
a reference point to compare the t statistic, in this case the statistic
value is much greater than the critical value, indicating that the null
hypothesis should be rejected, and it is concluded that there is a
significant difference between the pre and post-test means.

The results indicate that there is a significantly high difference
between the means and there is sufficient statistical evidence to
reject the null hypothesis. This indicates that the educational in-
tervention provided by the GMM had a significant impact on the
performance and skills of the participants:

1. Specific learning. During the educational intervention, stu-
dents acquired specific knowledge about logic gates and their
mathematical, algebraic, and electronic representation that
could improve their future performance.

2. Practical Application. The STEAM activity gave students
the opportunity to apply their logical-mathematical reasoning
skills to practical contexts and real-world problems, which
may have improved their understanding and performance on
the post-test.

3. Reinforcement and practice. The educational intervention
included examples and exercises that allowed students to rein-
force and consolidate their skills and knowledge on the topic,
which was reflected in the post-test.

It is important to note that this difference in means between the
pre and post-test does not necessarily indicate that the educational
intervention was ineffective. On the contrary, if students demon-
strate an increase in specific knowledge and understanding related
to the STEAM activity on the post-test, this could be considered a
positive and desirable outcome in terms of learning. Furthermore,
the results may be useful for adapting pedagogical approaches,
providing additional support to students who are struggling, and
promoting meaningful and effective learning of logic gates and
digital logic in secondary education.

On the other hand, in the existing bibliography with the same
purpose, such as [17, 18], they do not provide specific information
on how these teaching-learning sequences can be adapted to dif-
ferent educational levels. This is done implicitly, inferring that the
STEAM strategy that has different knowledge domains automati-
cally has the capacity to adapt the content to different educational
levels, which is not correct. It is important to keep in mind that
the adaptation of a specific topic such as logic gates or any other
topic should not be presented in its complex representation to stu-
dents who have not developed a certain level of maturity, giving
importance to the gradual characteristic of the GMM.

5 Conclusions
It should be noted that this study was conducted in a specific context
and with a limited sample of participants. Therefore, the findings
may not be generalizable to other populations or educational con-
texts. Although positive and significant effects of STEAM activities
on participants’ learning and skill development were found, it is
possible that other factors not measured in this study may have
contributed to these results, such as student motivation, instructional
quality, technology acceptance, and content presentation. Therefore,
further research using the GMM is needed to confirm the results
of this study and to further explore the factors that contribute to
the successful implementation of STEAM education in educational
institutions.

Based on the data obtained from the t-Student test, we can affirm
that the implemented STEAM activity had a positive and significant
effect on the learning and skill development of the participants. The
reduction in the mean of the post-test compared to the pre-test sug-
gests that the students acquired new knowledge and skills relevant
to the activity, which confirms the effectiveness of the orchestration
of the STEAM activity through the GMM and its improvement of
the students’ performance on the assessed topic.

In addition, it was possible to determine the level of knowl-
edge of the students through the pre-test and post-test to measure
the logical-mathematical thinking, level of understanding, practical
skills, and perceptions of the students after the STEAM activity.
The results of these questionnaires were analyzed to determine if
there were statistically significant differences between the scores.
Regarding the sustainability of STEAM education in educational
institutions, for the time being, further research with the GMM is
suggested to further explore the factors that contribute to the success
of STEAM education implementation, at least in this work, most of
the challenges that have to do with the acquisition of materials can
be solved with careful analysis and planning prior to an investment
in technology. Finally, students expressed their opinions about the
STEAM activity and perceived benefits through some open-ended
questions, highlighting a sense of active involvement and relevance
in their learning, as these activities are usually practical and mean-
ingful, just as they appreciated the opportunity to apply academic
concepts in a real context, which allows them to see the usefulness
and concrete application of what they are learning. These attitudes,
along with collaboration and team problem solving, also fostered
a sense of community and an appreciation of diverse perspectives;
overall, the activities orchestrated by the GMM tend to generate a
lasting enthusiasm for learning and exploration in these areas, which
can have a positive impact on students’ future academic and career
choices.

Future work Given that the STEAM activity had a positive and
significant effect on learning, we make the following recommenda-
tions for future work: 1) Expand the sample, increasing the size will
allow us to obtain greater representativeness and robustness in the
results, providing greater confidence in generalizing the findings
to a larger population of students; 2) Conduct long-term follow-
up, this will allow us to evaluate whether the positive effects of
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the STEAM intervention are maintained over time or if there are
long-term learning effects; 3) Conduct more interventions using
the GMM; analyzing and comparing different types of STEAM
interventions using the GMM would help determine if they are ef-
fective with the five disciplines in terms of learning and specific skill
development, as well as help identify more efficient and effective
pedagogical approaches.
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Designing efficient control strategies for opinion dynamics is a challenging task. Understanding
how individuals change their opinions in social networks is essential to countering malicious
actors and fake news and mitigating their effect on the network. In many applications such
as marketing design, product launches, etc., corporations often post curated news or feeds on
social media to steer the users’ opinions in a desired way. We call such scenarios opinion
shaping or opinion control whereby a few selected users, called control users, post opinionated
messages to drive the others’ opinions to reach a given state. In this paper, we are interested in
the control of opinion dynamics in social media using a combination of multi-agent systems
and Q-learning. The social media environment is modeled with flexible multi-agent opinion
dynamics that can capture the interaction between individuals in social media networks using
a two-state updating mechanism. The environment is formulated as a partially observable
multi-agent Markov decision process. We propose using intelligent reinforcement learning (RL)
agents to control and shape the social network’s opinions. We present the social media network
as an environment with different kinds of individuals and connections and the influencing agent
as an RL agent to influence the network.

1 Introduction

Social media has received widespread attention due to its rise as
one of the most essential tools for societal interaction and commu-
nication. Social media platforms have significantly contributed to
the rapid dispersion of news and information and the facilitation of
communication between different groups worldwide. Nevertheless,
in the past few years, there has been a notable surge in the spread of
misinformation, a trend propelled and magnified by the influence of
social media platforms such as Facebook and Twitter. Due to this,
it has become increasingly vital to understand opinion dynamics
in social networks to minimize the detrimental effects of malicious
agents, fake news, and other polarizing factors. This work builds
on the work presented in [1], where we discussed how updating
dynamics on social media and competition for influence affect the
overall opinion and how intelligent agents decrease polarization and
disagreement in social media networks.

Extensive research has been conducted to examine and under-
stand this issue of misinformation in social media networks [2]–[4].
The prevailing trends to combat this issue are automated tools for de-
tecting fake news and misleading posts [5]. However, this presents
multiple challenges, such as defining what is fake and true. For
example, simply defining what is true and false can generate a lot of

discussion and controversy. This is compounded by the availability
of artificial intelligence tools that can mimic a human’s voice or
generate fake video recordings. Additionally, misinformation in
social media can result in polarization, economic impacts, time and
resource wastage, and cybersecurity concerns.

Furthermore, understanding the effect of RL on influencing opin-
ions in a social media environment is vital for several avenues such
as public opinion management [6], policy implementation [7], com-
mercial interests [8], platform design [9], and Ethical Considerations
[10].

This paper proposes an RL-based method for influencing and
controlling opinions in a social media environment. Unlike what is
presented in the literature, where the model or algorithm is static
and does not react to changes in the social network, our method
proposes that each control agent can react and take action using
Deep Q-Networks (DQN) to influence and persuade the other agents
in the network to adopt a similar opinion. This paper expands the
work in [1] with the following contributions:

1. The control agents can change their expressed opinions to
influence the social media network.

2. The environment is a two-state expressed and private opinion
dynamics model with asynchronous and synchronous updat-
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ing dynamics that emulate the interactions of individuals in
social media networks.

3. The agents work to influence the opinions of others in the
network to a set goal.

4. Simulation results that demonstrate our approach for multiple
social media networks.

The rest of the paper is organized as follows. Related works and
preliminaries are provided in Section 2. We introduce the Markov
decision process (MDP), partially hidden MDPS, and RL in Sec-
tion 3. In Section 4, we formulate the problem and present the
paper’s main results. The experimental results are given in Section
5. Concluding remarks are given in Section 6.

2 Related Work
Social media networks have become an integral part of our soci-
ety. This resulted in widespread attention to opinion dynamics and
social network analysis. Opinion dynamics studies how opinions,
beliefs, and attitudes form, evolve, and interact within social net-
works and communities. Opinion dynamics encompasses a variety
of disciplines, such as sociology, political science, complex systems
analysis, psychology, and multi-agent systems. One of the essential
assumptions in opinion dynamics is that opinions in social networks
are mainly influenced by others.

Many opinion dynamics have been proposed to study the evo-
lution of opinions in social networks [11]–[13]. One of the most
popular opinion dynamics models is agent-based models [14]. In
agent-based models, individuals are depicted as agents, and their
opinions on a specific topic are captured as evolving real values
over time. The underlying communication network in agent-based
models is represented by a graph, where a node represents an agent,
and an edge represents communication between two individuals.

One of the earliest agent-based models is the French-DeGroot
model, commonly referred to as the DeGroot model [15]. The
model assumes that the opinion of each individual evolves as a
result of integrating the opinions of their connected neighbors with
agents’ own opinions using weighted averaging (modeled using
a differential or a difference equation). The DeGroot model was
experimentally validated in [16, 17]. An extension of the DeGroot
model is the Friedkin-Johnsen model, which simulates strong diver-
sity due to stubborn agents by introducing a variable that measures
the agent’s susceptibility to social influence [18]. This model has
been experimentally verified for small and medium-sized networks
[19]–[21]. A model that encodes the effects of social pressure on
the agents in the network, termed the expressed and private opinion
(EPO) dynamics model, was introduced in [22]. The EPO model is
based on Asch’s conformity experiments and Prentice and Miller’s
field experiments on pluralistic ignorance [23, 24]. An extension
of the EPO model is the asynchronous and synchronous expressed
and private opinion dynamics model (EPOAS) [25]. This model
introduces different updating dynamics for the agent’s expressed
and private opinions, which emulates the interaction of individuals
in social media networks.

These models tend to reach a consensus if all the agents in the
network agree on one opinion on a specific topic. However, it can

be observed that in most social networks, the presence of stubborn
(who insist on their own opinion) or controlling agents has a sig-
nificant impact on the opinions of the other agents in the network
[26]. This trend is evident in social media marketing, economics,
and political campaigns [27]. Moreover, numerous political and
economic entities utilize data mining techniques and social science
principles to strategically engage specific individuals within social
networks, aiming to enhance profit margins [28].

There have been many attempts to study and simulate opinion
control in social networks. The control of the DeGroot model under
the influence of a leader was investigated in [29]–[31]. In [32], the
authors study the optimal placement of control agents in a social
network to influence other individuals to reach a consensus where
the control agents have a fixed common state. Another control
approach using noise to affect the opinions of individuals in the
network was investigated in [33]. A control strategy based on the
degree of connection each agent has shown that it is possible to
drive the overall opinion toward a desired state even if we control
only a suitable fraction of the nodes was presented in [34].

In [35], the control of public opinion using social bots was in-
vestigated. In this approach, an agent’s opinion is modeled as a
static value, based on the approach described by Sohn and Geidner
[36]. The study demonstrates that, depending on the density and
position within the network, a mere 2% − 4% of bots are sufficient
to influence all the opinions in the network.

3 Markov Decision Process

An MDP is a mathematical framework designed to model decision-
making where sequential actions are involved, and the outcomes of
each action are partially random and partially under the control of
the decision-making agent [37]. An MDP was developed to model
decision-making problems where the outputs are probabilistic and
are affected by the agent’s actions. An MDP is modeled by a tuple
(S , A, Pa,Ra) where:

1. States (S ) encapsulate all potential scenarios the agent could
encounter at any given time step.

2. Actions (A) embody all the options or decisions accessible
to the agent in any given state. Agents select an action to
transition from one state to another.

3. Transition probabilities (Pa) specify the likelihood of tran-
sitioning to a new state. These probabilities represent the
dynamics of the environment and determine how the agent’s
actions influence the next state.

4. Rewards (Ra) quantify the desirability of taking a specific
action in the current state. The agent’s goal is to maximize
the rewards it receives to reach its desired goal efficiently.

The goal of an MDP is to have the agent learn a good policy
for decision-making. A policy π(S ) can be defined as a strategy
that maps states to actions, indicating the action the agent should
choose in each state to maximize the agent’s reward and help the
agent reach their goal.
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3.1 Partially Observable MDP

Partially Observable Markov Decision Processes (POMDPs), Figure
1, provide a robust framework for effectively modeling and resolv-
ing decision-making challenges in contexts marked by uncertainty
and partial observability. A POMDP represents a decision-making
scenario for an agent. In this scenario, it is assumed that the sys-
tem’s behavior is governed by a MDP. However, the agent is unable
to perceive the inherent state of the system directly.

Decision-making in real-world environments often involves in-
herent uncertainty and partial observability, where agents lack com-
plete information about the underlying states and face uncertain out-
comes from their actions. The framework of POMDPs is sufficiently
versatile to represent a wide array of sequential decision-making
scenarios encountered in the real world.

In POMDPs, an agent makes decisions based on a belief state (a
probability distribution over all possible states) rather than the ac-
tual state. The agent’s belief state is updated based on the actions it
takes and the observations it receives. The agent’s goal is to choose
actions over time to maximize its expected cumulative reward.

Figure 1: Partially Observable Markov Decision Processes (POMDPs).

3.2 Reinforcement Learning (RL)

One of the most powerful and widely used machine learning tools in
data science is RL. The ability of RL algorithms to learn about the
environment and generate a suitable policy, which can be improved
through trial and error, has made them a popular choice for tasks
such as game playing, autonomous driving, robotics, and resource
management, among others. One of the most essential RL algo-
rithms is the Q-learning algorithm. This can be attributed to the
algorithm’s versatility, simplicity, and robustness.

Q-learning is a model-free RL algorithm, meaning it does not
require knowledge of the environment’s dynamics to generate an
efficient policy for solving the problem. This characteristic makes
the algorithm particularly suitable for problems where a model
of the environment is challenging to obtain or the environment is
non-deterministic.

The essence of Q-learning is learning the action-value function
(Q-function). The Q-function evaluates the value of taking a specific
action in a given state

Q(s, a)← Q(s, a) + α[r + γ maxaQ(s′, a′) − Q(s, a)], (1)

where s represents the agent’s present state, s′ represents the agent’s
next state, and a is the action taken by the agent in the current time

step. The Q-value of the action a for the current state s is denoted
by Q(s, a), which is the state-action value. The reward the agent
receives at each time step is represented by r, and γ is the discount
factor that reduces the value of future rewards over time.

The value Q(s, a), for the current state s, is updated at every
time step based on a blend of the existing value and the equation
that identifies the optimal action in the current state. Initially, the
Q-value table is randomly populated for each state and potential
action. The Q-learning process continues by updating the Q-value
for each state using (1). The policy is then updated using the highest
Q-values for each state-action pair. After the agent performs an
action a in state s, it transitions to the next state s′. This procedure
is repeated multiple times until the overall Q-values reach a point of
convergence [38]. The algorithm for Q-learning is described below.

Algorithm 1: Q-learning for estimating π ≈ π∗

Algorithm parameters: step size lr ∈ (0, 1] ε, γ;
Initialization: Q(s, a) f or all s ∈ S , a ∈ A
for episode← episodes do

initialize s
while not done do

Choose a from s using policy derived from Q (e.g.,
ε − greedy) ;

Take action a and observe the reward r, and next
state s′;

Q(s, a)← Q(s, a)+α[r+γ maxaQ(s′, a′)−Q(s, a)],
s← s′

end
end

The learning rate lr needs to be fine-tuned over time to solidify
the learned policy. Discount factor γ is a numerical value between
0 and 1 that determines the importance of future rewards compared
to immediate ones. If γ is close to 0, then the agent will prioritize
immediate rewards and largely ignore future rewards. However, if γ
is close to 1, then the agent will consider future rewards almost as
important as immediate ones.

4 Problem formulation
Consider a group of n agents interacting in a social media environ-
ment, where agents form and evolve their opinions at each time step
by interacting and exchanging information with other connected
agents.

An independent agent or a group of agents is arbitrarily selected
to control and influence the network to a desired outcome. The
agents can have the same goal and work together to achieve that
goal or they can have different goals and compete for influence in
the network.

4.1 Modeling the Agents

We model n agents as nodes interacting in a multi-agent opinion
dynamics environment. The agents are interconnected via an under-
lying graph G[W], which maps out the relationships between these
agents. The underlying graph G[W] is a directed graph that encodes
the flow of information from one agent to another. Each individual
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i in the network has two states: one state represents the individ-
ual’s expressed opinion ŷi(t), and the second state is the individual’s
private opinion yi(t). Each agent within the network starts with an
initial private opinion, denoted as yi(0), and an initially expressed
opinion, represented as ŷi(0) (for the remainder of this paper, the
terms ’state’ and ’opinion’ will be used interchangeably). The initial
private and expressed opinions of each agent can either coincide
(yi(0) = ŷi(0)) or differ (yi(0) , ŷi(0)). This mirrors real-world
scenarios where individuals may choose to voice their genuine opin-
ions or, due to external influences, conceal their private views by
expressing differing opinions. At every time step t, each individual
i in the network has two choices encoded by the variable α. The
individual can express his/her opinion (αi = 1) or hide the opinion
(αi = 0). If an individual decides to hide his/her opinion, then
the last expressed opinion made by that individual will appear as
his/her current expressed opinion to his/her neighbors. Note that for
control agents α(t) = 1∀t. At every time step, all individuals in the
network, except control agents, update their private opinions using
the following dynamics

yi(t + 1) = λiwiiyi(t) + λi

∑
j,i

wi jŷ j(k) + (1 − λi)yi(0), (2)

where λi ∈ [0, 1] represents the coefficient of susceptibility of agent
i, wi j ≥ 0 represent the weights assigned by agent i to agent j,
wii ≥ 0 represents the weight assigned by agent i to his/her opinion.

The expressed opinion is updated asynchronously, utilizing the
information in the vector α(t) ∈ [0,N]. This vector encodes the
decisions made by each agent at the time step t. If agent i opts to
express their opinion, then the update of their expressed opinion
adheres to the subsequent dynamics

ŷi(k + 1) =

ϕiyi(t) + (1 − ϕi)ŷavg(t) αi = 1
ŷi(t) αi = 0

, (3)

where ϕ represents the resilience of the agent to social pressure and
ŷavg(t) represents social pressure or the prevailing opinion (public
opinion) throughout the network. The average opinion, as observed
by agent i, is given by the following dynamic

ŷi,avg(t) =
∑
j,i

mi jŷ j(t), (4)

where mi j ≥ 0 satisfy
∑n

j=1 mi j = 1. In many instances, wi j and mi j

are not identical. This occurs as an individual’s viewpoint can be
shaped and influenced by a certain group of individuals, all while
concurrently feeling the urge to align with the expectations of the
overall network.

Note that control agents do not follow the same updating dynam-
ics and do not have a private opinion. The expressed opinions of the
control agents are controlled by the Q-learning dynamics based on
the optimal policy learned by the agent.

4.2 Communication Topology

The communication topology for n individuals (agents) can be
represented as a directed graph G = (V,E[W],W), where V =
{v1, . . . , vn} is the set of nodes (which represent agents or indi-
viduals in the network), and E ⊆ V × V is the set of ordered

edges, E = {e1, . . . , en}. Each edge in the network is denoted as
ei j = (vi, v j) ∈ E. With Ni we denote the neighbor set for the agent i
(set of agents connected to the agent i).

The relative influence matrix of the network is modeled by W.
The influence matrix W encodes how much trust or weight each
agent has in the opinions of his/her connected neighbors. It is as-
sumed that the influence matrix is static and connected. However,
the communication network changes at each time step based on the
updating dynamics of the agents in the network.

Each agent can only observe the expressed opinions of other
connected agents. This means that the Q-table depends on the num-
ber of individuals connected to the control agents rather than the size
of the network. The agent can have an idea of the overall opinion
of the network based on the M weight matrix in (4). However, in
this work, we assume that M = W. The observation space depends
on the connections (neighbors) of the control agents. For example,
if the control agent has three connections, the agent will have an
observation space of three expressed opinions, as shown in Figure
2.

Figure 2: Observation of a control agent.

Some key information about the agent can be summed up in the
following table.

Table 1: Agent information.

Action Space Discrete(5)
Observation Shape (number of neighbors,)
Observation High 1.0
Observation Low 0.0

4.3 The Environment Dynamics

The environment is based on the asynchronous and synchronous
expressed and private opinion dynamics model. Consider a con-
nected network of n agents. Let y(t) = [y1, y2, . . . , yn]T ∈ Rn, and
ŷ(t) = [ŷ1, ŷ2, . . . , ŷn]T ∈ Rn be a vector representing the private,
and expressed opinions (states) of all the agents in the network,
respectively. Next, we define Y(t) = [y(t)T , ŷ(t)T ]T , as the vec-
tor of all opinions (states) among the individuals at time step t.
The vector of initial private opinions (prejudices) is defined as
u = [u1, u2, . . . , un]T ∈ Rn. We define M as a matrix that encodes
the weights for calculating social pressure. This matrix can be simi-
lar to the influence matrix M = W (which is followed in this work)
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or it can be different depending on the source of the social pressure
(prevailing opinion in the network).

We use W = [wi j] as the influence matrix of the network which
is a stochastic matrix. We define W̃ = diag(wii) as the diagonal
matrix containing the diagonal values of W which represents the
self-confidence of each agent in the network, and Ŵ as the exact
matrix as W with 0 in its diagonal (ŵi j = wi j for all j , i). The
influence matrix can be rewritten as W = W̃ + Ŵ.

Additionally, we define λ = [λ1, λ2, . . . , λn] as a vector that
encodes the agent’s susceptibility to social influence, while ϕ =
[ϕ1, ϕ2, . . . , ϕn] is a vector that encodes the agent’s resilience to
social pressure. The matrix Λ = diag(λ) is a susceptibility matrix
that encodes the susceptibility of the agents in its diagonal, and the
matrix Φ = diag(ϕ) is a resilience matrix encoding the resilience of
the agents in its diagonal.

We designate α(t) = [α1(t), α2(t), . . . , αn(t)] as a choice vector
of zeros and ones that encode the actions agents have chosen by the
agents at time t, where a zero value indicates that a particular agent
has chosen not to express their opinion at the time step t, and a value
of one signifies the agent’s choice to share their opinion with their
neighbors. Let E = diag(α(t)) be a zero matrix with the choices of
the agents encoded in its diagonal, and T = In − E be an identity
matrix where the value of the activated agents are set to zero.

To demonstrate the dynamics of the system we define Pα(t) and
C as follows

Pα(t) =

[
P11 P12
P21 P22

]
=

[
ΛW̃ ΛŴ
EΦ T + E(In − Φ)M

]
∈ R2n×2n, (5)

C =
[
(In − Λ)

0nxn

]
∈ R2n×n, (6)

where 0nxn is a square zero matrix, and In is the identity matrix.
The dynamics of the environment are updated using the following
equation [

y(t + 1)
ŷ(t + 1)

]
= Pα(t)

[
y(t)
ŷ(t)

]
+

[
(In − Λ)

0nxn

]
u. (7)

This equation can be rewritten as follows

Y(t + 1) = Pα(t)Y(t) +Cu. (8)

The matrix Pα(t) changes with each time step t based on the changes
that occur in the choice vector α(t). Each control agent in the
environment has the following available actions.

Table 2: Action space

Action Opinion value Meaning
0 0.1 Strong disagreement
1 0.3 Slight disagreement
2 0.5 Neutral
3 0.7 Slight agreement
5 0.9 Strong agreement

The following algorithm is used to update the dynamics of the
system at each time step.

Algorithm 2: Step function in system dynamics
time step = time step +1
Agents Activation = random(size=number of agents)
E = diag(Agents Activation)

for i in range(length(control agents) do
E[control agents[i]] = 1
Agents Current Exp Opinions[control agents[i]] =
action values[actions[i]]

T = In − E
P11 = Λ Wwave

P12 = Λ What

P21 = E Φ
P22 = T + E(In − Φ)M
c = (In − Λ) initial private states)

Ypvt = P11 Agents Current Pvt Opinions + P12
Agents Current Exp Opinions + c

Yexp = P21 Agents Current Pvt Opinions + P22
Agents Current Exp Opinions

Agents Current Pvt Opinions = Ypvt
Agents Current Exp Opinions = Yexp
controlling agent observation = []

for agent in control agents do
a = []
for i in control agent observations[agent] do

a.append(Agents Current Exp Opinions[i])
end

end

controlling agent observation.append(a)
check reward(Agents Current Exp Opinions)
check terminal(Agents Current Exp Opinions)

return controlling agent observation, reward, terminal
end

4.4 Reward Function

Every control agent in the network aims to influence the individuals’
opinions to a specific value (opinion). The opinions of the agents in
the network range from 0, which represents strong disagreement, to
1, which represents strong agreement. Let re fi be the opinion goal
or reference of the control agent i.

We define the disagreement d(i, j) between two individuals i,
j as the squared difference between their opinions at equilibrium:
d(i, j) = wi j(y∗i − y∗j)

2, and the total disagreement is defined as
DG =

∑
(i, j)∈V d(i, j), [39].

The overall goal of the control agents is to influence the network
to a predetermined opinion. To encourage the agents to reach their
goal within the desired number of steps, we define Oi(t) as the vector
containing the expressed opinions of the agents connected to agent
i at time step t. The reward function for each control agent is given
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by

ri(t) = −
∑
j∈Ni

(re fi − Oi j(t))2. (9)

The control agent is given an increasingly negative reward for each
connected agent that does conform to the goal opinion to encourage
it to influence as many individuals as possible.

5 Experimental Results

We tested the effectiveness of the RL agent in influencing and
controlling the opinions of individuals in social media networks.
A graph was randomly generated using the Erdos-Renyi random
graphs model, preferential attachment model, or the stochastic block
model. The weights agents assigned to themselves and their neigh-
bors were generated randomly.

The susceptibility and resilience values were randomly gener-
ated to ensure the agent learned under different conditions. Then
one or more control agents were randomly selected to influence the
rest of the network to one specific opinion. At each time step, the
agent observed the expressed state of their connected neighbors and
took action to influence their opinion. The reward was calculated
at each time step to motivate the agent to complete the task in a
timely manner. Note that the agents start with no knowledge of the
underlying network. In addition, the agents do not have any prior
knowledge about other agents in the network.

The agents started with a very high exploration factor ε that
decayed gradually until the value reached 0.01, which means that
the agents reverted to an almost purely greedy algorithm when
choosing their action. The factor ε is decayed by a factor of 0.0001
every episode. The discount factor for the agents was selected as
0.99, which means that the agents developed long-term planning to
achieve their goal rather than focus on immediate rewards.

The agent was trained for 500, 000 episodes, and the reward was
logged for every 1, 000-th episode. Additionally, for every 1, 000-th
episode, we log the episode’s length to measure how fast the agent
completes the assigned task. Figure 3 shows the evolution of an
agent’s learning process, starting with a randomly defined knowl-
edge base and no experience over 250, 000 iterations. The rewards
(orange line) show the 500 rolling average of the rewards for a more
clear illustration.

Figure 3 shows an agent’s learning in a random network. The
agent starts to receive high rewards after 150, 000 iterations. How-
ever, there are still episodes where the control agents struggle to
efficiently control the network due to the difference in agent person-
ality (susceptibility and resilience) or opinions.

Figure 3: Training reward of a control agent over 250,000 training episodes with
data collected every 1,000 episodes.

Figure 4 shows the reward over 250, 000 training episodes with
the reward logged every 1, 000-th training episode and a 500 rolling
average. The agent starts with a large negative reward when they
are exploring ways to influence the network, then the agent starts
getting consistent rewards close to 0, which is the optimal reward,
after 150, 000 training iterations. The figure shows that the agent is
able to influence the system where the reward of the network reaches
0 meaning that the opinions of the agents in the network converge
to the opinion desired by the control agent. However, increasing the
training time after 250, 000 iterations does not have much effect on
the reward received by the agent.

Figure 4: Training reward of a control agent over 250,000 training episodes (with
500 rolling average).

Figure 5 shows the length of every episode and how long the
agent takes to reach an efficient policy. It can be seen that with
more training, the agent can influence the individual’s opinion in a
much smaller period of time. It can also be observed that for the
first 90 training episodes, the agent cannot influence the network in
less than 30 time steps. However, this improves as the agent learns
more techniques to gather influence and control the network more
efficiently. Any training over 150, 000 episodes did not generate
drastically different results.

Figure 6 shows a random group of 4 connected agents interact-
ing in a social media environment with one control agent (Agent
1). The control agent can observe the expressed opinion of the
other three individuals in the network. However, the agent can only
influence two of these individuals (the size of the nodes indicates
the level of influence each individual has). The network shows that
all other agents have more influence than the control agent. The
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agents in the network randomly expressed their opinions at each
time step.

The evolution of opinions of the agents in Figure 6 is observed
in Figure 7. The control agent aims to have all others in the network
reach an opinion value of 0.9 (strong agreement) on the discussed
topic. The control agent changes their opinion to influence the rest
of the group. At the end of the discussion, the other agents in the
network adopt an opinion similar to the goal of the control agent.
Additionally, we can see that occasionally the control agent changes
their opinion to match those of his/her neighbors in order to increase
their overall reward.

Figure 5: Episode length of a control agent over 250,000 training episodes.

Figure 6: A network of 4 agents with one control agent (red) (size of the agent
indicates their connections).

Figure 7: The evolution of private and expressed opinions of a network of 4 agents
with one control agent (red).

6 Conclusion and Future Work
In this paper, we proposed an approach based on RL to solve the
problem of disagreement between agents in multi-agent systems
as well as social network control. To do so we used the expressed
and private opinion dynamics model with asynchronous and syn-
chronous updating dynamics to create an environment that closely
resembles a social media network. Additionally, we used indepen-
dent RL control agents to influence and control the network to a
desired output. The method was validated using a random social
media environment where agents interact and update their opinions
randomly at every time step.

For future work, we are planning to investigate the interaction of
control agents that are working cooperatively in very large networks.
Additionally, we will explore the performance of controlling agents
on evolving networks, and on networks with stubborn agents.
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 In this paper, we delve into the pressing necessity for proficient battery cell balancing, an 
imperative in the context of the escalating adoption of renewable energy and electric 
vehicles. While traditional methodologies, including the passive technique, offer a 
straightforward and cost-effective solution, they compromise on efficiency. The active 
technique, though superior in efficiency, is hindered by its innate restriction of transferring 
energy solely to proximate cells, thus prolonging the balancing process. To address these 
limitations, we introduce a novel near-field coupling method centered on a meticulously 
designed resonant coil with an emphasis on achieving a larger Q-factor, a pivotal factor for 
enhanced battery cell balancing. This augmented Q-factor not only propels our approach 
past the passive method in efficiency but also catalyzes rapid balancing by enabling wireless 
energy transfer to cells regardless of their relative positioning. Validating our theoretical 
insights, we developed physical coil prototypes and adopted a Series-Parallel circuit 
configuration, steered by the resonant coil's Q-factor. Preliminary experiments with three 
batteries substantiate our claim, showcasing that our proposed technique achieves cell 
balancing with approximately double the speed of conventional strategies. 
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1. Introduction   

This paper is an extension of a work originally presented in 
ITC-CSCC 2022 [1]. Through the Paris Climate Change 
Agreement, major countries around the world aim to achieve Net-
zero, setting their carbon emissions to '0' by 2050. Among the 
various policies being pursued by South Korea to achieve these 
goals, the expansion of renewable energy and electric vehicles 
plays a major role [2-3]. Renewable energy serves as an alternative 
to fossil fuels and nuclear power, with solar and wind power at its 
core. However, such energy generation is intermittent depending 
on weather conditions, necessitating the use of an Energy Storage 
System (ESS). The ESS is composed of large-capacity battery 
packs[4], and each of these battery cells demonstrates slight 
discrepancies in the State of Charge (SOC) during manufacturing. 
This deviation tends to increase during charging and discharging 
processes, leading to problems in battery life and efficiency[5-6]. 
Battery cell balancing is a technique used to rectify these issues. 
On the other hand, as the proportion of electric vehicles continues 
to increase globally, a new environmental issue, namely the 
'problem of battery disposal,' has been highlighted [7]. One 
solution to this problem that is actively researched involves 
recycling spent batteries to create ESS [8-9]. In this context, the 

battery cell balancing technology is recognized as playing a crucial 
role in maximizing the efficiency and lifespan of ESS. 

However, the conventional battery cell balancing, as discussed 
in Section 2, has limitations. As the proportion of renewable 
energy and electric vehicles continues to expand, there is a 
growing need for faster and more efficient battery cell balancing 
techniques. Therefore, in this paper, we propose a novel battery 
cell balancing method and evaluate its performance. 

2. Conventional Battery Cell Balancing 

Traditional cell balancing can be divided into passive battery 
cell balancing and active battery cell balancing. The passive type 
connects resistors to the battery to expend energy for balancing, 
while the active type connects capacitors, inductors, or 
transformers to the battery to transfer energy to adjacent batteries 
for balancing [10-13]. 

2.1. Passive Battery Cell Balancing 

 The passive type, which exhausts energy from the batteries 
with resistors, is based on the battery with the lowest State of 
Charge (SOC). This method is widely used due to its simple circuit 
and low cost. However, it has several drawbacks: it wastes energy 
leading to low efficiency, it generates heat making it prone to fire, 
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and it can't perform balancing during discharge operation. 
Therefore, it is not suitable for high-efficiency battery cell 
balancing. Figure 1 (a) illustrates a switching shunting resistor 
method of the passive type, where all switches are controlled 
identically or individually depending on the SOCs of the batteries. 

2.2. Active Battery Cell Balancing 

The active type transfers energy from cells with a relatively 
high SOC to those with a lower SOC. While it's more efficient than 
the passive type, its circuit is complex, control is difficult, and it 
only allows balancing between adjacent cells, which slows down 
the balancing speed. Hence, it is not suitable for high-speed battery 
cell balancing. Figure 1 (b) shows a switching capacitor method of 
the active type. This method is a simpler and cheaper option within 
the active type, but if the cells with the highest and lowest SOCs 
are assumed to be at the ends of the circuit, more switches need to 
be controlled, leading to a longer time needed for balancing. Other 
methods to overcome this issue have complicated circuit 
configurations or high costs. 

 
(a) passive type 

 
(b) active type  

Figure 1: Conventional battery cell balancing 

2.3. Proposal Battery Cell Balancing 

As such, conventional battery cell balancing methods are not 
suitable for high-speed, high-efficiency applications due to their 
respective disadvantages. Table 1 summarizes the characteristics, 
advantages, and disadvantages of typical conventional battery cell 
balancing methods. It shows that passive type is not suitable for 
high efficiency, and active type is not suitable for high speed. 
Therefore, a novel battery cell balancing method, which is more 
efficient than the passive type and faster than the active type, is 
needed to overcome the disadvantages of conventional methods. 
This paper proposes a novel battery cell balancing method that uses 
near-field coupling for balancing. 

Table 1: Summary of  typical conventional battery cell balancing 

category passive type active type 

method shunt 
resistor 

switching 
 resistor 

switching 
capacitor  inductor Proposal 

devices used n resistors n switches 
and resistors 

n-1 
capacitors 

and 2n 
switches 

PWM 
N+1 coils 

and N 
Rectifiers 

advantage simple circuit and  
low cost 

simple 
circuit and 
low cost 

reasonable 
balancing 

speed 

Fast 
balancing &  
Reasonable 
efficiency 

disadvantage low efficiency and  
safety issue 

slow 
balancing 

speed 

low 
efficiency & 

high cost 
high cost 

3. Near-Field Coupling Battery Cell Balancing 

The new battery cell balancing method proposed in this paper 
utilizes 'Near-Field Coupling'. This method enables selective cell 
balancing by transmitting energy to specific cells. 'Near-Field 
Coupling' is a method of transmitting energy between objects in 
close proximity using a magnetic resonance method. The 
resonance frequency selected for this method is 13.56MHz in the 
ISM band (Industrial Scientific Medical Band). Figure 2 illustrates 
the circuit of the proposed method. When the State of Charge 
(SOC) of battery B1 is lower than that of B2 and B3, the 
transmitter's capacitor is variably adjusted to achieve impedance 
matching with the receiver of B1's battery. The energy 
transmission continues until the SOC of B2 and B3 matches that 
of B1. 

 
Figure 2: Proposed battery cell balancing with using near-field coupling 

This proposed method is more efficient than the conventional  
passive type. The passive type consumes energy, leading to low 
efficiency, particularly because the balancing is based on the 
battery with the lowest SOC. However, the proposed method is 
more efficient because it supplements energy rather than wasting 
it. The energy efficiency of wireless power transmission can be 
divided into transmitter efficiency, receiver efficiency, and coil 
efficiency. With the transmitter efficiency being less than 80%, 
receiver efficiency at 95%, and coil efficiency less than 85%, the 
combined overall efficiency can reach approximately 64.6%[14-
15]. This makes the proposed method more suitable for high 
efficiency than the passive type. 

Additionally, the proposed method is faster in balancing speed 
than the active type. The primary reason for the slower balancing 
speed of the active type is because it can only transfer energy to 
adjacent batteries. On the other hand, our proposed method allows 
energy transfer even to relatively distant cells by variably adjusting 
the transmitter's capacitor to achieve impedance matching with a 
specific receiver. This results in a faster balancing speed than the 
active type. 

 

http://www.astesj.com/


J. Jeon et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No.5, 70-76 (2023) 

www.astesj.com     72 

4. Impedance Matching 

Impedance serves as a measure of electrical flow resistance, 
and impedance matching refers to all methods aimed at reducing 
reflection caused by differences in impedance between the input 
and output terminals. That is, the more closely the impedances of 
both terminals are matched, the more the reflection due to the 
impedance difference reduces, leading to less energy loss and 
higher efficiency[16]. Such impedance matching techniques 
enable selective cell balancing. By designing so that the impedance 
matches with a specific battery and differs from other batteries, it 
is possible to deliver energy only to the desired cells. The proposed 
method to implement this involves differentiating the mutual 
inductance and coupling coefficient between the transmitter and 
each receiver depending on the location of the receivers, based on 
the transmitter. This leads to unique impedance differences, 
enabling the selection of specific receiver cells. 

4.1. Mutual Inductance 

Mutual inductance is a value that represents the magnetic field 
interaction between two coils. As shown in Figure 3, When the 
current flowing through a coil changes, the magnetic field passing 
through that coil also changes.  

This change induces an electrical change in an adjacent coil, 
and this interaction is referred to as mutual inductance. This varies 
according to distance, coil orientation, and position, leading to 
each battery cell having a unique value. 

4.2. Coupling coefficient 

The coupling coefficient is calculated using the mutual 
inductance and the inductance of the coil itself, and represents the 
efficiency of energy transfer between two coils. The higher the 
coupling coefficient, the higher the energy transmission efficiency, 
so it's crucial to adjust the coupling coefficient appropriately. This 
also varies according to cell distance, similar to mutual inductance. 

 𝑘𝑘 =  𝑀𝑀
�𝐿𝐿1𝐿𝐿2

 (1) 

Through such impedance matching, the energy transmission 
efficiency between battery cells can be increased, and based on 
this, efficient cell balancing can be implemented. 

 
Figure 3: Mutual inductor circuit 

5. Transmitter and Receiver Coil Design 

Coil patterns can be designed in various forms such as square, 
circular, or hexagonal. However, in this study, we used the square 
pattern for easy modeling, based on the previous research which 

states that the difference between patterns is not significant at the 
frequency of 13.56MHz utilized in this research[1]. Furthermore, 
we decided on an LC circuit configuration suitable for selective 
battery cell balancing according to the Q-factor. 

5.1. Q-factor 

As shown in Figure 4, the Q-factor, defined by equation (2), 
represents the ratio of the resonance frequency 𝜔𝜔0  to the 3dB 
bandwidth, defined as the difference between the higher frequency 
𝜔𝜔ℎ  and the lower frequency 𝜔𝜔𝑙𝑙 , situated 3dB below 𝜔𝜔0 . For 
effective cell balancing application, a sufficiently large Q-factor is 
indispensable, signifying reduced insertion loss at specific 
frequencies and significant increase in insertion loss with minor 
frequency deviations. This narrow bandwidth impedance matching 
is vital for the proposed selective cell balancing approach. 
Analyzing equations (3) and (4), it's evident that for a consistent 
resonance frequency, a series LC circuit demands a larger 
inductance for a heightened Q, while a parallel LC circuit requires 
a smaller inductance for the same effect. 

Given the physical constraints like battery size and coil 
diameter, the receiver coil was designed with a parallel 
configuration, where a reduced inductance yields a higher Q. 
Conversely, to ensure efficient energy transmission via impedance 
matching, the transmitter coil, designed in a series configuration, 
incorporates a larger inductance for an enhanced Q. This 
culminated in the LC circuits for both transmission and reception 
units being structured as Series-Parallel (SP). 

𝑄𝑄 =  𝜔𝜔0
𝜔𝜔ℎ − 𝜔𝜔𝑙𝑙

 (2) 

 𝑄𝑄(𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝐿𝐿𝐿𝐿)  =  𝜔𝜔0
2𝑊𝑊𝑚𝑚
𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

 =  𝜔𝜔0𝐿𝐿
𝑅𝑅

 =  1
𝜔𝜔0𝑅𝑅𝑅𝑅

 (3) 

 𝑄𝑄(𝑠𝑠ℎ𝑢𝑢𝑢𝑢𝑢𝑢 𝐿𝐿𝐿𝐿)  =  𝜔𝜔0
2𝑊𝑊𝑚𝑚
𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

 =  𝑅𝑅
𝜔𝜔0𝐿𝐿

 =  𝜔𝜔0𝑅𝑅𝐿𝐿 (4) 

 

Figure 4: Q-factor in resonance circuit 

Building on the crucial role of the Q-factor, the transmitter was 
crafted with an increased inductance, embodying a series LC 
circuit, fine-tuned for selective cell balancing. In parallel, the 
receiver was architected with diminished inductance, aligning with 
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a parallel LC circuit, to cater to the same balancing purpose. 
Factors like pattern spacing, internal and external diameters, and 
thickness play pivotal roles in determining coil inductance. For 
instance, in Figure 5, pattern spacings for the transmitter and 
receiver coils were fixed at 1mm and 2mm respectively, echoing 
past research indicating augmented inductance with reduced 
spacing. Coil measurements in this study were not merely based 
on theoretical derivations; instead, they were corroborated through 
actual coil measurements and simulations, ensuring accuracy by 
accounting for potential production discrepancies. 

5.2. Coil Design 

By leveraging the Q-factor, it was ascertained that the 
inductance of the transmitter coil can be designed to be larger, 
ensuring that the serial LC circuit configuration is suitable for 
selective cell balancing. Conversely, by designing the inductance 
of the receiver coil to be smaller, it was confirmed that the parallel 
LC circuit configuration is suitable for selective cell balancing. 
Figure 6 presents the blueprint of the transmitter and receiver coils 
designed using 3D EM Simulation, as well as the fabricated PCB. 
(a) Represents the transmitter coil, and (b) represents the receiver 
coil. 

The inductance of the coil is determined by various variables 
as shown in Figure 6, and the inductance changes even if only one 
of these conditions changes. The smaller the pattern spacing 's' of 
the transmitter and receiver coil, the larger the inductance; 
therefore, the transmitter was designed with 1mm and the receiver 
with 2mm. Similarly, the smaller the internal diameter 'Di', the 
larger the inductance; thus, the transmitter was designed with 1mm 
and the receiver with 5mm. As can be seen from Figure 6, 
considering the size of the battery, the receiver's outer diameter 
'Do' was 20x19mm, while the transmitter, considering the size of 
the receiver, was 81x31mm. The thickness 'w' was designed to be 
the same at 1mm. There are various papers that infer inductance 
values using these variables[17-18], but in this paper, the 
inductance is inferred by comparing the actual measurement 
results of the coil with the simulation. 

5.3. De-embedding 

Circuits that use RF (Radio Frequency), such as 13.56MHz, 
cannot be measured for voltage and current like normal circuits. 
This is because as the frequency increases, the size of the 
wavelength decreases, and the voltage and current measurement 
values change depending on the circuit location. Therefore, RF 
circuits should use S-parameters, which interpret the circuit as a 
ratio of output voltage to input voltage, and in this paper, the 
proportion of the input signal reaching the output port was 
measured for efficiency verification. 

 
Figure 5: Coil variables 

 
(a) transmitter coil 

 
(b) receiver coil 

Figure 6: Transmitter and receiver coil designed using 3D EM Simulation, as 
well as the fabricated PCB 

To measure S-parameters, an NA(Network Analyzer) was 
used. For the accuracy of the measurement results, the NA's own 
calibration function is used to remove error components, and there 
are standardized methods such as SOLT(Short, Open, Load, 
Through), TRL(Through, Reflect, Line). In this paper, an SOLT 
calibration kit was used, and components such as phase delay that 
are not removed by general correction should be further corrected 
through de-embedding. De-embedding is not a standardized 
method like ordinary correction, so it must be conducted according 
to the research environment. When the circuit in the open state is 
represented as a Smith chart, it is indicated in the center to the right 
like the red dot in Figure 7, and the degree of phase delay can be 
understood by arbitrarily opening the fabricated transmitter and 
receiver PCB coil and comparing it with the measurement. The 
transmitter and receiver PCB coil data measured with the NA was 
adjusted in the simulation so that the electrical length of the ideal 
Transmission Line came out as in Figure 7. Figure 8 shows the 
result, with the blue plot being the result measured with the NA 
and the red plot being the result adjusted for electrical length. 
Figure 9 is the result of the transmitter and receiver de-embedding, 
and including up to the transmission line, it becomes an inductor 
model with phase delay removed. (a) is the result of transmitter de-
embedding with an electrical length of –17.4° at 1GHz. (b) is the 
result of receiver de-embedding, changing the electrical length to 
–18.5°. Therefore, by applying the electrical length obtained 
through the de-embedding of the transmitter and receiver to the 
measurement results, accurate results with phase delay removed 
can be obtained. 
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Figure 7: Open circuit on Smith chart 

5.4. Inductance inference 

Figure 10 shows the results of comparing the corrected 
measurement results through the transmitter's de-embedding, 3D 
EM Simulation, and Schematic 2600nH. By comparing the phase 
using the s-parameter and Smith chart, there was an error of less 
than 3% at 13.56MHz, which makes it possible to represent the 
coil with one inductor of the Schematic. The receiver was 
compared with 130nH, and the results were similar to the 
transmitter. Figure 10 shows the results of comparing the 
measurement results of the LC circuit determined through 
modeling of the transmitter and receiver and the inferred LC 
circuit. The schematic circuit of the resonant circuit in this 
application is shown in Figure 11. 

 
(a) impedance of transmitter on Smith chart 

 
(b) Impedance of receiver on Smith chart 

Figure 8: Transmitter and receiver coil open state measurement results(blue)  
electrical length adjusted results(red) 

 
(a) Transmitter coil 

 
(b) Receiver coil 

Figure 9: De-embedding of transmitter/receiver coil 

 
Figure 10: Transmitter de-embedding, 3D EM Simulation and Schematic 

2600nH comparison results, error of less than 3% at 13.56MHz 

 
Figure 11: The schematic of measured resonance coils 

 

Figure 12: Cell balancing measurement set-up 
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5.5. Cell balancing measurement 

Figure 12 shows an experiment with three battery cells with the 
proposed near-field coupling. One of the three cells has less charge 
than the other two. Figure 13 compares the regular balancing 
results with the balancing results obtained by implementing Near-
Field Coupling using the coils and inferred capacitance modeled 
through this paper. The X-axis is time and the Y-axis is the voltage 
difference with the reference battery. The red graph represents the 
regular balancing results, and the blue graph represents the 
balancing results with added Near-field. Assuming that balancing 
was successfully achieved when the voltage difference with the 
reference battery decreased to less than 1%, the regular balancing 
took about 248 minutes, while the balancing with added Near-
Field took about 121 minutes, nearly twice as fast as the former.  

 
Figure 13: Cell voltage difference with and without near-field coupling 

6. Conclusion 

Our study confirmed that configuring the transmitter with a 
serial LC circuit and the receiver with a parallel LC circuit, as 
determined through the Q-factor, is more suitable for selective 
battery cell balancing. The coil of the receiver was constructed 
taking into account the battery size, which consequently 
determined the size of the transmitter coil. After the coil 
construction, uncorrected parasitic components were eliminated 
through additional correction processes such as de-embedding. 
Additionally, the electrical length of the transmitter coil's t-line 
was adjusted to -17.4° at 1GHz and the receiver coil to -18.5° to 
remove phase delay. 

A comparison of the more accurate measurement results 
obtained through de-embedding, 3D EM Simulation, and 
Schematic with the s-parameter and Smith chart revealed less than 
3% error at 13.56MHz. As the Schematic was compared using a 
single inductor, it was confirmed that the coil to be produced could 
be represented by a single inductor. Accordingly, we inferred that 
the transmitter coil was 2600nH and the receiver coil was 130nH. 
A simple test of cell balancing with three battery cells using the 
proposed method confirms that cell balancing is achieved 

compared to no cell balancing. The results of this experiment 
confirm that there is not enough unwanted coupling between the 
coils 
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 Many designs for robot arms exist. Here we present an affordable revolute arm, capable of 
executing simple pick-and-place tasks. The arm employs a double parallelogram structure, 
which ensures its endpoint angle in the plane of the upper arm remains fixed without the 
need for additional actuation. Its limbs are fabricated from circular tubes made from bonded 
carbon fiber, to ensure low moving mass while maintaining high rigidity. All custom 
structural elements of the arm are produced via 3D printing. We employ worm-drive DC 
motor actuation to ensure that stationary configurations are maintained without the 
necessity of continuous motor power. Our discussion encompasses an analysis of the arm's 
kinematics. A simulation of the arm's operation was carried out in MATLAB, revealing key 
operational metrics. In conclusion, we achieved extrinsic endpoint position tracking by 
implementing its inverse kinematics and PID control using a microcontroller. We also 
demonstrate the arm's functionality through simple movement tracking and object 
manipulation tasks. 
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1. Introduction  

1.1. Extension of previous work 

This paper builds upon work on a prototype 2D planar arm first 
published in the proceedings of the 2022 International Conference 
on System Science and Engineering (ICSSE) [1]. We explicitly 
highlight the extensions of previous work and novel contributions 
of this study at the beginning of the discussion section.  

1.2. Overview 

Brought about by a combination of a dwindling agricultural 
workforce and advancements in robotics technology, the 
deployment of robots for harvesting fruits and vegetables has 
become an increasingly important area of development [2]. As a 
result, there is a growing demand for low-cost robots to not only 
reduce the cost of harvesting but also to address the shortages in 
agricultural workers willing to perform the task.  

As a typical application area, we consider the development of 
robotic arms designed to harvest berries from plants. For such an 
application, robotic arms are normally attached to a computer-
controlled mobile robot base. These systems typically operate in 
structured environments, such as greenhouses, and must 
autonomously identify, pick, and collect ripe berries. The design 

of suitable robotic arms involves trade-offs, as multiple 
requirements need to be met [3]. 

1.3. Requirements 

To offer a realistic alternative to employing human workers, 
any useful arm design needs to perform its picking tasks effectively 
with no greater, and preferably lower, overall operating costs. 
Therefore, keeping the cost of arm construction low is an important 
design consideration. 

In terms of performance, the workspace of the arm must be 
sufficient for it to reach the berries chosen for picking, and it must 
be able to do so with reasonable accuracy (of the order of 
millimeters). Ideally, it should accomplish this with minimal 
correction during movement, avoiding the need for visual servoing 
[4]. The arm must also generate sufficient force to hold and operate 
a suitable end effector mechanism to pick the berries. Pulling off a 
raspberry can require up to 10N [5], although alternative removal 
techniques, such as cutting, are also viable [6]. Force generation 
requirements place demands on the joint torques needed, as well 
as on the stiffness and strength of the arm structure. Clearly, a 
balance must be struck between arm link length and stiffness, 
given that arm stiffness decreases rapidly as a function of link 
length. 

The actuation and control mechanisms of the arm should 
prioritize power efficiency, as mobile picking systems generally 
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operate from batteries. To address limitations in the use of 
batteries, researchers are exploring the possibilities of harnessing 
solar energy to recharge the batteries when daylight conditions 
permit [7]. 

The arm must ensure safe operation in the proximity of people 
and guidelines for safe robot operations are specified by the ISO 
10218 standard [8]. To do so, it must effectively manage 
occasional, inevitable collisions with items in its environment, 
which could include greenhouse plant support infrastructure or 
even curious human workers standing too close to the robot. 
Paramount attention must be paid to this issue, to prevent any 
injury or damage resulting from inadvertent collisions. 

Several strategies can facilitate safe robotic arm operation. One 
approach involves building inherent compliance into their designs 
[9,10]. One such design, the Gummiarm, achieves this by making 
use of compliant non-linear tendons driven by Dynamixels  
[11,12]. However, incorporating passive compliance can often 
compromise performance.  

Another way to enhance robot safety is to limit the arm’s 
kinetic energy due to movement. This can be achieved by 
restricting the maximum operational speed and ensuring the arm 
has a lightweight structure, thereby reducing potential damage 
arising from a collision. 

1.4. Collaborative robots 

Much work has been carried out to make industrial robots safe 
around people [13–15]. A collaborative robot, (also known as a 
cobot), is a specialized robot, engineered to work in tandem with 
humans within a shared workspace. 

Cobots are often equipped with an array of sensors, including 
cameras, force sensors, and proximity sensors, which enable them 
to sense and interact with their surroundings. These sensors allow 
cobots to identify human presence, avert collisions, and react to 
environmental changes. Furthermore, cobots incorporate safety 
features, such as force-limiting and speed-limiting controls, which 
contribute to accident prevention and the protection of human co-
workers. A popular safety strategy employed in cobots, is to 
monitor their force generation [16]. If force levels exceed expected 
task values, the robot identifies this anomaly as a probable fault 
condition and safely deactivates the robot in a controlled manner.  

Numerous companies, researchers, and engineers have 
embraced the cobot concept. Universal Robots, a Danish company, 
was among the first to introduce a cobot, and Rethink Robotics was 
also an early pioneer in the cobot domain. Cobots are gaining 
traction across a broad spectrum of industries, including 
manufacturing, logistics, and healthcare. 

1.5. Lightweight arms 

Several lightweight arms are commercially available. The 
Barrett WAM, popular among researchers, features low weight 
and employs a cable drive. Its actuation exhibits very low backlash 
and low friction, while the arm itself demonstrates a low effective 
mass  [17].  

The ANYpulator is another example of a lightweight robotic 
arm. It employs force control and utilizes lightweight carbon fiber 
links in its construction to minimize moving mass [18].  

The DLR lightweight robot provides another example of high-
quality arms capable of safe operation [15]. Kuka has 
commercialized its design, which also serves as the basis for the 
Franka Emika arm [19]. 

1.6. Existing low-cost robots 

Most of the commercially available robots mentioned earlier 
are quite expensive. However, several low-cost robotic arm 
designs also exist. For instance, Reachy employs off-the-shelf 
components and fully 3D-printed limb sections [20].  

The BioRob-Arm [21] is a lightweight design that utilizes 
compliant actuation. It is based on an antagonistic, series-elastic 
actuation that employs cable transmission [22].  

Another compliant, 7-DOF (Degrees of Freedom) robotic arm 
was developed at Stanford University. To keep costs down, the 
design makes use of stepper motor drive and adopts series-elastic 
transmission in the lower arm and base. It adopts Dynamixels for 
actuation in the remaining three [23]. 

More recently, the Berkeley Blue 7-degree-of-freedom arm has 
been developed with the intention of making a low-cost, force-
controlled robot available to the wider AI community [24]. 

2. Arm design 

2.1. Design and construction overview 

In this section, we focus on designing a lightweight arm driven 
by worm-gear motors, via HTD 5M x 15mm wide timing belts, 
enabling it to maintain static configurations without requiring 
constant motor power. The arm design is based on a revolute 
configuration. See Figure 1 for a photograph of the arm, Figure 2 
for a close-up of the pulley actuation, and Figure 3 for labelled 
schematics indicating important parts of the robot design.  

The design of the arm was carried out using Autodesk Fusion 
360. To ensure minimal weight, the upper and lower parallelogram 
arm sections employed carbon fiber tubing, with dimensions of 
16x14mm in diameter and 250mm in length.  

All parts that were custom-designed were initially exported in 
the STL file format, subsequently sliced employing Ultimaker 
Cura software, and 3D printed utilizing PLA+ material with a 
Creality CR-6 SE printer. To optimize stiffness and strength, arm 
joint components were printed with a 100% infill [25]. Additional 
components were printed with a 35% infill to strategically 
minimize their moving mass. Keeping the weight of the 
components low was particularly important for the upper arm 
mechanism support pillars, as they rotate during the operation of 
the arm. 

Loctite Precision superglue was used to attach the carbon fiber 
tubes to their corresponding 3D printed PLA+ parts. 

2.2. Rotary base 

The first arm joint is achieved using a platform that rotates 
around a vertical axis. This platform supports a planar arm 
mechanism, which provides an additional two degrees of freedom.  

The top of the rotary base assembly is fabricated from plate 
sections. These are both 20mm-thick and are 3D-printed.  They are 
supported by two side pillars resting on a single, similarly thick 
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3D-printed base plate. These components are secured together 
using four long bolts. The top two base plates tightly secure a deep 
groove ball bearing in place. It has a large internal bore of 50mm 
to accommodate a 3D-printed shaft, which passes through the 
bearing. The shaft is affixed to the bearing assembly, using a 3D-
printed clamping collar. This provides the shaft with radial and 
axial support. The collar incorporates an integrated 40-tooth HTD 
5M x 15mm timing pulley. The shaft represents the arm's first 
degree of freedom. The upper end of the main shaft features a flat 
plate with mounting holes, so the upper arm assembly can be 
bolted onto it. 

 
Figure 1: 3 DOF worm-gear motor robotic arm. The base mechanism serves as the 
initial rotational joint of the arm. Incorporating two degrees of freedom (2DOF), the 
upper segment adopts a parallelogram design. 

The main shaft timing pulley on the collar is driven by a timing 
belt. A worm-gear motor, fitted with a smaller aluminum 24-tooth 
HTD 5M x 15mm timing pulley, drives the other end of the timing 
belt in order to rotate the shaft (Figure 2B). The motor itself is 
located on the lower base plate. 

2.3. Two-degrees of freedom parallelogram design 

The upper part of the arm mechanism is mounted on the main 
axis and is rotated by the base assembly, as depicted in Figure 3. 
Its design incorporates a mechanism to maintain the orientation of 
the endpoint in the plane of the upper arm, eliminating the need to 
control this linkage explicitly. 

The main upper arm link L2 is supported and driven by a 3D-
printed component that incorporates a 40-tooth HTD 5M x 15mm 
wide timing pulley. The component incorporates 2 x 8mm ball 

bearing races and is located on the main 8mm-diameter 
parallelogram mechanism shaft.  

 
Figure 2. Close-up view of the rotating base platform mechanism. Panel A: Front 
view of the pulleys drive connected to the parallelogram arm mechanism. Panel B: 
The horizontal pulley drive for J1 for the first rotary axis of rotation. Panel C: Rear 
view of the parallelogram pulley drive showing worm-gear motors. 

 The secondary upper arm link arm is supported and driven by 
a 3D-printed mini-arm component, which also incorporates a 40-
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tooth HTD 5M x 15mm wide timing pulley. This component also 
incorporates 2 x 8mm ball bearing races and is likewise located on 
the main 8mm-diameter parallelogram mechanism shaft. 

 
Figure 3: Robot viewed from the side. Panel A: Depicts the main components 
of the base and upper parallel arm links. Panel B: Shows the passive arm 
components and drive belts for the main arm. Panel C: Highlights the locations 
of the bearings, motors, and encoders. 

The lower link L3 is driven by the main arm link L2 and 
secondary link L2 via custom made 3D-printed joint components 
(see Figure 3A). 

To maintain the consistent orientation of the final arm link 
(wrist link L4), and consequently the endpoint, within the plane of 
the parallel arm mechanism, a passive orientation system is 

strategically situated behind the main arm. This ensures stable 
positioning and alignment throughout the operational movements 
of the arm mechanism. This additional parallelogram structure 
makes use of solid 8mm diameter carbon fiber rods in its 
construction. Figure 4A illustrates the endpoint alignment rocker 
mechanism, and the endpoint alignment mechanism and end-
effector attachment point are shown in Figure 4B. This 
configuration enables the planar arm mechanism to preserve the 
endpoint orientation angle within the plane of the parallel arm 
without necessitating additional explicit actuation. As a result, the 
upper arm demands only two actuators for control, instead of three. 

 
Figure 4: Panel A: The 2D upper arm features an endpoint alignment joint 
component located at the elbow. Panel B: The endpoint orientation mechanism. A 
dovetailed profile at the lower end of the last limb segment provides a connection 
point for end effectors. Here, a round knob is attached for safe demonstration 
purposes. Panel C: Simple commercially available RC-servo gripper mechanism 
attached to arm to demonstrate pick-and-place operations. 

2.4. Arm joint components 

The arm design relies on the use of joints, which utilize 
miniature ball-races to minimize friction. Figure 5 shows arm joint 
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components and their assembly is depicted in Figure 6. Each fork 
utilizes two lightweight aluminum flanges to support a shaft 
passing through the bearings, making use of the enhanced 
mechanical properties of aluminum compared to plastic. A long 
M3 screw is used as the joint shaft and is held in its support fork 
by means of a nylon insert hex locknut. Washers are strategically 
positioned on the screw shaft to achieve joint clearance between 
the joint bearing and the aluminum flanges. 

 
Figure 5: Components of the arm joints. The bearing component on the right-hand 
side hold miniature ball bearing races with a 3mm internal diameter.  An M3 bolt 
is used as the joint shaft. When assembled, the joint bearing component locates 
between the two-sided support, illustrated on the left. This employs aluminum 
guides to hold the shaft. Washers are used to obtain suitable joint clearance. 

 
Figure 6: 2D Arm joint mechanism. Fundamental to the arm mechanism design, 
the arm joints utilize small ball bearings to ensure high precision and low friction 
operation. 

2.5. Actuation using worm-drive motors  

We utilize worm-gear motors for the arm's actuation. Opting 
for brushed worm-drive DC motors proves advantageous in 
constructing a robust servo drive system due to their wide 
availability, cost-effectiveness, and capacity to deliver high torque. 
Furthermore, the inherent non-back drivable characteristic of these 
drives guarantees the maintenance of a static joint configuration 
without necessitating continuous motor power [26].  

The selected worm-gear motors run from a 24V supply, 
drawing up to 1A under full load. The worm gearing achieves a 
rotary speed reduction of 280, and the motor units achieve an 
unloaded output shaft speed of 28 RPM and an operational torque 
of 5Nm. These motors are equipped with Hall sensor encoders, 
located at the back, which deliver 11 pulses per revolution. This 
configuration allows the motor output shaft angle to be estimated 
with high accuracy and an output angular resolution of 3080 pulses 
per revolution was achieved. This figure can also be quadrupled 
further by utilizing the pulse edges. 

As previously described, the motor output shafts are connected 
to the arm joints' drive axes utilizing 24-tooth HTD 5M x 15mm 
timing pulleys. The maximum angular speed of each driven joint, 
when using the selected worm-gear motors, is dictated by both the 
maximum motor rotational speed, converted from RPM to radians 
per second, and the mechanical advantage offered by the pulley 
drive. Consequently, given that all robot axis joints employ 
identical pulley ratios, the following value is obtained: 

𝜔𝜔𝑚𝑚𝑚𝑚𝑚𝑚 = 28 ∗  �
24
40
� ∗ �

2𝜋𝜋
60
� = 1.76 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅−1 (1) 

The maximum joint torque that can be achieved is given by the 
maximum continuous torque motor scaled up by the mechanical 
advantage of the pulley drive: 

𝜏𝜏𝑚𝑚𝑚𝑚𝑚𝑚 = �
40
24
� ∗ 5 = 8.33 Nm (2) 

 The robot arm incorporates three worm-drive motors in total. 
The main vertical revolute joint axis assembly, which integrates a 
3D-printed timing pulley, is actuated by the first worm-gear-driven 
timing belt assembly. Moreover, two additional worm-drive 
motors mount within the pillars of the rotating vertical axis 
platform. The second joint motor engages a pulley to drive the 
main upper arm parallelogram arm link, while the third engages a 
timing pulley within the secondary arm drive link. Figure 2 
illustrates the worm-drive motors, pulleys, and timing belts on the 
physical robot. 

3. Gripper end effector for the arm 

3.1. Gripper designs 

Grippers are crucial end-effectors for robotic arms, enabling 
them to execute a myriad of tasks. Numerous designs have been 
proposed [27,28].  They are also an integral component of robotic 
harvesting technologies [29,30]. In addition to gripper designs that 
utilize hard materials, there is a significant contemporary interest 
in using soft materials for gripper construction [31,32].  

3.2. RC servo operated gripper  

Although pneumatic operation can offer a high-power density 
and a clean method of actuation for grippers, we chose to use RC 
servo actuation for easier integration into the current system. To 
demonstrate straightforward pick-and-place procedures with the 
arm, we affixed a low-cost, commercially available aluminum 
alloy RC-servo gripper mechanism to the arm via its dovetail 
connection point (refer to Figure 4C). This lightweight gripper 
assembly, weighing 160g, is capable of supporting simple pick-
and-place tasks under direct human operator control. 
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We also designed and built a prototype RC servo-driven 
gripper with soft Ninja Flex cups at the ends of its fingers, 
specifically for assisting in gripping berries (refer to Figure 7). 
This gripper is lightweight, weighing 202g, and is attached to the 
arm through its dovetail connection point. We utilized this gripper 
to showcase the robotic arm's ability to detach berries from an 
artificial raspberry bush [33]. Refer to the results section for links 
to YouTube videos demonstrating the operation of both grippers. 

 

 
Figure 7. PLA+ 3D printed RC servo actuated gripper with soft Ninja flex endpoint 
cups. The gripper is shown in open (panel A) and closed (panel B) configurations. 

4. Forward kinematics 

4.1. Kinematic analysis of the arm 

In robotic arms that operate with actuators capable of torque 
control, the examination of arm dynamics is an important and 
valuable exercise. In our design, we utilize worm-drive motors. 
Due to the high levels of friction introduced by this type of drive 
mechanism, which essentially results in a non-back-drivable 
system, worm drive motors are not conducive to building systems 
that effectively implement torque control. As a result, in our 
design, we do not employ torque control for the motors. Instead, 
we directly implement kinematic positional control of joint angles. 

For this reason, our analysis focuses on the forward and inverse 
kinematics of the mechanism as well as the Jacobian-based 
relationships between motor rotational velocity and endpoint 
velocity. Additionally, since the arm is lightweight and operates at 
a relatively slow speed, we also present an analysis of static force 
relationships using the Jacobian transpose. 

4.2. Denavit-Hartenberg  

Numerous textbooks on robotics offer kinematic analyses of 
arm structures [34–36]. For reader convenience, here we provide 
straightforward derivations. 

Figure 8 illustrates the structure of the four links within the 
arm. While a straightforward derivation of the kinematics from the 
arm's geometry is possible, we have chosen to employ classical 
Denavit-Hartenberg (DH) analysis, a method often adopted in the 
field of robotics. Figure 9 displays the appropriate frames for DH 
analysis. The corresponding DH table for the arm are presented in 
Table 1 and the operating range limits of the robot joints are also 
included. 

 
Figure 8: Default configuration. 

Table 1: Denavit-Hartenberg parameters for the arm mechanism  

Link Angle 
θ [°] 

Min    
θ [°] 

Max   
θ [°] 

Angle 
α [°] 

Radius a 
[mm] 

Offset 
d [mm] 

1 θ1 -45° 45° 0 0 300 
2 θ2 35° 145° 0 300 0 
3 θ3 -145° -35° 0 300 0 
4 θ4 -110° 110° 0 175 0 
 

4.3. Forward kinematics 

The homogeneous transformation matrix for a classical DH-
frame is given by the expression: 

 

𝐻𝐻𝑖𝑖𝑖𝑖−1 = �

𝑐𝑐𝜃𝜃𝑖𝑖 −𝑅𝑅𝜃𝜃𝑖𝑖𝑐𝑐 ∝𝑖𝑖
𝑅𝑅𝜃𝜃𝑖𝑖 𝑐𝑐𝜃𝜃𝑖𝑖𝑐𝑐 ∝𝑖𝑖

𝑅𝑅𝜃𝜃𝑖𝑖𝑅𝑅 ∝𝑖𝑖 𝑅𝑅𝑖𝑖𝑐𝑐𝜃𝜃𝑖𝑖
−𝑐𝑐𝜃𝜃𝑖𝑖𝑅𝑅 ∝𝑖𝑖 𝑅𝑅𝑖𝑖𝑅𝑅𝜃𝜃𝑖𝑖

 0 𝑅𝑅 ∝𝑖𝑖
 0  0

𝑐𝑐 ∝𝑖𝑖 𝑅𝑅𝑖𝑖
0 1

� (3) 
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where 'i' is the frame, 'c' denotes cosine and 's' sine. We note that 
here we use the suffix notation for a homogeneous transformation 
H between link frames, indicating mapping from the frame 
identified by the i-suffix location to the frame identified in the i-1 
suffix location, that is 𝐻𝐻𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚

𝑡𝑡𝑓𝑓 . 

In our case, the overall forward kinematic transformation for 
the arm is accomplished by multiplying the homogeneous matrices 
for the links together in the appropriate serial order, leading to the 
expression: 

𝐻𝐻40 = 𝐻𝐻10  𝐻𝐻 2
1 𝐻𝐻 3

2 𝐻𝐻43 (4) 

 

Figure 9. DH coordinate frames. 

We utilize the MATLAB symbolic toolbox to evaluate the 
expression given in Eqn. (4), leading to the overall homogeneous 
transformation: 

 

𝐻𝐻40 = �

𝑐𝑐234𝑐𝑐1 −𝑅𝑅234𝑐𝑐1
𝑐𝑐234𝑅𝑅1 𝑅𝑅234𝑅𝑅1

 𝑅𝑅1 𝑐𝑐1(𝐿𝐿3𝑐𝑐23 +  𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐234)
 −𝑐𝑐1 𝑅𝑅1(𝐿𝐿3𝑐𝑐23 +  𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐234)

 𝑅𝑅234 𝑐𝑐234
 0  0

0  𝐿𝐿1 +  𝐿𝐿3𝑅𝑅23 + 𝐿𝐿2𝑅𝑅2 + 𝐿𝐿4𝑅𝑅234
0 1

� (5) 

 

In this context, L1, L2,  L3, and L4 denote the four link lengths, 
and we introduce the following notational simplifications for 
clarity: 𝑐𝑐1 = cos(𝜃𝜃1), 𝑅𝑅1 =  sin(𝜃𝜃1), 𝑐𝑐23 = cos(𝜃𝜃2 + 𝜃𝜃3) ,  𝑅𝑅23 =
sin(𝜃𝜃2 + 𝜃𝜃3) ,  𝑐𝑐234 = cos(𝜃𝜃2 + 𝜃𝜃3 + 𝜃𝜃4) ,  𝑅𝑅234 = sin(𝜃𝜃2 + 𝜃𝜃3 +
𝜃𝜃4).  

In our arm design, the angle 𝜃𝜃4 is dependent on the final link 
orientation angle 𝜃𝜃end as well as joint angles 𝜃𝜃2 and 𝜃𝜃3. That is: 

 

𝜃𝜃end  = 𝜃𝜃2 + 𝜃𝜃3 +  𝜃𝜃4 (6) 

The expression below just provides the endpoint location 
of the final link, together with its orientation angle  𝜃𝜃end:  

�

𝑥𝑥end
𝑦𝑦end
𝑧𝑧end
𝜃𝜃end

� = �

𝑐𝑐1(𝐿𝐿3𝑐𝑐23 +  𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐end)
𝑅𝑅1(𝐿𝐿3𝑐𝑐23 +  𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐end)

 𝐿𝐿1 +  𝐿𝐿3𝑅𝑅23 + 𝐿𝐿2𝑅𝑅2 + 𝐿𝐿4𝑅𝑅end
𝜃𝜃2 + 𝜃𝜃3 +  𝜃𝜃4

� (7) 

 

We define a neutral arm posture, as illustrated in Figure 8.  
Configuration of the arm can be specified by control angles that 
deviate from this posture. Clearly, in this state, these angles Φ1, Φ2, 
and Φ3  have values of zero. By inspection of Figure 8, it can be 
seen that Φ1 follows 𝜃𝜃1 directly, whereas Φ2 and Φ3 are offset from 
𝜃𝜃2  and 𝜃𝜃3 . More precisely, we calculate the control angles as 
follows: 

Φ1 =  𝜃𝜃1 (8) 

 

Φ2 =  𝜃𝜃2  −  90° (9) 

 

 Φ3 =  𝜃𝜃3 +  90° (10) 

 
4.4. Workspace of the arm 

The robotic arm's workspace is confined not only by the 
lengths of its links but also by the operational range of the angular 
joints, which are restricted due to inherent physical limits. 

The primary vertical joint of the robot arm, denoted as J1, is 
theoretically capable of rotating from -180° to 180°. However, due 
to practical constraints arising from the wiring of the upper motors 
and encoders we chose to limit its rotation to a range between -45° 
and 45°. Joint J2, associated with the main upper arm link, is 
intrinsically able to rotate across a range from 0° to 180°. 
Nevertheless, physical limitations within the end-point orientation 
mechanism confine its rotational scope to between 35° and 145°. 

Similarly, the rotation of joint J3, linked to the secondary arm 
drive, is constrained by the endpoint orientation mechanism, 
permitting rotation only within an approximate range of -35° to -
145°. 

To illustrate the arm's workspace, we first generate a test 
dataset of random configurations of the arm. To achieve this, for 
each arm joint angle, we independently draw 20,000 samples from 
a uniform distribution with lower and upper angular limits set by 
the operating range of the respective joint. We then use these 
20,000 random angular configurations to calculate the arm end-
point positions using forward kinematics, as given by Eqn. (7). The 
resulting arm end-points are then plotted in 3D and displayed in 
three different views for clarity, as illustrated in Figure 10. 

5. Differential kinematic analysis 

5.1. Exploring joint and endpoint velocity relationships 

The 4x4 Jacobian matrix of the arm can be used to relate its 
end-point velocity to joint velocity. To formulate the Jacobian 
requires that we find the partial derivatives of its end point position 
and orientation given in Eqn. (7), with respect to the arm joint 
angles. The Jacobian is given by the matrix expression: 
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Figure 10. Workspace of the robot arm, also showing the arm displayed in its 
standard canonical configuration. Panel A:  Side view showing the XZ axes.  Panel 
B:  Top view showing the XY axes. Panel C: Front view showing the YZ axes. 
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This leads to the expression: 

 �

−𝑅𝑅1(𝐿𝐿3𝑐𝑐23 +  𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐234) −𝑐𝑐1(𝐿𝐿3𝑅𝑅23 +  𝐿𝐿2𝑅𝑅2 + 𝐿𝐿4𝑅𝑅234) −𝑐𝑐1(𝐿𝐿3𝑅𝑅23 + 𝐿𝐿4𝑅𝑅234) −𝑐𝑐1𝐿𝐿4𝑅𝑅234
𝑐𝑐1(𝐿𝐿3𝑐𝑐23 +  𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐234) −𝑅𝑅1(𝐿𝐿3𝑅𝑅23 +  𝐿𝐿2𝑅𝑅2 + 𝐿𝐿4𝑅𝑅234) −𝑅𝑅1(𝐿𝐿3𝑅𝑅23 + 𝐿𝐿4𝑅𝑅234) −𝑅𝑅1𝐿𝐿4𝑅𝑅234

0  𝐿𝐿3𝑐𝑐23 + 𝐿𝐿2𝑐𝑐2 + 𝐿𝐿4𝑐𝑐234  𝐿𝐿3𝑐𝑐23 + 𝐿𝐿4𝑐𝑐234 𝐿𝐿4𝑐𝑐234
0 1 1 1

� (12) 

The Jacobian relates the rotational velocities at the robot's 
joints to extrinsic velocity and rotational velocity of the endpoint 
through the simple expression: 

�

�̇�𝑥
�̇�𝑦
�̇�𝑧

�̇�𝜃𝑒𝑒𝑒𝑒𝑒𝑒

� = 𝐽𝐽

⎣
⎢
⎢
⎢
⎡𝜃𝜃1̇
𝜃𝜃2̇
𝜃𝜃3̇
𝜃𝜃4̇⎦
⎥
⎥
⎥
⎤

(13) 

Examination of the Jacobian is informative regarding the 
singularities of the arm mechanism. Here we consider the case 
when the base rotation is zero. In this case the determinant of the 
Jacobian can be expressed as the relationship: 

𝑅𝑅𝑑𝑑𝑑𝑑(𝐽𝐽) = −𝐿𝐿2𝐿𝐿3𝑅𝑅3(𝐿𝐿4 + 𝐿𝐿3𝑐𝑐23 + 𝐿𝐿2𝑐𝑐2) (14) 

We observe that the determinant reaches zero when 𝜃𝜃3 is either 
0 or π, occurring when the third link aligns with, or rotates 
backwards onto the second arm link. However, such 
configurations are not within the operating range of the arm. 
Consequently, on the basis of Eqn. (13), we can employ the inverse 
Jacobian to compute the joint velocities as follows: 

⎣
⎢
⎢
⎢
⎡𝜃𝜃1̇
𝜃𝜃2̇
𝜃𝜃3̇
𝜃𝜃4̇⎦
⎥
⎥
⎥
⎤

= 𝐽𝐽−1 �
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�̇�𝑧

�̇�𝜃𝑒𝑒𝑒𝑒𝑒𝑒

� (15) 

 

5.2. Static force relationships 

We can construct the 3×4 Jacobian by omitting the last row in 
Eqn. (12). Utilizing the transpose of the 3×4 Jacobian, we can 
establish a relationship between static joint torques - denoted 
[𝜏𝜏1 𝜏𝜏2 𝜏𝜏3 𝜏𝜏4]𝑇𝑇 - and static endpoint forces - expressed as 
[𝑓𝑓𝑚𝑚 𝑓𝑓𝑦𝑦 𝑓𝑓𝑧𝑧]𝑇𝑇  - through the following relationships: 

�

𝜏𝜏1
𝜏𝜏2
𝜏𝜏3
𝜏𝜏4

� = 𝐽𝐽𝑇𝑇 �
𝑓𝑓𝑚𝑚
𝑓𝑓𝑦𝑦
𝑓𝑓𝑧𝑧
� (16) 

6. Inverse kinematics 

6.1. Main rotary axis 

To determine the arm’s inverse kinematics, we first define the 
endpoint location in the base frame coordinate system as the point 
(xend, yend, zend).  We note that in the base frame coordinate system, 
the arm mechanism's first joint constitutes a rotational axis around 
its z-axis, specified the angle 𝜃𝜃1 . This rotation is the sole 
contributor to the end-effector's displacement along the base frame 
coordinate system’s y-axis, as illustrated in Figure 11. Thus, 
determining 𝜃𝜃1 is relatively straightforward, given that: 
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θ1 =   atan �
𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒
𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒

�   (17) 

6.2. Planar arm mechanism 

Our attention now shifts to the remaining planar arm 
mechanism. We define a 2D coordinate frame in the plane of the 
planar arm, situating its base at the origin (0,0), and defining the 
end effector location by the 2D point (xp3, yp3), as depicted in 
Figure 12.  

Referring once more to Figure 12, we observe that the x-
displacement, denoted as xp3, is given by:  

𝑥𝑥𝑝𝑝3 =  �𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒2 +  𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒2 (18) 

We note that the direction of y-axis in the planar arm frame 
corresponds to the direction of z-axis in base frame. However, the 
2D location of the end effector, denoted as y3, must take the base 
height into account: Therefore, we have: 

𝑦𝑦𝑝𝑝3 =  𝑧𝑧𝑒𝑒𝑒𝑒𝑒𝑒 −  L1 (19) 

 
Figure 11: Top-down view of the robot arm: This perspective demonstrates the 
simplicity in calculating the first joint angle θ1. 

 
Figure 12: Side view of arm when main vertical axis joint angle is zero. The end-
point of the arm in this coordinate frame is specified as the point (xp , yp), and its 
origin (0, 0) is  located at J2. 

We will shortly use the point (xp3, yp3) to calculate the 2D point 
(xp2, yp2), which we now consider obtaining the angles 𝜃𝜃2 and  𝜃𝜃3 
of the remaining 2-link planar arm assembly. The cosine rule can 
be used to analytically derive this structure’s inverse kinematics.  

As depicted in Figure 13A for the 2-link planar arm 
mechanism, the elbow joint is situated at point (xp1 yp1), while the 
upper arm joint is located at (xp2, yp2). Utilizing the Pythagorean 
theorem yields an expression for the length of the hypotenuse r: 

𝑟𝑟2 = 𝑥𝑥𝑝𝑝22 + 𝑦𝑦𝑝𝑝22 (20) 

Employing the cosine rule, we see that: 

𝑟𝑟2 =  𝐿𝐿2 
2 + 𝐿𝐿3 

2 − 2L2L3 cos(α) (21) 

⇒  cos(α) =
 𝐿𝐿2 
2   +  𝐿𝐿3 

2  − 𝑥𝑥𝑝𝑝22  -  𝑦𝑦𝑝𝑝22

2L2 L3
 (22) 

From Figure 13A, it is noted that: 

θ3 = 𝜋𝜋 −  α (23) 

And from the trigonometric relationship, we have: 

cos(𝜋𝜋 −  α)  = −cos(α) (24) 

⇒  cos(θ3) =
 𝑥𝑥𝑝𝑝22  +  𝑦𝑦𝑝𝑝22   −  𝐿𝐿2 

2   −  𝐿𝐿3 
2

2L2 L3
(25) 

From Figure 13B, we see: 

tan(β)  =  
L3 sin( θ3)  

L3 cos( θ3)  + L2 
(26) 

⇒ β =  atan �
L3 sin( θ3)  

L3 cos( θ2)  + L2 
� (27) 

From Figure 13C, we see that: 

θ2 =  𝛾𝛾 − 𝛽𝛽 (28) 

And that: 

𝛾𝛾 =   atan �
𝑦𝑦𝑝𝑝2
𝑥𝑥𝑝𝑝2

� (29) 

Therefore, we have: 

θ2 =   atan �
𝑦𝑦𝑝𝑝2
𝑥𝑥𝑝𝑝2

�  − atan �
L3 sin( θ3)  

L3 cos( θ3)  + L2 
�  (30) 

To obtain a direct expression for the inverse kinematics of the 
arm assembly in terms of the point (xp3 yp3), we first consider the 
constant orientation of the end link. In order to account for its 
effect, which is only a translation along the x-axis and none along 
the y-axis, we subtract its length from the end effector’s position 
𝑥𝑥p3 and directly use its y value: 

�
𝑥𝑥𝑝𝑝2
𝑦𝑦𝑝𝑝2� =  �

𝑥𝑥𝑝𝑝3 −  L4

𝑦𝑦𝑝𝑝3
� (31) 
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Figure 13: Schematic representation of the upper 2D parallelogram mechanism in 
the revolute arm: Useful for deriving inverse kinematics, the diagram illustrates 
the key positions, angles, and lengths. 

Finally, we need to substitute the end effector location in as 
specified in the base coordinate frame, as defined by (xend, yend, 
zend), and account for the height of the first vertical axis: 

�
𝑥𝑥𝑝𝑝2
𝑦𝑦𝑝𝑝2� =  ��𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒

2 +  𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒2 −  L4

𝑧𝑧𝑒𝑒𝑒𝑒𝑒𝑒 −  L1

� (32) 

We substitute these values for (xp2, yp2) into Eqn. (30) 

⇒ θ2 =   atan �
𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒 −  L1

�𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒2 +  𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒2 −  L4
�  − atan �

L3 sin( θ3)  
L3 cos( θ3)  + L2 

�  (33) 

and into Eqn. (25) 

⇒  θ3 = ±acos �
��𝑥𝑥𝑒𝑒𝑒𝑒𝑒𝑒2 + 𝑦𝑦𝑒𝑒𝑒𝑒𝑒𝑒2 −  L4�

2
 + (𝑧𝑧𝑒𝑒𝑒𝑒𝑒𝑒 −  L1)2  −  𝐿𝐿2 

2   −  𝐿𝐿3 
2

2L2 L3
� (34) 

We observe that Eqn. (34) yields two solutions and employs 
the value of θ3  to compute θ2 utilizing Eqn. (33). We opt for the 

negative solution for θ3  as it aligns with the configuration 
illustrated in Figure 2. Lastly, we determine 𝜃𝜃4using Eqn. (6): 

𝜃𝜃4  =   𝜃𝜃end − 𝜃𝜃2 −  𝜃𝜃3 (35) 

We note that this relationship was also used to calculate the 
minimum and maximum values of  𝜃𝜃4 shown in Table 1 on the 
basis of the minimum and maximum values of 𝜃𝜃2 and 𝜃𝜃3. 

7. Control electronics 

7.1. Microcontroller operation 

A microcontroller system, built upon the Arduino Mega 
platform, was designed to operate the arm and power the worm-
drive motors. This microcontroller offers an ample number of 
digital I/O ports with interrupt capability, facilitating operation 
with three incremental encoders located on the back of the motors 
through interrupt pins. This setup allowed for effective 
determination of the motor positions before the gear reduction via 
their worm drive mechanisms. To control the robot, a USB serial 
connection with the Arduino Mega was used. 

7.2. Motor speed regulation using H-Bridges 

To operate the DC motors used in the arm, we utilized two 
L298N Dual H-Bridges. These components allowed precise 
control over both the speed and direction of all three motors.  
Motor voltage is set using pulse-width modulation (PWM) 
activation of the on-time of the H-bridges. Drive power is provided 
from a 24V regulated power supply. 

7.3. DIN rail controller implementation 

All controller components were mounted on DIN rails, 
providing a simple and robust construction method. Please refer to 
Figure 14 to see its physical implementation. The 5V supply 
required to power the H-Bridge was provided by the Arduino 
Mega. In addition, an LM2596S DC-DC Buck converter module 
was attached to the DIN rail, directly driven from the 24V 
regulated power supply, to operate accessories such as the RC 
servo-operated gripper mechanism. 

Figure 14: Controller electronics organized using DIN rail construction. The 
Arduino-based controller, terminal blocks, and H-bridges for the three worm drive 
motors can be seen mounted on the two DIN rails. A Buck controller is also shown 
and provides a 5V drive for the RC servo operated gripper mechanism. 
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7.4. Microcontroller program structure 

Code was developed on the Arduino Mega to implement the 
kinematic control of the arm. The operation of the code consists of 
three distinct stages: 

1. Initialization and Definitions: In this stage, variables and 
functions utilized by the algorithm are defined and 
initialized. Class objects are also constructed. 

2. Setup: In this phase, operating variables are initialized 
and communications with the host PC are established. 

3. Poll Loop: The poll loop is an endless processing loop 
that is used to service the program’s needs. As well as 
implemented arm control, it must also service incoming 
messages from the host PC via a USB connection.  

7.5. Microcontroller program menu 

Within the poll loop, incoming commands from the serial 
interface are read and decoded. The available commands 
include: 

• Manually set positive and negative rotation of 
individual drive motors. 

• Reset encoders. This action needs to be carried out 
after the arm is positioned into its standard 
configuration, leading to calibration of the joint 
angles. 

• Activate movement tracking along a predetermined 
trajectory. 

• Activate point mode so can manually increment or 
decrement the robot’s end-point along either the x, y 
or z axis in extrinsic space. 

• Stop all movement. 

• Display help menu and view parameters. 

7.6. PID controller to track target trajectories 

The arm is preliminary intended to carry out point-to-point 
movements for pick-and-place operations. For such tasks, the arm 
is typically given positional targets, or trajectories, to which it is 
required to reach. Inverse kinematics are then used to calculate the 
corresponding target motor angles. To accomplish this trajectory 
tracking task, a position control mode was implemented. When this 
mode is active, motor encoders are read to estimate the arm’s joint 
angles, taking into considering the mechanical advantage of the 
worm gearing and also the drive pulley system. PID control is 
applied to ensure they match up with the requested joint control 
angles. In total there are three separate PID controllers, one for 
each motor. Output from the PID controllers constitutes velocity 
commands which make use of the H-Bridges to drive the motors.  

Although the parallelogram joints J1  and  J2  can be directly 
driven by the arm control angles Φ1, Φ2 , the third parallelogram 
joint J3  must be driven by the sum of Φ2  and Φ3  to achieve the 
desired configuration of the parallelogram. 

The Proportional-Integral-Derivative (PID) gains were determined 
empirically through experimental trials conducted on the actual 
robot. Notably, the integral gain was set to zero. In the next section 
we present the pseudo-code for the primary controller loop. 

7.7. Main controller loop pseudocode 

Pseudocode for the main poll loop running trajectory tracking 
is shown below. This makes use of function calls to calculate 
inverse kinematics and implement PID control and these functions 
are also described with pseudocode in subsequent sections.  

Main Poll loop  
Result: Moves arm along target trajectory 
Perform Initialization of variables and trajectory 
while want tracking do 
 
 Call the menu object for input commands and act 

accordingly 

Calculate time interval ‘h’ since the last update  

Read the desired target endpoint location (x, y, z) 

Call Inverse Kinematics function to get target joint angles 
θ1, θ2  and θ3  

Compute corresponding arm control angles Φ1 , Φ2  and 
Φ3 

Read the three motor actuator angles M1, M2 and M3 

Call PID function with control target angle Φ1 and motor 
angle M1  as input motor which returns motor velocity 
control U1 

Call PID function with control target angle Φ2 and motor 
angle M2  as input motor which returns motor velocity 
control U2 

Call PID function with control target angle (Φ2 + Φ3) and 
motor angle M3  as input motor which returns motor 
velocity control U3 

Generate PWM control velocities using Arduino for U1 , 
U2 & U3 and using H-bridges apply drive to the respective 
worm-drive motors  

 
 
 
 
 

end    
   

7.8. Inverse kinematics pseudocode 

An essential aspect of the tracking process involves mapping the 
desired extrinsic position targets to the corresponding arm joint 
angles using inverse kinematics. We employ an implementation of 
inverse kinematics based on Eqns. (17, 33, 34), which is presented 
here as pseudocode in C++ style. The actual inverse kinematics 
code is written in C++ and makes use of a constructor to set up the 
link lengths L1, L2, L3. L4 and the endpoint angle θend in member 
variables. The inverse kinematics pseudocode is as follows: 

Inverse Kinematics  
Input: Desired target end point location (xend, yend, zend) 
            Link lengths: L1, L2, L3, L4 
            Endpoint angle: θend 
Result: Target joint angles θ1, θ2 , θ3, θ4 
Return: IK success or fail flag 
 
Function call 
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 Calculate θ1 = atan2(yend, xend) 

Calculate x-axis of planar arm: xp3 = sqrt (xend
2 + yend

2) 

Account for end link: xp2 = xp3 – L4 

Account for base height of planar arm: yp2 = zend – L1 

Calculate cos(θ3):  c3 = (xp2
2 + yp2

2 – L2
2 – L3

2) / (2 * L2* 
L3) 

Calculate sin(θ3):  s3 = sqrt(1 – c3
2)) 

Check if can reach target: if ((1 - c3
2) < 0) return false 

Calculate θ3 = -atan2(s3, c3) 

Calculate variable k1= L2 + L3 * c3 

Calculate variable k2 = -L3 * s3 

Calculate θ2 = atan2(yp2, xp2) - atan2(k2, k1) 

Calculate θ4 = θend - θ2- θ3 

Succeeded reaching target so: return true 

 
 
 
 
 

end    
   
   

7.9. PID block pseudocode 

The PID function control code is written in C++. This code 
includes a constructor for setting up the gain parameters as member 
variables, a reset function which is needed to initialize the last time 
and last error member variables, and to reset the error integral. It 
also includes and a PID error block that calculates the control 
signal based on the target and measured joint angles. Pseudocode 
is for the computation of the control U is shown below. 

 

PID Control  
Input: Desired control target angle Φ  
            Measured motor angle θM 
            PID gains: kp, kI, kd 
            Last error: elast 
            Integral of error: ei 

           Current and last times Tcurrent, Tlast 
Result: Motor velocity control 𝐔𝐔 
 
Function call 
 
 Calculate proportional error: ep = θM  − Φ 

Calculate time step:  h = Tcurrent - Tlast  

Update last time: Tlast = Tcurrent  

Calculate error derivative:  𝑒𝑒𝑒𝑒
𝑒𝑒𝑡𝑡

 = (ep - ep)/h  

Calculate error integral: ei = ep + ei 

Calculate PID control: U = ep * kp + ei * ki + 𝑒𝑒𝑒𝑒
𝑒𝑒𝑡𝑡

  * kd 

 
 
 
 
 

end    
   
   

 
Figure 15. Arm configurations to selected targets. This visualization demonstrates 
how the arm accesses three distinct points on target circles within the XY, XZ, and 
YZ planes. The arm joint angles are computed via inverse kinematics, while the arm 
joint positions are computed through the application of forward kinematics 
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8. Arm operation 

8.1. MATLAB Simulation 

To test and showcase the inverse kinematics, we implemented 
a set of simple tracking tasks in MATLAB. We generated three 
distinct trajectories. Each of these trajectories is composed of 500 
points, uniformly distributed around the perimeters of circles in the 
XY, XZ, and YZ planes. These circles, with their centers 
positioned at the (x, y, z) coordinates of (0.475, 0.0, 0.60) meters 
and a radius of 0.15 meters, comfortably fit within the robotic arm's 
operational workspace. Utilizing inverse kinematics, we computed 
the necessary arm angles to target specific points on these circles. 
Figure 15 visually presents both the desired circles and the 
requisite arm postures to access three chosen points from each 
circle. 

We made use of Eqn. (15), to calculate motor shafts angular 
velocities corresponding to the endpoint of the arm moving around 
the circle every 2 seconds. Figure 16 illustrates this, revealing it 
corresponds to an endpoint speed of 0.47 m/s. The peak joint speed 
was identified to be 1.64 Rad/s, which is notably beneath the 
maximum speed the motors are capable of achieving, 1.77 Rad/s, 
as denoted by Eqn. (1). It's noteworthy that pursuing the target 
circle with the arm's endpoint through inverse kinematics and 
calculating velocities via finite differences deliver consistent 
results. 

Using Eqn. (16) and discounting the impact of the arm’s 
inherent dynamics (a simplification that holds true primarily at low 
movement velocities), we computed the torques at the motor 
shafts. These torques are required to sustain a realistic payload of 
1kg while applying a force of 1Kgf in the negative x-direction. 
This is for endpoint positions encircling the target circle in the YZ 
plane. Figure 17 reveals a peak joint torque of approximately 
8.56Nm. Notably, this value marginally surpasses the designated 
joint torque the motors can produce, which is 8.33Nm as 
referenced in Eqn. (2). However, this is attainable during 
intermittent operation. 

 
Figure 16. Arm velocity relationships: The arm's endpoint navigates around a 

target circle with a 0.15 m radius, executing three full rotations within a 10-second 
time frame. The center of the circle coincides with the arm's endpoint in its 
canonical position. Panel A: Extrinsic endpoint velocities of the arm. Panel B: 
Angular velocities of the arm joints 

 
Figure 17. Simulated joint torques under combined loading conditions: Effect of 
simultaneous 1 Kgf horizontal and 1 Kgf vertical loads. The scenario involves the 
endpoint moving around a target circle with a 0.15 m radius, the center of which 
aligns with the endpoint of the arm in its canonical position. 

8.2. Trajectory tracking using the physical robotic arm 

Demonstrations of tracking around XY, XZ and YZ circles 
were performed using the actual physical robotic arm. 

To implement tracking around square and circular trajectories, 
firstly target 3D trajectories were generated offline using the 
microcontroller and held in an array. During the trajectory tracking 
operation, target points were read out from the array at the 
appropriate time-index, and their values converted to target joint 
angles using the microcontroller’s implementation of the arm’s 
inverse kinematics. 

A Proportional-Derivative (PD, i.e., PID with a zero integral 
gain component) controller implemented on the microcontroller 
was then used to ensure the motors were appropriately driven so 
that the target joint angles were tracked.   

 
Figure 18: Arm using a low-cost commercially available gripper to hold a felt-tip 

marker pen and draw on a whiteboard. 

8.3. Tracking using the physical robotic arm 

For demonstration purposes, a simple commercial gripper was 
affixed to the arm's endpoint, enabling it to grasp and subsequently 
release objects. Tracking around a square while holding a pen and 
drawing on a whiteboard is depicted in the photograph shown in 
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Figure 18 (refer also to section 8.5 for online YouTube videos). It's 
worth noting there is some overshoot in the upper right-hand 
corner due to friction caused by the arm pressing against the 
whiteboard before suddenly slipping. Future improvements to the 
controller should address this issue. 

8.4. Pick and place operation using the physical robotic arm 

We also demonstrate the pick-and-place teleoperation of the 
arm through a berry-picking task. This task entailed the remote 
control of the arm to harvest artificial berries from an artificial 
bush. Both the berries and the bush were designed for a study that 
evaluated gripper mechanisms under direct human operator 
control [33]. 

The teleoperation is implemented as a variant of the previous 
trajectory tracking task, utilizing inverse kinematics and PID 
control to appropriately drive the actuating worm-gear motors. 
However, in this instance, rather than tracking a pre-defined 
trajectory, keyboard commands were used in real time to 
increment or decrement a stationary target position in extrinsic 
space. In this manner, an operator could direct the endpoint of the 
arm to the desired location in space. Opening and closing the 
gripper was implemented using an RC servo tester unit. 

8.5. YouTube demonstrations of arm simulations and operation 

Video demonstrations of these real robot tasks are available on 
our YouTube channel, "Robotics, Control, and Machine 
Learning," within the playlist “Design and prototyping of a 3DOF 
worm-drive robot arm.” The playlist is accessible directly via the 
following link: 

https://youtube.com/playlist?list=PLjKvJX8cBCKWBZDUbaPW
gSSMs_msS1MA0. 

9. Discussion 

9.1. Summary 

In this project, we engineered a lightweight robotic arm 
mechanism, capable of operating in a three-dimensional 
workspace, primarily designed with the agricultural industry in 
mind. However, it could also find applications in various other 
industries, as well as providing a platform suitable for education in 
robotics.  

The integration of a two-dimensional planar mechanism, 
affixed to a vertical rotary axis, achieves comprehensive 3D spatial 
coverage. The parallelogram design takes inspiration from the 
vBOT robotic manipulandum, a research instrument utilized to 
explore human sensorimotor control in arm movements [37]. 

We opted for worm-drive actuation to ensure that static 
postures could be sustained without necessitating an active motor 
drive, thereby mitigating power consumption. By leveraging off-
the-shelf and light-weight structural components, the design not 
only becomes cost-effective but due to its minimal moving mass, 
also remains inherently safe particularly when operated in close 
proximity to individuals. Overall, this culminates in a design that 
is easy to fabricate, low-cost, lightweight, and is power-efficient. 

9.2. Extension of previous work 

The current work extended a previous prototype design in 
several important ways. An additional vertical rotary axis is added, 
enabling the original planar arm mechanism to rotate and thus 

operate in a 3D workspace. The kinematic analysis is expanded, 
and forward, inverse, and differential kinematics for the new 3D 
arm structure are derived. Furthermore, the former planar arm 
support structure has been fully redesigned, and we now 
incorporate 3D-printed pulleys on the arm itself, replacing the 
previous cumbersome aluminum pulleys. Finally, in the results 
section, we present evidence of the arm's point-to-point operation, 
including pick-and-place tasks, demonstrating its ability to 
perform practical real-world activities. 

9.3. Novel contribution of the work 

The novel aspects of the design arise from combining the use 
of 3D printing, carbon fiber sections for arm fabrication, a 
parallelogram planar upper arm structure that passively maintains 
endpoint orientation, and the use of worm gear motors. 

The key features of the arm, as well as its similarities and 
differences with the previous prototype arm presented in [1], are 
summarized in Table 2. 

9.4. Bill of materials and cost of the arm 

The arm design incorporates numerous low-cost components, 
resulting in a construction that can be assembled relatively 
inexpensively. Table 3 presents a bill of the main materials for the 
project, indicating the costs of individual components as listed by 
online suppliers for small quantities.  

The total cost of constructing a single unit (in 2023) is 
approximately £480, although discounts would likely apply for 
larger quantities. While assembly costs have not been included in 
this calculation, the arm, can easily be put together within a day by 
a single person. This assumes that the 3D printed custom parts have 
already been printed and are available for assembly. 

Clearly, a construction cost of less than £500 makes the design 
competitive against many commercial arms, as well as those 
targeted more towards the hobby market. The former typically start 
at several thousand pounds per unit, while the latter are still on the 
order of £1000. 
Table 2: Features of the new arm design highlighting differences with the previous 

2D prototype 

ARM FEATURE NEW ARM PROTOTYPE 
ARM 

SIMILARITIES IN DESIGN 
Worm-drive motor 
actuation 

Yes Yes 

Low weight carbon 
fiber upper limb 
construction 

Yes Yes 

Passive end-link 
horizontal 
orientation 
mechanism 

Yes Yes 

Construction makes 
use of low-cost off-
the-shelf components 
wherever possible 

Yes Yes 

Construction 
technique employs 
3D printing for 
custom parts 

Yes Yes 
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DIFFERENCES IN DESIGN 
Linear endpoint 
degrees of freedom 
(DOFs) of the arm in 
extrinsic space 

3 2 

Arm configuration Revolute arm 
mechanism 
 

Planar 2D 
mechanism 

Dovetail end-effector 
attachment point 

Yes No 

End-effector 
accessories 

The new design 
integrates the 
use of both a 
commercial and 
a new bespoke 
gripper 
mechanism  

No accessories 

Demonstration of 
pick-and-place 
operation 

Yes No 

Timing belt drive 
mechanism 

Driven from 
custom 3D 
printed pillars 
and baseplate 

Driven from 
baseplate 

Forward kinematic 
analysis and 
implementation 

FK derived and 
implemented for 
4-link 3DOF 
arm 

FK derived and 
implemented for 
3-link 2DOF arm 

Inverse kinematic 
analysis and 
microcontroller 
implementation 

IK for 4-link 
3DOF arm 

IK for 3-link 
2DOF arm 

Table 3: Main arm mechanism bill of materials indicating component costs in (as 
of 2023) 

DESCRIPTION UNIT 
COST 

NUMBER TOTAL 

DRIVE MECHANISM COMPONENTS 
Worm-drive motor DC 
24V 28RPM with Hall 
encoder 

£35 3 £105 

50mm I/D 90mm O/D 
20mm Thick deep-groove 
bearings 

£10 1 £10 

HTD 5M 24 tooth pulley £12 3 £36 

HTD 345 5M belt £16 3 £48 

ARM STRUCTURAL COMPONENTS 
CF tube 16x14 x250mm £12 3 £36 

CF tube 16x14 x100mm £6 1 £6 

CF rod 8mmx250mm £12 2 £24 

8mm 200mm stainless 
shaft 

£5 1 £5 

Aluminum flange 3mm 
I/D x H13 x D10 

£2 14 £28 

M3 x 95mm bolt £1 8 £8 

M6 x 150mm bolt £2.50 6 £15 

M6 x 170mm bolt £2.50 4 £10 

8mm I/D x 22mm O/D x 
7mm thick bearing 

£2 2 £2 

Miniature bearings I/D 
3mm x 10mm O/D x 4mm 

£0.8 16 £13 

Shaft collars 8mm £1.5 2 £3 

ARM CONTROLLER COMPONENTS 
Arduino Mega clone £16 1 £16 

Dual H-Bridge Motor 
Drive Controller Board 
L298N 

£2.5 2 £5 

Buck converter to power 
RC servo driven 
accessories 

£2.5 1 £2.5 

DIN rails 300mm £3 2 £6 

DIN clips £2 6 £12 

DIN rail terminals £1 22 £22 

Arduino DIN rail Mount £8 1 £8 

3D PRINTING MATERIAL 
1Kg roll PLA+  £20 3 £60 

TOTAL SUM £ 478 
 

9.5. Simple upgrades to the current design 

In our current design, the fourth end-link consistently 
maintains a 0° orientation angle, resulting in a translation of the 
overall endpoint along the horizontal x-axis. However, alternative 
fixed endpoint orientations could be achieved, by adapting the 
design of the wrist component. 

We utilized parts fabricated from PLA+ through 3D printing. 
While this material is a suitable choice for prototyping due to its 
printing ease, more sturdy and environmentally resilient materials 
could be seamlessly substituted for actual deployment, such as in 
fruit-picking applications. Potential alternatives might encompass 
the use of PETG, ABS, nylon, or even composite materials [33, 
34]. 

In line with the approach adopted by an earlier prototype [1], 
incorporating an efficient controller that estimates motor torque by 
monitoring motor current would be a simple task. This feature 
would enable the incorporation of a safety mechanism into the 
controller, devised to identify unforeseen collisions. Motor current 
could be compared with anticipated values for a specific task, 
enabling automatic deactivation of the control if these limits were 
surpassed. 

9.6. Future improvements 

The current arm system employs a simple controller based on 
the Arduino Mega and L298N Dual H-bridges. While this cost-
effective combination displays reasonable performance and is 
suitable for the current proof-of-concept arm design, it does exhibit 
significant shortcomings. The Arduino Mega's default capability 
to generate a PWM operating frequency for controlling three 
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outputs is restricted, achieving only a relatively low operating 
frequency of 490 Hz. Additionally, the microcontroller's clock 
speed is quite slow (16 MHz), limiting the control loop update rate 
to around 100 Hz. Future developments of the arm will involve 
creating a higher-performance controller, leveraging faster, cost-
effective microcontrollers such as the ESP32. 

 Current measurement of endpoint position using motor 
encoders cannot account for potential deformations or flexibilities 
inherent in the arm's structure, or the slight backlash in the worm 
gear motors. Integrating additional angular position sensors on the 
arm's joint axes, e.g., using low-cost magnetic encoders, would 
improve the estimation of endpoint position which could be used 
to improve arm operational accuracy. 

Direct force sensing using force transducers would provide an 
effective method for the estimation of endpoint force. Although 
commercial industrial force transducers are prohibitively 
expensive, research suggests that 3D-printed sensors may provide 
a suitable low-cost solution to this issue [38]. 

Finally, it is noteworthy that in the design described here, 
direct-drive brushless DC motors could serve as a substitute for the 
current method of actuation and support force and torque control 
performance [39]. However, this would also incur higher motor 
costs and escalate power consumption, particularly during the 
maintenance of static arm configuration. 
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