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Editorial

In this issue, we present a diverse collection of 13 accepted papers covering a wide range of
topics within the realms of technology, robotics, education, renewable energy, communication
systems, medical imaging, logistics, and storytelling. These papers contribute valuable insights
to their respective fields, offering innovative solutions, experimental results, and practical
implications.

The first paper addresses the growing demand for connected devices in the Narrow-band Internet
of Things (NB-IoT) and presents a novel Symbol Time Compression (STC) based approach to
double the number of connected devices while maintaining system performance. The proposed
method efficiently utilizes the available bandwidth, reducing the occupied bandwidth of each
device without compromising complexity or performance [1].

The second paper delves into the realm of soft robotics, focusing on the design and manufacturing
of soft grippers for robotics using injection molding technology. The study introduces a strategy
for optimizing injection molding to enable mass production of soft grippers, paving the way for
more cost-effective and commercially viable soft robotic solutions [2].

Moving underwater, the third paper introduces a selective modal analysis algorithm for localizing
impulsive sound sources in shallow waters. The proposed algorithm utilizes modal dispersions to
enhance the accuracy and noise-resistivity of sound source localization, offering a 2D localization
method with minimal hardware requirements in a noisy underwater environment [3].

Shifting gears to the field of education, the fourth paper investigates the impression effects of a
teacher-type robot equipped with a Perplexion Estimation Method on college students. The study
introduces an autonomous learning support approach that estimates students' states of perplexity
through facial expressions, demonstrating the potential for enhancing learning environments [4].

Next, the fifth paper presents a fuzzy Maximum Power Point Tracking (MPPT) technique for
photovoltaic systems based on custom defuzzification. The proposed method addresses the
nonlinearity of solar modules and demonstrates improved performance compared to traditional
MPPT methods [5].

The sixth paper takes a circuit designer's perspective to Metal Oxide Semiconductor Field-Effect
Transistors (MOSFETs) behavior, offering a comprehensive explanation of MOSFET behavior and
providing practical insights into interpreting AC parameters in modern MOSFET models [6].

In the realm of renewable energy, the seventh paper introduces a novel approach for frequency
control support of a wind turbine generator using Proportional Derivative (PD) and Proportional
Integral Derivative (PID) controllers. The study demonstrates the effectiveness of the proposed
controllers in maintaining system stability and frequency within acceptable limits [7].

The eighth paper addresses the distribution management problem in the Moroccan petroleum
sector, presenting a heuristic solution for the Vehicle Routing Problem with Time Windows
(VRPTW). The study aims to minimize transport costs and optimize the number of trucks to
improve the competitiveness of transportation operations [8].

Moving to medical imaging, the ninth paper focuses on MRI semantic segmentation based on an
optimized V-net with 2D attention. The study explores deep learning models for accurate tumor
segmentation in brain MRI images, demonstrating an effective approach for the diagnosis of
oncological brain diseases [9].



The tenth paper shifts to the realm of communication systems, presenting the FPGA
implementation of 5G NR LDPC codes. The study showcases the implementation of 5G NR LDPC
codes on a FPGA platform, demonstrating high coding gain, throughput, and low power
dissipation [10].

The eleventh paper explores the application of lean practices in the food supply chain in Morocco.
The study assesses the implementation status of lean practices in agri-food companies,
emphasizing their impact on both operational and environmental performance [11].

In the twelfth paper, the authors propose colorized iVAT images for labeled data as a visualization
technique for higher-dimensional data sets. The study introduces new types of colorized VAT
images to represent spatial cluster structures and the distribution of labels among clusters in data
sets of dimensions 4 or greater [12].

Finally, the thirteenth paper introduces "Seven Relmagined," a transmedia storytelling evolution
proposal that reshapes the exploration of the seven deadly sins in a modern context. The project
creatively blends traditional art with cutting-edge immersive technologies, fostering a multifaceted
dialogue on ancient moral wisdom in contemporary society [13].

In summary, this issue showcases a diverse range of papers that contribute significantly to their
respective fields, offering innovative solutions, experimental results, and practical implications for
researchers, practitioners, and enthusiasts alike.
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Narrow-band Internet of Things (NB-10T) is a low-power wide-area network (LPWAN) method
that was first launched by the 3rd generation partnership project (3GPP) Rel-13 with the
purpose of enabling low-cost, low-power, and wide-area cellular connections for the Internet
of Things (IoT). As the demand for over-the-air services grows and with the number of linked
wireless devices reaching 100 billion, wireless spectrum is becoming scarce, necessitating
creative techniques that can increase the number of connected devices within a restricted
spectral resource to satisfy service needs. Consequently, it is vital that academics develop
efficient solutions to fulfill the quality of service (QoS) criteria of the NB-10T in the context of
Sth generation (5G). This study paves the way for 5G networks and beyond to have increased
capacity and data rates for NB-1oT. Whereas, this article suggests a method for increasing
the number of connected devices by using a technique known as symbol time compression
(STC). The suggested method reduces the occupied bandwidth of each device without increasing
complexity, losing data throughput, or affecting bit error rate (BER) performance. The STC
approach is proposed in the literature to work with conventional orthogonal frequency-division
multiplexing (OFDM) to reduce bandwidth usage by 50% and enhance the peak-to-average
power ratio (PAPR). Specifically, an STC-based technique is suggested that exploits the available
bandwidth to increase the number of linked devices by double while keeping the complexity
and performance of the system. Furthermore, the u-law companding technique is leveraged to
reduce the PAPR of the transmitted signals. The obtained simulation results indicate that the
suggested method using the u-law companding technique doubles the amount of transferred
data and lowers the PAPR by 3.22 dB while keeping the same complexity and BER.

1 Introduction

The IoT has changed dramatically in recent years. In particular, the
number of IoT devices is rapidly expanding, and various novel IoT
applications relating to automobiles, transportation, the power grid,
agriculture, metering, and other areas have emerged. According G o
to the Forbes analysis 2017, the worldwide IoT industry will be
worth $457 billion by 2020 [1]. However, this amount was already
surpassed in 2019 with a worldwide market size of $465 billion
(Transforma Insights, 2020) [2]. According to the recent study pro-
vided by [2]], there were 7.6 billion active IoT devices at the end of
2019, which is expected to rise to 24.1 billion by 2030, representing

IoT connected devices in 2030 z.6b:
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Figure 1: The IOT market 2019-2030 (Transforma Insights, 2020) [2].

11% compound annual growth rate (CAGR), as shown in Figure[T]
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Several low-power wide area (LPWA) technologies have been
developed to meet this enormous demand for data with the goals
of increasing network coverage, enhancing power consumption,
supporting more users, and reducing device complexity. Differ-
ent standard-development organizations, including IEEE and 3GPP,
work to standardize LPWA technologies. Both cellular and non-
cellular wireless technology can be used in LPWA. Machine Type
Communication (MTC), Improved Machine Type Communication
(eMTC), and Narrowband Internet of Things (NB-IoT) are examples
of cellular technologies, while non-cellular technologies include
Long Range (LoRa), ZigBee, Bluetooth, Z-Wave, and others[3]].
With the fast development of 5G new radio technologies, intensive
research on enhanced mobile broadband (eMBB), massive machine-
type communications (mMTCs), and ultrareliable low latency com-
munications (URLLCs) have gotten a lot of interest from academics
and industry [4]]. To satisfy the 5G outlook, it is necessary not only
to achieve significant improvements in new wireless technologies
but also to take into account the harmonious and fair coexistence
of heterogeneous networks and compatibility between 4G and 5G
systems [3]. As shown in Figure 2] the unprecedented growth of the
IoT creates an enormous demand for MTC, which can be divided
into three categories: 1) short-distance MTC (distance = 10 m), 2)
medium-distance MTC (distance ranges between [10 m, 100 m]),
and 3) long-distance MTC (distance > 100 m).

‘ IEEE 802.11

AN
2 WiFi Ite
£ ouemar
IEEE 802.15.4
i ™ LPWA
RFID ZigBee
<lm 10m R 100 m 1000 m
Distance

Figure 2: Coverage and transmission rate comparisons of wireless systems [0].

2 Literature Review and Contribution

The maximum likelihood of cross-correlation detection is presented
by the authors in [7]] as a hardware implementation. The detector at-
tains an average detection delay that can minimize the power needed
per time acquisition by up to 34%. However, it is a computationally
difficult detection approach. The authors of [8] provide a technique
for NB-IoT UEs to decrease power consumption during paging load-
ing and offloading. The suggested approach in [8]] has the potential
to decrease power consumption by around 80% and enhance energy
utilization efficiency by about 30.5%. But in standalone mode, this
method is not applicable. In [9]], a semi-Markov chain model with
four states, namely, power saving mode (PSM), idle, random access
(RACH), and transmission (Tx) state, is developed to evaluate the
NB-IoT energy consumption and delay for periodic up-link traffic.
However, the model does not account for the energy used while
switching between the four modes listed above or the repetition
effect on power consumption. In [[10], the authors compare NB-IoT
coverage under various conditions using 15 kHz and 3.75 kHz spac-
ing. When compared to the present LTE technology, the coverage
improvement is greater than 20 dB. However, the reported 170 dB

www.astesj.com

of realized maximum coupling loss (MCL) of NB-IoT does not take
into account the impairments of channel estimation, carrier offset,
or mobility with regard to various configurations. The authors of
[[L1] propose the Link adaptation algorithm, which uses the Shan-
non theorem to improve coverage by characterizing signal-to-noise
ratio (SNR), repetition number, and NB-IoT supported bandwidth.
Nevertheless, the influence of channel state information on user
equipment (UE) link adaptability was not considered in this study.
In [12]], the authors propose a method in order to double the number
of connected devices by utilizing Fast-OFDM. In comparison to a
standard OFDM system, the Fast-OFDM approach decreases the
distance between sub-carriers by half, saves 50% of the bandwidth,
and prevents the BER from degrading. However, the proposed ap-
proach would result in a mismatch in sampling rate and a carrier
frequency offset (CFO). Furthermore, this method is still plagued by
the PAPR issue. Unlike the previous studies, the suggested method
in this work improves system performance by reducing the PAPR
issue.

In summary, the advantages of our suggested method are item-
ized as follows:

e It can decrease the used bandwidth in half by halving the
number of sub-carriers, allowing it to transmit twice as much
data as a conventional OFDM system.

e When compared to the Fast-OFDM and conventional OFDM
systems, it enhances system performance by minimizing the
PAPR issue.

o It preserves system performance by preventing BER from de-
teriorating, as the BER of our suggested technique is precisely
equivalent to the BER in the Fast-OFDM and conventional
OFDM systems.

e Although it can transport twice as much data as a standard
OFDM system, it has nearly the same complexity.

¢ Since it does not decrease the space between the sub-carriers,
it does not result in a sampling rate mismatch or carrier fre-
quency offset (CFO) as in Fast-OFDM.

3 A summary of LPWA technologies

Recently, lots of new LPWA technologies have been proposed for a
variety of uses. Some of the most widely used are LoRa, SigFox,
eMTC, and NB-IoT [6] chen2017narrowband. In this section, A
brief comparison of each technology, as referred to in Table[T]

e LoRa: LoRa was developed by Semtech Company and is
based on patented spread spectrum algorithms and Gaussian
frequency shift keying. It is regarded as the first low-cost
wide-area deployment for commercial use. To avoid in-band
and out-band interference, LoRa uses chirp spread spectrum
(CSS) and Gaussian frequency shift keying (GFSK) modu-
lation, which may work up to 25 dB below the noise level.
LoRa’s bandwidth requirements might range from 7.8 kHz
to 500 kHz. The predicted coverage range in urban areas is
2-5 kilometers, while it is approximately 15 kilometers in
suburban areas [[14].

o SigFox: SigFox also employs unlicensed spectrum through
the use of special technologies. It operates at 868 MHz in
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Table 1: Comparisons between LoRa, SigFox, eMTC, and NB-IOT technologies [13].

Paramete-rl‘-'sechnOIOgles LoRd LoRa SigFox 'SingX CVarelme MTC NB-loT NB-IoT
Spectrum Unlicensed Unlicensed Licensed Licensed
Modulation CSSs UL: DBPSK UL: SC-FDMA UL: SC-FDMA
DL: GFSK DL: OFDMA DL: OFDMA
Bandwidth 7.8 — 500 kHz 200 kHz 1.08 MHz 180 kHz
Range Urban :2-5km Urban :3-10 km Urban :~5km Urban :1-8km
Suburban : ~ 15 km Suburban : 30-50 km Suburban : ~ 17 km Suburban : ~ 25 km
Data rate <50 bps < 100 bps (EV) < 1 Mbps 160 — 250 kbps (DL)
< 600 bps (USA) 160 — 200 kbps (UL)
Battery life > 10 years 8 — 10 years 5 —10 years > 10 years
Price <5% <10 % <10 % <5%
Note :- UL: uplink, DL: downlink and CSS: chirp spread spectrum

Europe and 915 MHz in the United States. For up-link and
down-link broadcasts, SigFox uses differential binary phase
shift keying (DBPSK) and Gaussian frequency shift keying
(GFSK) modulation. The bandwidth requirement is around
200 kHz, with a data rate of fewer than 600 kbps in the US
and 100 kbps in Europe [13]..

eMTC: Enhanced machine-type communication (eMTC) is a
novel kind of data transmission that includes one or more enti-
ties without the need for humans. The 3GPP has standardized
eMTC, which uses LTE infrastructure to operate. In com-
parison to other LPWAN technologies, eMTC may provide
a comparatively high data rate of 1 Mbps at the expense of
occupying a substantially wider frequency spectrum of 1.08
MHz inside the LTE band. The battery life of an eMTC can
be extended to over 10 years using extended discontinuous
reception (eDRX) and power savings management (PSM).
However, the cost of eMTC end devices has increased as a
result of the comparatively broader coverage and faster data
rate, leaving it with no economic benefit [16].

NB-IoT: NB-IOT is a novel 3GPP radio access technology
that is intended to perform very well with traditional GSM
and LTE technologies [17]. For both down-link and up-link
communications, it needs a minimum system bandwidth of
180 kHz, and it may be employed in one of three modes:
stand-alone, guard-band, or in-band. For these three opera-
tion modes, the down-link transmission technique is based
on orthogonal frequency division multiple access (OFDMA)
with 15 kHz sub-carrier spacing. NB-IoT typically allows up-
link transmission at data rates of 160-200 kHz and down-link
transmission at data rates of 160-250 kHz. It can serve re-
gions of 1-8 km in urban environments and 25 km in suburban
areas. When compared to the other three LPWA technologies,
NB-IoT offers a lower cost of production, a longer working
life, and wider coverage, as shown in Table m

4 Overview of NB-IoT

For next-generation use cases and applications, the NB-IoT provides

monitoring systems [22]], smart metering [23]], and intelligent user
services [24]]. Also, Smart houses, smart wearable gadgets, smart
people tracking, and other intelligent and smart user services. Pollu-
tion monitoring, intelligent agriculture, water quality monitoring,
soil detection, and other aspects of the intelligent or smart environ-
ment monitoring system are described in 23 26]. The main goals
of NB-IoT are outlined in 3GPP specifications [3] and depicted in

Figure 3[b).

=
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Figure 3: Applications and Objectives for NB-IOT: (a) Applications for NB-IoT and
(b) Objectives for NB-IOT.

e Deep Coverage: The NB-IoT technology is designed to have

LPWA coverage via massive devices [18]. NB-IoT is expected to be
one of the technologies of 5G new radio (NR) networks, according
to [19]]. Figure[3[a) shows the applications of NB-IoT such as smart
buildings [20], smart cities [21], intelligent or smart environmental

www.astesj.com

both indoor and outdoor deep coverage. When compared to
the conventional LTE network, NB-IoT provides up to 20
dB higher coverage [27]. NB-IoT has a maximum coupling
loss (MCL) of 164 dB, whereas standard LTE has an MCL
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of 144 dB. High coverage may be obtained, according to 5 System Model of the Suggested Method
3GPP specifications, by reducing bandwidth and increasing
the number of data transmission repeats. Reduced bandwidth ~Figure [] shows the transceiver system model for the proposed
improves the PSD of the user, resulting in increased coverage. method using the STC technique with a typical OFDM system
Nevertheless, there are two drawbacks to expanding cover- (STC-OFDM). The STC-OFDM was initially presented as a wire-
age. Reduced bandwidth affects data throughput, whereas a less approach in [31], which was proven to have similar results to
high number of repeats raises data transfer delay and energy OFDM while saving 50% of bandwidth by compressing OFDM
consumption [28]). symbols by half. In particular, the STC technique uses a spreading
e Low Power Consumption: NB-IoT products are designed to and combining mechanism in the transmitter and a symbol time
have a battery life of much more than ten years. To guarantee ~extension (STE) approach in the receiver to expand the received
that NB-IoT products have such a long battery life, 3GPP  symbol [32]], as shown in Figure 4]
Rel-12 and Rel-13 developed Power Saving Mode (PSM) and First, the transmitted bits are converted into the polar forms
enhanced Discontinuous Reception (e€DRX) modes. Both of 5o and by. Then, using Walsh codes ¢q and ¢/, these polar forms
these techniques strive to improve battery life in NB-IoT prod- are spread out. Finally, the spread data, bocy and byci, are com-
ucts by putting them into sleep mode when no data transfer is bined. The spreading procedure is accomplished by the use of two
needed. PSM saves a significant amount of power and has a  spreading codes, which are as follows [33]]:
total sleep duration of 310 hours [29]. co=[1 11 and ¢, =[1 -—1]. (1
o Low Complexity: The cost of an NB-IoT device must be
kept under $5. The infrastructure of NB-IoT has been simpli-
fied and improved to decrease devices price. When compared

Table [2] shows the spreading and combining operations in the
STC scheme’s transmitter.

to the conventional LTE system, the network protocol volume, Table 2: Spreading and combining process
also the number of channels, signals, and transceivers, are
reduced in NB-IoT. For both up-link and down-link trans- Transmitted |  Polar form of Walsh Spread | Combining
missions, just one transceiver is used [30]. As NB-IoT only bits transmitted bits (b) | _Code (C) | data (bc) | Data (d%)
supports low-data-rate applications, it does not need a large 3 bb0_=_11 ‘;0 = 1 i @ @ 0 2
memory, which leads to a decrease in the cost of devices. 1 o

e Support of Massive Number of Connections: The goal
of NB-IoT is to serve over 50,000 users per cell. Using the Following the spreading procedure, the spread data streams for
NB-IOT system, the users transfer only a low data rate and each couple are joined as follows:
delay-tolerant data. As a result, a single cell may effectively d¢ = byco + baey

serve a massive number of devices. Furthermore, NB-IoT
up-link transmission employs sub-carrier level transmission,
which improves up-link resource use. For single-tone trans-
mission, NB-IoT offers two frequencies: 15 and 3.75 kHz. dCN/2 = bn_1Co + bxey.
When compared to conventional LTE, the signalling overhead
of NB-IoT is also simplified [17]].

; = bscg + bscy

@

Where b represents a bit stream, ¢y and c¢; are Walsh spreading
codes with chip rate T, = T;/2 and d¢ denotes the combining data

symbol.
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Figure 4: The transceiver system model for the proposed method using STC and u—law companding technique.
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FigureE](a) depicts the waveform of the spreading process (boco)
for the transmitted data by and Figure[5](b) displays the waveform of
spreading process (b;c;) for the transmitted data b;. While Figure[3]
(c) shows the combined data (d°).

k4 7’ Y 7’ Y
4 \\ 4 N 7byco \
' Transmitted bit by : ' Transmitted bit by : ' :
! 1 T, 0} I

1 1 1
| L 9 U B RS BN
1
i t1 | AWalsh Code b * T
1 Awalsh Code c, : 1 ' : 1 :
a 0
T 1 e
1
! - 1 i Tl 1 Ty Ty ! 1 [T T t 1
H Ty Tt [ 1
1 2 : | 4Spread Datab;c; : 1dS=Dboco + bycy :
I 4 Spread Data byc, i ! T 1
i 1 0 = t ] 0 2 ti
I 1 1 I RS T Ty T, |
1y Ty, T, i \ AN Combined Data J
| T - | - et

Figure 5: The wave-forms for: (a) spreading process of the transmitted data by, (b)
spreading process of the transmitted data b1 and (c) combined data

As displayed in Figure 4] the combining symbols are passed
through the symbol mapping block to get the complex data symbols.
The complex data symbol on the K™ sub-carrier is denoted by X¢,
k=1,2,..,N/2. The resulting N/2 signals are applied to the N/2
input ports of an inverse fast Fourier transform (IFFT) processor.
A discrete-time OFDM symbol after IFFT is expressed as follows
[33]:

™=

-1
. 5 N
XC ey 0 <k <

m=0

-1 3)

=z
| =

Where k represents the time index, N is the number of sub-
carriers, x; is the k™ OFDM symbol and X, represents the m'"
transmitted data symbols. The cyclic prefix (CP) is inserted in front
of each OFDM signal as a guard interval (GI) between subsequent
OFDM symbols in OFDM systems to keep the orthogonality cri-
terion and prevent inter-carrier interference (ICI) and inter-symbol
interference (ISI). Where the length of CP must be greater than the
maximum multi-path channel delay spread (T, > Tjuqx). A parallel-
to-serial (P/S) converter is applied to the resulting time domain
symbols. A cyclic prefix (CP) of a suitable length (L.,) is added
to combat the effect of multi-path propagation and the transmitted
OFDM symbol with CP is defined as follows:

X1

2 ve ity N
xi(cp) = N Z aneﬂnkm/z ,—Lep £k < 57 1

m=0

“4)

To recover the transmitted data, the transmitter processing is
functionally reversed in reverse order at the receiver side, as shown
in Figure[4] to yield an approximated form of the binary informa-
tion sequence. The k" received compressed OFDM symbol in the
frequency domain is expressed as follows:

-1

2

= c —j27rkm/%

N 'm€ >
m=0

N
Yo = 0sks—~1 )

Following symbol de-mapping, the STE technique is used to
retrieve the data streams, as shown in Table [3}
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Table 3: De-spreading and combining processes

T I .
bo=3) <o bi=3) e
1 -1

R, Data (d) | d§ * ¢

di * ¢

0 2 0—-2

To de-spread the received data, it is multiplied by the same code
as the transmitter (cy and c¢;). Then, integration throughout the bit
period is as follows:

~ Tb A ~ Tb A
b, = f YfC()dl, by = f YfCldt
0 0

~ Tb A ~ Tb A
by = f YSCle, by = f chldl
0 0

. Ty R Ty
by = f YKJ/ZC()dl‘, by =f Y[f]/zcldt‘
0 0

where T, denotes the bit duration and by is the detected N bit. The
suggested approach is based on employing the STC technique twice
in order to send data in the unused bandwidth, therefore doubling
the number of connected devices. On the other hand, STE technique
is employed twice on the receiver side to recover the data transferred
from the transmitter to its original form, as shown in Figure [}

(6)

6 Simulation Results and Discussion

This section discusses the numerical simulation and results for the
proposed design. Table (@) provides the utilized simulation inputs
of the system. Enhancement in PAPR, deterioration in BER, and
power spectral density (PSD) are utilized as interesting performance
metrics. Binary Phase Shift Keying (BPSK) modulation is used
in this study for Fast-OFDM, STC-OFDM, and typical OFDM.
Fast-OFDM is only applicable with one-dimensional modulation
schemes, as was mentioned in [[12]. Fast-OFDM and STC-OFDM
systems are unable to handle higher-order modulation forms like
Quadrature Phase Shift Keying (QPSK), which NB-IoT supports.
Nevertheless, a developed non-orthogonal wave-forms known as
”SEFDM?” [34], may employ modulation schemes up to 16QAM at
the cost of larger and more complexity. The improvement in PAPR
is the difference between the PAPR of the conventional OFDM
signal (original signal) and the PAPR of the STC-OFDM signal (i.e.
Improvement in PAPR = PAPR of conventional OFDM - PAPR of
STC-OFDM signal).Similarly, the difference between the BER of
the original signal and the BER of the STC-OFDM signal is what is
known as the BER deterioration.

Table 4: Simulation Parameters [[12]

Parameter \OFDM Fast-OFDM |STC-OFDM
Occupied Channel BW|180 kHz |90 kHz 90 kHz

Bit rate (kbit/s) 180 Kbps [180 Kbps 180 Kbps
Spacing frequency, Af |15 kHz 7.5 kHz 15 kHz
Sampling frequency, f;|1.92 MHz |1.92 MHz |1.92 MHz
FFT size, N 128 128 64

CP length,N¢p 32 samples|32 samples |16 samples
Modulation type BPSK BPSK BPSK
Channel model AWGN AWGN AWGN
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Figure 6: Sub-carrier allocation schemes for: (a) Typical OFDM, (b) Fast OFDM
[12] and (c) STC-OFDM System [33].

In Figure[f] the sub-carriers for the traditional OFDM technique, Fast-
OFDM, and the STC-OFDM are compared. Figure[6|a) shows a standard
OFDM spectrum with orthogonally packed sub-carriers. The number of
sub-carriers for Fast-OFDM is the same as typical OFDM, but the space be-
tween the sub-carriers is decreased to half as compared to typical OFDM as
depicted in Figure[g[b). STC-OFDM reduces the number of sub-carriers by
half while keeping the sub-carrier spacing, as it is clear in Figure[f[c). As a
consequence, the bandwidth in Fast-OFDM and STC-OFDM is reduced by
half, and the conserved bandwidth might be utilized to power more devices.
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Figure 7: PSD for: (a) Typical OFDM, (b) Fast OFDM [12]] and (c) STC-OFDM
System [33].

Figure |Z| shows the spectrum of STC-OFDM, Fast-OFDM, and typ-
ical OFDM. The first spectrum is for conventional OFDM and offers a
bandwidth of 180 kHz; the second is for Fast-OFDM and compresses a
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bandwidth to 90 kHz; and the third is for STC-OFDM and also has a
bandwidth of 90 kHz. The Fast-OFDM can transmit the same amount of
data with half the bandwidth as compared to typical OFDM by decreasing
the sub-carriers spacing to half, while the STC-OFDM sends the same
amount of data with half the bandwidth as compared to typical OFDM by
decreasing the number of sub-carriers to half, as it is seen in Figure[7} This
means that they can save 50% of the bandwidth.
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Figure 8: Performance comparison between Typical OFDM, Fast OFDM [12] and
STC-OFDM System [33]] based on (a) PAPR and (b) BER.

The STC-OFDM system uses half the bandwidth of the typical OFDM
system to transmit the same amount of data. As a result, as illustrated in
Figure [7[c), 50% of the bandwidth will be available for use to transmit
the same amount of data. Furthermore, the STC-OFDM system increases
system performance by decreasing the PAPR issue and avoiding BER
deterioration. Figs. [8(a) and[B|b) indicate that the PAPR gain is 1.35 dB
utilizing the STC-OFDM system with no BER deterioration. As for the
Fast-OFDM, it saves half the bandwidth (Figure Mb)) and prevents the
BER degradation (Figure Ekb)), but it does not reduce PAPR, as seen in

Figure[§fa).

From Figure[9]and Figure[T0] it is clear that the transmitted data can
increase to double using the same bandwidth. Figure |§| shows the trans-
mitted picture, received picture, and PSD for the conventional OFDM
system, while Figure[I0|displays the transmitted pictures, received pictures,
and PSD for the proposed scheme. The suggested approach concurrently
transmits data from two sources (in our example, two sensors) with the
same bandwidth as a standard OFDM system. Figure[J]c) and Figure[T0]c)
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illustrate that the traditional OFDM technique and the suggested method
have the same bandwidth, but the suggested approach has the benefit of
being able to transfer twice as much information as the conventional OFDM
technique, as seen in Figs. [J]and [T0]

) b 10 (©
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Figure 9: Send and receive a picture using a conventional OFDM system.
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Figure 10: Send and receive two pictures using the proposed technique.

The time domain of the transmitted signal is measured after IFFT in the
transmitter side for both the traditional OFDM system and the STC-OFDM
method. When compared to a conventional OFDM system, the STC-OFDM
scheme reduces OFDM symbol time by half for the same amount of data,
as displayed in Figure[[T|(a). The transmitted information of a traditional
OFDM system with 128 samples is transferred in 64 samples utilizing
the STC-OFDM method, as it is clear in Figure ﬂ_T[a). STC-OFDM is
found to have similar performance to conventional OFDM, but with a 50%
bandwidth savings. The number of IFFT is reduced by half when using the
STC-OFDM technique and the PAPR is reduced as well. When employing
the STC-OFDM technique, the PAPR improves by 1.58 dB, where the
PAPR of typical OFDM is 11.35 and the PAPR of STC-OFDM is 9.77, as
it is depicted in Figure [TT[b). In addition to the improvement in PAPR,
the STC-OFDM approach ensures that the BER of traditional OFDM and
STC-OFDM is the same (i.e. the degradation in BER =0), as shown in
Figure[TT]c).

The STC-OFDM approach can save 50% of bandwidth, which means
there is 50% of capacity that is not being used. As shown in Figure[d] the
suggested method employs two STC techniques to use the entire bandwidth
and double the amount of data transferred. Figure |'1_T[a) shows that the
suggested method has the same OFDM symbol time as a typical OFDM
system, but it can send twice as much data, as displayed in Figure[T0] The
suggested approach offers the same PAPR as traditional OFDM and the
same BER performance. The PAPR of a typical OFDM system and the
suggested approach are shown in Figure[T2|b), and it is evident that they are
identical. Despite the fact that the suggested approach can transmit twice as
much data as the typical OFDM system, it has the same BER performance,
as illustrated in Figure[T2c).
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Figure 11: Performance comparison between typical OFDM and STC-OFDM tech-
nique [33] based on: (a) Time domain of Tx signal, (b) PAPR and (c) BER.

The u-law companding approach reduces the high PAPR by enlarging
small signals [35]. And therefore, it will be used with the proposed method
to enhance system performance and reduce PAPR. Figurelg shows the
PAPR and BER for the suggested method using the y—law companding
technique. When the u parameter is set to one (4 = 1), the PAPR improves
by 3.22 dB with nearly no BER deterioration (BER degradation ~ 0), as
seen in Figure[T3]a) and (b). Increasing the value of the i parameter leads
to decrease the PAPR and increase the enhancement in PAPR, as displayed
in Figure [[3]a). However, this enhancement will be at the expense of
degradation in BER, as it is clear in Figure[T3|b). Consequently, there is a
trade-off between the enhancement in PAPR and the deterioration in BER.
Table 5] summarizes the performance comparison of the proposed approach
using u—law Companding and traditional OFDM based on PAPR and BER.
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Table 5: PAPR improvement and BER deterioration for the suggested method using
the Mu-Law technique.
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Figure 13: A typical OFDM system against the suggested method using u-Law
companding techniques: (a) PAPR and (b) BER.

7 Algorithms and Analysis of Complexity

This section explains the algorithms that utilized for the STC-OFDM and
the proposed method. Algorithm|[T]is designed to address the STC scheme
and its inverse STC~!, while Algorithmrepresents the transceiver of the
suggested method (Transmitter and Receiver). Table[6]represents a compar-
ison between the computational complexity of the proposed method using
p—law companding technique and the other techniques. The following
assumptions are applied to calculate complexity: i) the complexity of sub-
traction equals the complexity of addition and ii) the complexity of division
equals the complexity of multiplication. In the conventional OFDM system,
it requires a total of (3N * log,N — N) additions and (2N * logo,N — 2N)
multiplications [36]. The Fast OFDM system has the same sub-carriers
compared to the conventional OFDM system. Consequently, the Fast
OFDM system has the same complexity as the conventional OFDM system.
The STC-OFDM system has half the sub-carriers as compared to the con-
ventional OFDM and Fast OFDM systems. Therefore, the complexity of

’ H—law ‘Improvement in PAPR|SNR at BER 107° degradation| FFT in the STC-OFDM system requires a total of (3NLog, ¥ - &) additions

pu=1111.17-795=3.22dB 10.5-10.5=0dB
pu=4 | 11.17-5.1=6.07dB 11.4-105=09dB
pu=10|11.17-3.28 =7.89 dB 124-105=19dB
pu=100{ 11.17-2.17=9dB 17.5-10.5=7dB
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and (N L0g2§ - N) multiplications. To exploit the whole bandwidth, the
STC approach is implemented twice in the proposed system. As a result, the
complexity of the suggested approach requires a total of (3N * log,N — N)
additions and (2N * log,N — 2N) multiplications. For the complexity of
u—law technique, it needs N multiplications and 4N addition [37]]. And
therefore, the complexity of proposed scheme using p—law requires a total


http://www.astesj.com

A. Mohammed et al. /| Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 4, 01-10 (2023)

of (3N *log,N + 3N) additions and (2N = logoN — N) multiplications. It is
clear from Table|[g]that the complexity of the proposed method using u—law
technique is nearly the same as the conventional OFDM. Consequently,
this indicates that the proposed method does not cause an increase in the
complexity of the system.

Table 6: Computational Complexity Analysis.

Techniques No. Multiplications| No. Additions
Conventional OFDM [36] 2N Log;N - 2N 3N Log;N - N
Fast OFDM 2N Log,N - 2N 3N LogzsN-N
STC-OFDM [36] NLog% -N | 3NLog4 -4
The proposed scheme 2N Log;N - 2N 3N Log;N - N
The proposed scheme using u-law [37]| 2N Log,N-N  |3N Log,N + 3N

Algorithm 1: : STC & STC™! functions

At the Transmitter STC function

: D= reshape(Data, length(D)/2,2); — Converting generated data
from serial to parallel (Polar Matrix form)

: W= hadamard(n);— Generate walsh code & n = 2

. SpreadData = D = W; — Spreading Data

: CombData= comb(S preadData); — Combining Data

Norm= CombineData/?2;

: f(X) = Norm(:,1) + j*Norm(:,2);

At the Receiver STC™! function

: W= hadamard(n);— Generate walsh code & n =2

: R, = Received Data in complex form ;

: RealR, =real (R,); — Peal Part

ImagR, = imag (R,); — Imaginary part

R, =[ RealR,;ImagR, |,

: Despread; = R,*W(1,:); — De-spreading Data

: Despread, = R,*W(2,:); — De-spreading Data

for k = 1: length(R,) do
CombData; = sum (Despread; (k,:)) — Combining Data
CombData, = sum (Despread,(k,:)) — Combining Data

: end for

: Y = [ CombData;; CombData, |,

DTN = (Y+D/2;

o v e W

—_
TRY XN R RN T

—_—
W N

8 Conclusion

The major issue of low power wide area networks (LPWAN) is supporting
a large number of devices while employing a limited spectrum of resources.
This difficulty can be solved by employing narrow-band transmissions us-
ing NB-IoT. As a result, exponentially connected sensor nodes may be
combined with additional benefits like better SNR and expanded coverage.
Nonetheless, as the need for IoT services grows, more devices must be
connected. The total number of linked devices is restricted because of the
limited spectrum resources. The simulation results demonstrated that the
STC-OFDM technique has the same performance as the standard OFDM
system while conserving 50% of bandwidth, using half the number of
sub-carriers to transmit the same data as the conventional OFDM system.
According to simulation studies, the STC-OFDM scheme decreases OFDM
symbol time by half for the same amount of data when compared to the stan-
dard OFDM system. When employing the STC-OFDM approach, the num-
ber of IFFT is decreased by half, as is the PAPR, where the PAPR improved
by 1.58 dB with zero degradation in BER and nearly the same complexity.
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Algorithm 2: : The Transceiver of Proposed Technique

1: Error = zeros (1, length(EbNOdB));
: nloop = 100; — Number of simulation loops
: nsym = 1000; — Number of OFDM symbols for one loop
: EbNOdB = 0:12; — Bit to noise ratio (Eb/NO)
fori=1: nloop do
D, = Generate data for first source
D, = Generate data for second source
X; = STC(D;) — Apply STC Tech on the 1* source
X, = STC(D,) — Apply STC Tech on the 2"¢ source
10: x; = IFFT(X,); — Convert to time domain
11: x, = IFFT(X,); — Convert to time domain
12: y1 = X1+ cp1; — Add cyclic prefix
13:  y; = X2+ cp2; — Add cyclic prefix
14:  y=/[y5;y2 ]; = Data of the two sources
15: PAPR = zeros (1, N); = N is the number of IFFT,
16: fork=1:nsymdo

R A A

17: Peak-power = max(|y|?);

18: Avg-power = mean(|y[*);

19: PAPR(k) = 10xlogo(Peak-power/Avg-power);

20:  end for

21:  forg=1:length(EsNOdB) do

22: ry = y+ noise; — Received under AWGN channel

23: 7ept = RemoveCP (r,); —Remove CP of the 1* source
24: 7ep2 =RemoveCP (r,2); —Remove CP of the 24 source
25: Ry =FFT(rp,); — Convert to frequency domain

26: Ry» =FFT(r;»); — Convert to frequency domain

27: Ry, =STC"(rC,,1); — Apply the inverse STC Tech to 1* source
28: Ry, =STC‘1(GC2); — Apply the inverse STC Tech to 2" source
29: Ry =[ Ry1;R» 1; — Data of the two sources

30: for m = 1 : length(R,) do

31: if R,(m) > 0.5 then

32: Ry(m) =1

33: else

34: Ry(m) =0

35: end if

36: end for

37: Error = BER (y, Output); — BER calculation

38:  end for

39: Dy =R (1 : length(R,/2)); — Received Data of the 1* source

40: D, =Ry(length(R,/2) + 1 : end); — Received Data of the 2" source

41: end for

In this study, the proposed method was employed to exploit the unused
bandwidth in order to double the number of connected devices without
requiring more bandwidth while still maintaining the system’s performance.
However, the suggested approach had the same PAPR and BER perfor-
mance as the conventional OFDM system. When comparing STC-OFDM
with Fast-OFDM, the two techniques had the same performance in sending
the same amount of data with half the bandwidth (50% of the bandwidth),
as compared to the typical OFDM. Additionally, they had the same BER
compared to the typical OFDM. The STC-OFDM, however, outperformed
the Fast-OFDM by 1.35 dB in terms of the PAPR problem. To improve the
system performance in the proposed method and lower PAPR, the u-law
companding technique was combined with the proposed scheme. The u
value was carefully modified to get a good improvement in PAPR with no
deterioration in BER. Based on the simulation results, the u parameter was
set to one (1 = 1) to improve the PAPR by 3.22 dB with almost no BER
deterioration (BER degradation ~ 0). In addition to the benefits of reduced
PAPR, improved system performance, and double the number of connected
devices, the proposed method using the u—Law technique had roughly the
same complexity as the conventional OFDM. Finally, raising the value of
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the u parameter reduced PAPR and increased the improvement in PAPR.
However, this improvement came at the cost of BER deterioration. As a
result, there was a trade-off between the enhancement in PAPR and the
deterioration in BER.
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Soft Robot

Soft robots have softer, more flexible, and more compliant characteristics than traditional
rigid robots. These qualities encourage more secure relationships between people and
machines. Nevertheless, traditional robots continue to rule the commercial sector. Due to the
high cost of gripper production, soft robots are very far from being commercially feasible.
This research focuses on fabricating a soft robotic gripper with the potential for mass
production using injection molding technology. The material used for manufacture is
Thermoplastic Elastomer (TPE). This study gives an injection molding optimization strategy
by using Moldex 3D simulation to minimize production time for soft grippers. Furthermore,
using an Ansys workbench, this study simulated soft gripper deflections with variable
pressures by finite element analysis and then compared it with the actual experiment. The
simulation results of TPE warpage volume shrinkage are 11.969% and 11.96% in the molding
experiment. Thus, the shrinkage and warpage for the simulation and actual experiment are
similar. According to the simulation outcome, the success of TPE hollow injection molding
facilitates soft gripper creation. The maximum pressure used in the FEM simulation of the
bending experiment was achieved at the pressure of 50 kPa with 152.02 mm of deformation
and compared to the experimental data, 145,03 mm. This error is less than 5%. Finally, a
better soft gripper design was achieved by Ansys simulation, and the soft gripper appears to

ISSN: 2415-6698

be ready for mass-produced by TPE injection molding.

1. Introduction

Robots have typically been made of stiff materials in order
to generate accurate, predictable movements with minor
deformation. As a result, rigid robots can accomplish activities
with great precision and accuracy in controlled environments.
However, nature regularly utilizes compliant and flexible
structures in unstructured conditions to generate movement and
manipulation. Therefore, because of such organic designs, soft
robotics is becoming increasingly popular [1-6].

Soft grippers are needed for soft robots to generate motion
and force. Soft grippers can develop the flexibility and
adaptation necessary to construct extraordinarily adaptive
robotics for soft interactions in the absence of an inflexible
skeleton in soft robots. Because of its versatility in filling the
gap left by typical rigid robots, the soft gripper is gaining
popularity. Therefore, one area where soft robotics can have a
substantial impact is the development of soft grippers. Soft
grippers are one kind of soft robotics that uses softness to
provide highly compliant and adjustable grasping capability [7].

The utilization of rigid grippers designed to handle delicate
objects is frequently problematic or limited. As one potential
solution, a soft device that can passively adjust to the object and
its surroundings could replace the gripper’s role. As a result,

*Corresponding Author: Shi-Chang Tseng, Douliu, 640301, Taiwan,
tsengsc@yuntech.edu.tw

WWww.astesj.com
https://dx.doi.org/10.25046/aj080402

numerous soft mechanical architectures have been proposed,
and extensive research on soft robotics has been conducted [8—
10]. Soft robotics, unlike rigid robotics, can adapt to changing
environmental conditions and interact with people more
securely and flexibly. As a result, soft robot design and
fabrication have significantly progressed over the last ten years,
and new actuator design and fabrication processes have been
created and improved [11,12].

The development of novel materials and soft components is
advancing in order to create lighter, simpler general grippers.
Compliance has always been considered important in grasping.
Shocks induced by contact with a firm gripper and a rigid
object, if not adequately regulated, can injure the product or
force it outside of the targeted route. Incorporating sensitive
materials into robotic end effector grabbing portions is a basic
but only partially successful alternative (for example, in the
shape of basic rubber pads). Interaction between bodies, on the
other hand, impedes their mobility [13—15]. Soft grippers use
the responsiveness and elasticity of materials to build highly
flexible robotic arms that allow for secure contact between
devices and the surrounding. Therefore, when making soft
grippers, it is vital to consider the materials and production
processes [16—18].

Soft grippers, in contrast to standard robots, are often made
from materials with Young's moduli equivalent to soft
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biological materials such as muscles, tendons, and skin,
typically about 1e-7GPa-1GPa. Compatibility and “softness”
are produced using morphology and material characteristics in
naturally pliable materials. However, soft materials have
limitations regarding potential manufacture, non-linear
response, modeling complexity, self-repair, and fatigue
performance. Therefore, elastomers and rubbers, which can
sustain reversibly (>100%) due to tremendous loads, are the
most frequently utilized soft grip materials [16,19].
Thermoplastic elastomers have emerged as the most popular
option for industrial applications in this study because of their
low toxicity, robustness, and mechanical dampening
characteristics and their simplicity of manufacture [20].

However, due to the high cost of gripper production, soft
robots are very far from commercially feasible. When it comes
to mass production, forming is the most cost-efficient and has
the lowest unit cost of the three basic types of manufacturing:
forming, machining (subtractive), and additive manufacturing
[21].

In addition, the intricacy of the fabrication procedure may
result in a more extended fabrication period that may last from
hours to days, and the high expense of typical gripper
production methods all contribute to this. Therefore, an efficient
fabrication process is required to ensure acceptable mechanical
performance while reducing fabrication time and complexity.

Thus, this research focuses on fabricating soft robotic
grippers that have the potential for mass production.
Consequently, this research concentrates on the material used
for soft grippers and a unique process for manufacturing soft
grippers with high throughput and mass production potential.
For this reason, TPE hollow injection molding was chosen
because it is a high-speed, automatic technique that can produce
parts with a wide range of sizes and extremely complicated
geometries in large quantities.

2. Theoretical Background

There are numerous mathematical models for viscosity
accessible in Moldex3D. TPE is used in all injection molding
simulations in this study. Moldex3D’s suggested viscosity
model for this material is the Modified Cross Model 3, often
called the Cross-WLF model. In this model, the melt viscosity is
dependent on the shear rate y , temperature T, and pressure p,
according to:

. _ _ mo(Tp)
nw,T,p) = W @

where 1) (zero-shear rate viscosity), n (power-law index with a

value between 0 and 1), T° (relaxation stress). The viscosity
versus shear rate obtained from the Cross Model using the TPE
material is depicted in Figure 1 for temperatures of 190°C,
215°C, and 240°C, respectively.

Table 1: Cross-WLF model data for TPE melt viscosity [22]

n 0.264907 -
Taus 153557 dyne/cm”2
B 4.30664e-06 g/(cm.sec)
Tb 10819 K
D 0 cm”2/dyne

The shear-dependent parameters are identical to those in the
Modified Cross Model. Correlating low-temperature viscosity

WWww.astesj.com

with the Cross-WLF model is often more accurate. The Cross-
WLF model outperforms the Cross-Exp model at temperatures
below Tg+100°C.

_ TPE THERMOLAST KCO/V TC4MGZ  KRAIBURG TPE

1Da E T TTTIT =T TTTTT =T TTTTT T IIIIIIET[DCl
g E 1—190
210 _\ i —715
5] r 1
2 WL
@ -
= WL

1DI I e

10’ 10° 10° 10t 10°
Shear Rate [1/3ec]

Figure 1: Viscosity versus shear rate for TPE

Modified Tait Model 2, used in this work and offered by
Moldex 3D, can be used to explain the PVT model.

v(T,p) = v,(T) [1 —Cln (1 + %)] + v.(T,p) 2)

v(T,p) is the specific volume (contrarywise proportional to
density) at Temperature, T. Pressure, P, v,(T) is a specific
volume at zero gauge pressure, C is a constant of 0.0894 and
B(T) accounts for the material pressure sensitivity, as shown in
Figure 1. For the upper-temperature region (T > T;) and the
lower-temperature region (T < T;) respectively. Figure 2
illustrates the specific volume dependency for TPE on
Temperature and pressure.

Table 2: PVT data for TPE [22]

b1l [0.8415, 1.... 1.03922 cc/g

b2L [0.0005017... 0.000713614 cc/(gK)
b3L [5.13e+08, ... 9.5127e+08 dyne/cm”2
b4l [1e-06, 0.0... 0.00474979 1/K
b1S[0.8263, 1.... 1.0367 cc/g

b25 [0.000352, ... 0.000548239 cc/(gK)
b3S [5.2e+08, ... 1.01167e+09 dyne/cm”2
b4S [ 0.002665, ... 0.00302857 1/K

b5 [338.1, 493.1] 448.973 K

b6 [ 1.9e-09, 04... 2.75172e-08 cm”2.K/dyne
b7[0,0.0711] 0 cc/g

b8 [0, 0.41] 0 1/k

TPE THERMOLAST KCO/V TCAMGZ KRAIBURG TPE Tg = 175.820C
1128 T T T T T T TS g
i—o
)
2 100
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om0

1.082

1.057

1.021

i

rd

0.986

Specific Volume [ccig]

0.950

0.915

\

=]
@
E
o f
3
B

0.879 4
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Figure 2: PVT diagram for TPE

Because these are equilibrium states, the PVT characteristics
of polymers in the molten state may be appropriately described
by the equation of state (EoS).
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The generalized Newtonian fluid (GNF) theory predicts that
the polymer melt will behave [23,24]. Because the GHS flow
model depicts the flow within two plates that are close together,
the width of the gap is considered to be substantially slighter than
the other flow parameters. This notion concludes that local
geometry has the greatest influence on flow at a single spot.
Because velocity in the gap-wise orientation is ignored and
pressure is simply an expression of planar coordinates, the
lubrication approximation may be used. The following equations
describe the melt flow of the Hele-Shaw polymer:

Continuity equation:
]
a—‘:+V'(pV)=0 A3)

Where p (density) and t (Time), and v (velocity vector).
Equation (3 is a standard continuity equation.

Momentum equation:
%(pv)+v-(pvv) =—-Vp+pg+V.t O]
Where g (gravity) and t (shear stress).

Energy equation:

%(pCpT) + V. (pC,vT — kVT) = ny? 5)

where T (temperature field), Cp (heat capacity), k (thermal
conductivity coefficient), i (viscosity of the fluid), and y (shear
rate).

The function used in the elasticity problem is the structure's
total potential energy. In the first step, assume an estimated
form for the solution, and the answer should be acceptable and
meet the crucial internal compatibility and boundary
restrictions. The optimal constant values are then obtained using
the stationary potential energy theorem. The theory states that
among all acceptable arrangements of a conservative system,
the ones that satisfy the equations of equilibrium render the

potential energy constant when allowable displacement
fluctuations are taken into consideration., i.e., equilibrium
configurations are defined when:

oy _

72, 0 (6)
where II, (potential) and a; (ith dof).

I, =U+Q (7)

where U (strain energy) and Q (potential of the load system). In
a stressed body, strain energy is provided by

1

U=_J{e}" [El{e}dv (8)
where [E] (constant elastic matrix). It expresses the connection
between stress {o} and strain {¢}.

The potential of the load system is
Q =—{u}{F} )
The total potential of the system is,
1
M, =U+ Q= [{e}! [El{e}dv — {u*} {F°} (10)
A shape function, [N], is used to relate the vector of

displacements in the element, {u}, to the vector of nodal
displacements, {u°}.

After that, the strain vector may be calculated by partial
differentiation of the displacement vector, giving

e = {5} =[Gl wr = 181 (11)
where [B] is the strain-displacement matrix. Substituting (10)
into (9),

WWww.astesj.com

11, = “ [[BI" [E][Bldvius) — (ue)(F*) (12)
Applying the stationary potential energy theorem,

2= 0 = [[B)T[E](Bldv{u} - {F) (13)

{Fe} = [IB]"[E][B]dv{u®} (14)

And as {F¢} = [K¢]{u®}:

[K°] = J[B]"[E][B]dv (15)

The soft gripper body in this research is made of a
thermoplastic elastomer (TPE), a hyper elastic material. Because
the material feature of a hyper elastic material is non-linear under
external forces, the strain energy density function is extensively
employed to describe the mechanical features of TPE material.
In this paper, the Yeoh model proposes a non-linear association
between material stress and strain. Yeoh thought that the strain
tensor invariants /; had no effect on the strain energy and might
be ignored entirely. Here is the simplified strain energy density
function:

W=3VCo(h —3)" + X} 1g, U—l)Zk (16)
where N, Ci, and d are material constants discovered during the

material experiment and J= 1 for incompressible materials. The
typical two-parameter form is

W = Cyo(l; — 3)1 + Cyo(ly — 3)2 (17

The 2™ Yeoh Parameter hyper-elastic material model was used
to model the TPE material and fit its average stress-strain data.

hertofragerbes o 20 e i e “a

)

15

Stress (x10 ) [ Pa)

T oz B ] 05 oe
Strain [mm~™-1]

Figure 3: The 2™ Yeoh Stress-Strain Model data of TPE
Table 3: TPE Hyper-Elastic Material Model Constants

Model for TPE Constant Material | Value (Pa)
Hyper-Elastic
Materials
C10 6.6275+05
The 2™ Yeoh C20 -62451
Parameter Incompressibility 0
Parameter D1
Incompressibility 0
Parameter D2

3. Design and Experimental of TPE Soft Gripper

3.1 Soft Gripper Design

A soft gripper form was created in this study, as illustrated in
Figure 4. The TPE soft grippers' air chamber is enclosed within
the gripper body. Once air pressure is applied and motion is
formed, this air chamber enlarges to accomplish bending
deformation. The dimension of the TPE soft gripper is 114 x 19
x 16.5 mm [1]. This design has been proven can accomplish
pleasant bending deformation by previous studies [25].
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Figure 4: The TPE soft gripper design [1]

3.2 Soft Gripper Mold Design

The soft gripper’s mold design was achieved after designing
a soft gripper body, as shown in Figure 5.

3.4 The Simulation of Soft Gripper

Simulations carried out in ANSYS Workbench using a
Static Structural Analysis. The finite element diagram in Figure
7 illustrates and describes the processes necessary to model a
soft gripper.

Analys1s Contact

Setting ie

i.e Large L
Deformation SAictipnlcss

[

Design
Modeler 3D
CAD

Models . .
ANSYS Mechanical Static Total

i Deformation
Material Structural Analysis

Model
Stress-Strain
Data

Mold Head

Fixed Positioning Plate
Sprue
Cooling Channel
Fixed Mold Base

Fixed Mold Core

Guide Pin Bushing
Guide Pin
Moveable Mold Core
Moveable Mold Base
Spacer Block

Moveable Positioning Plate

Figure 5: Gripper mold design

3.3 Mold Manufacturing

A High-Speed/Closed-Loop Hybrid Injection Molding
Machine produces the soft gripper (AF Series). The soft gripper
is meant to be flexible in this experiment, and TPE was
employed. Figure 6 depicts the soft gripper mold used to create
the soft gripper.

Figure 6: TPE Hollow Gripper a) Mold [1] and b) Injection Molding Machine
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Figure 7: Diagram of finite element simulation
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Figure 8: Simulation boundary condition diagram

TPE soft gripper uses tetrahedrons meshed, with the element
size adjusted to 1 mm. The whole deformation is caused by
pressure given to the TPE soft gripper, exhibiting the gripper is
stretched at various phases of the pressure applied. Figure 8
displays a boundary condition simulation of the soft gripper.

Aside from the numerical simulations used (Ansys
software), further unique and powerful numerical approaches
for strain-stress analysis of isotropic or anisotropic media have
recently been developed. The "Gaussian Quadrature" and
"Bezier" techniques, among others, demonstrated more stability
and accuracy than previous numerical approaches.
Alternatively, these approaches may forecast soft gripper
deflections with variable pressure [26,27].

3.5 Grasping Experiment

The grasping experiment is applied in this research to
examine the condition of the gripping force. Figure 9 depicts
the fixture design, which includes the length, pitch between the
chambers, and air pressure. As a result, the plastic ball object is
grasped well without any defect on the object, as shown in
Figure 15.
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Figure 9: The fixture design: length, pitch, and the air pressure
4. Result and Discussion

4.1 Injection Molding Simulation

Moldex 3D has been used to simulate Injection Molding
tests of TPE soft gripper. First, as shown in Table 4, the results
were achieved by simulating the injection molding process.
Following that, the filling phase simulation is seen in Figure 10.

Table 4: Soft Gripper Injection Molding Simulation

Parameter Value

Melt Temperature (°C) 210
Cooling Channel Temperature (°C) 20
Mold Temperature (°C) 50
Maximum Injection Pressure (MPa) 30
Maximum Packing Pressure (MPa) 20

Cooling Flow Rate (cm?/sec) 120
Filling Time (sec) 2
Cooling Time (sec) 30
Holding Time (sec) 2
Mold-Open Time (sec) 5

Eject Temperature (°C) 70

L | Akl “

o MoldexC

Figure 10: Filling phase simulation of the TPE 40%, 60%, 80%, and 100%

4.2 Soft Gripper Manufacturing

This manufacturing of the soft gripper is displayed in Figure
11. To prevent the TPE material from absorbing moisture and
causing pores in the finished product. The material must be
dried before being injected into the molding machine. After
determining the injection volume, the finished product has
shrinkage and slight overflow. Therefore, the mold temperature

WWww.astesj.com

has to adjust to reduce the mold temperature and increase the
packing pressure to prevent the overflow and shrinkage of the
finished product. The finished product is displayed below in
Figure 11.

b) ¢
Figure 11: a) Filling experiment of the soft gripper 40%, 60%, and 80%, b)
Gripper ejected from the mold after 100% filling, and c) Final gripper after glued

Compared to traditional production, the production time
might range from hours to a day. However, most soft gripper
manufacturers use 3D printing, which takes 35 minutes [28].
Therefore, the production time of one soft gripper is less than 5
minutes in this work, and we obtained an optimization
technique for lowering time and expenses in creating soft

grippers.
4.3 Warpage and Shrinkage Comparison

By the result of the total warpage displacement of Moldex
3D simulation and the experiment of the injection molding
machine, the final of the simulation and experiment of the soft
gripper. According to the result of Moldex 3D, warpage occurs,
and the total warpage volumetric shrinkage is 11.969% based
on the simulation. The original design size of the soft gripper
was 114x19x16.5 mm. However, due to the warpage, the
dimension of the soft gripper changed to 103x18.64x16.43 mm.
Thus, the warpage volume shrinkage of the actual experiment
is 11.96%. Remarkably similar for both simulation and
experiment results.

4.4 Bending Comparison

The TPE soft gripper’s bending experiment performs well
in the bending pressure experiment, both positive and negative
pressure. Furthermore, this design works as expected,

considering the bending restriction from the previous research
is eliminated as the gripper has no edge touching for the
negative bend.

10
KPa

20
KPa
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Figure 12: Actual positive bending deformation of soft gripper
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Figure 13: Actual negative bending deformation of soft gripper
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However, this product’s weakest sections can also be
identified as the areas where fastening processes are used. Thus,
processes involving high pressure or heavy loads increase the
product’s propensity to failure. Under excessive pressure, it will
lead to failure and may cause the material to burst, rip, or
deform permanently. Due to the fact that this soft gripper design
must be glued after being manufactured, significant air pressure
may cause separation between the two sections of the gripper
finger as well. Furthermore, the chemicals employed in bonding
can potentially harm the environment. Therefore, in this
experiment, the range of air pressure applied only between -50
to 50 KPa, as shown in Figures 12 and 13.

Based on the comparison between simulation and actual
experiments of bending deformation of the soft gripper with
several pressure differences, Figure 14 shows the influence of
the pressure.

160 142.24
140
120
100

Bending Deformation (mm)
N A O
o O © o

o

-50 40 -30 20 -10 10 20 30 40 50
Air Pressure (KPa)
==@==Simulation (Positive) e=@== Actual (Positive)

==@==Simulation (Negative) ==0== Actual (Negative)

Figure 14: TPE bending deformation comparison influenced by the pressure

4.5 Grasping Experiment

Three soft grippers have been constructed using the fixture
design in Figure 9 and utilized to pick up a softball as the goal
is to examine the grasping force, as shown in Figure 15. The air
pressure applied to the gripper is 40 KPa in order to get enough
bending deformation to grasp the object. A 3D print weight
object was also attached to the ball to examine the bending
strength to encounter the additional weight beside the ball.

gripper
ball

weight

Pressure controller

/ .
Figure 15: Grasping experiments of the soft gripper [1]

5. Conclusion

The numerical analysis of injection molding was done by
Moldex 3D. The soft gripper deformation was successfully
predicted by Ansys software, then proved by actual experiment.
In both positive and negative pressure conditions, higher air
pressure causes more widespread deformation of the soft
gripper. Injection molding and FEM simulations indicated that
creating a soft gripper is straightforward. Furthermore, the
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modeling and real outcomes are fairly similar. In Moldex 3D
simulation, the value of shrinkage is 11.969%, compared to the
experiment of the soft gripper is 11.96%. Thus, the percentage
warpage volumetric shrinkage for the simulation and actual
experiment is similar. However, for future research, the
directions may be to discover other convenient designs or
material combinations to fulfill manufacture on a mass scale
following the needs of Industry 4.0. It is recommended to use
an injection molding machine as the manufacturing method
since it is a popular technique for producing plastic components
on a massive scale.
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Passive remote monitoring applications of underwater signal processing in a shallow water
environment are an impactful area of research for environmental and marine-life monitoring.
The majority of the sound source localization techniques require carefully placed synchronized
hydrophone arrays, which can be complicated and hard to maintain. In this paper, we utilized
the modal dispersions of a signal to derive a localization method for a noisy, shallow water
environment. QOur proposed algorithm employs modal selection to process the most noise-
resistive dispersion curves, improving the accuracy and noise-resistivity of the existing methods.
Moreover, we proposed a 2D localization method with multiple unsynchronized hydrophones
and minimal hardware requirements and limitations. Furthermore, we analyzed the effects of
underwater ambient noise on the accuracy of the proposed method, using simulated and real
recorded explosion and whale sounds, and compared our algorithm’s localization performance
with others. Simulation results show increased localization accuracy of 30m for the recorded

explosion sound and 360m for the Whale sound.

1 Introduction

This paper extends our previous work presented in CCECE 2022 [1]
by introducing a selective-modal algorithm architecture for localiz-
ing impulsive sound sources in shallow waters. Our proposed algo-
rithm improves performance in lower signal-to-noise ratio (SNR)
scenarios by selecting the best modal pairs. In this paper, we provide
a more detailed explanation of the localization formulas, propose a
2D unsynchronized localization scheme, analyze the performance of
our algorithms using real recorded signals, and compare them with
existing works. This paper extends our previous work presented
in CCECE 2022 [1] by introducing a selective-modal algorithm ar-
chitecture for localizing impulsive sound sources in shallow waters.
Our proposed algorithm improves performance in lower signal-to-
noise ratio (SNR) scenarios by selecting the best modal pairs. In this
paper, we provide a more detailed explanation of the localization
formulas, propose a 2D unsynchronized localization scheme, ana-
lyze the performance of our algorithms using real recorded signals,
and compare them with existing works.

The field of underwater acoustics encompasses the primary
modality of underwater sensing and communication, which is sound.
Early research in underwater signal processing focused on mathe-

matical models and the behavior of acoustic sounds in the under-
water environment [2]. Over time, advancements in adaptive signal
processing and sensor technology led to practical applications in
underwater signal processing. Sonar systems, particularly under-
water sonars, have undergone rapid developments in the past two
decades, driven by increased processing capability and the imple-
mentation of more computationally intensive techniques. The under-
water environment presents unique challenges, including increased
human-made noise due to the growing number of vessels in the
ocean. Marine mammals heavily rely on vocalization for communi-
cation and locating other mammals, making them sensitive to sounds
generated by human activities such as geophysical explorations, off-
shore extraction, shipping, and active sonar applications[3]. As a
result, researchers have been motivated to develop remote moni-
toring techniques to study marine mammal behavior and monitor
environmental changes. Underwater localization techniques can
be broadly classified into passive and active categories. Passive
sonar processes received signals without signal transmission, while
active sonar involves both signal transmission and reception [4]-[5].
Researchers have proposed various passive underwater localization
methods, including time-frequency difference of arrival (TDOA), re-
ceived signal strength (RSS), and modal-based analysis [6]-[7]. The
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underwater medium is a dynamic multi-path channel where sound-
waves travel through multiple paths with different speeds [8, 9].
TDOA algorithms utilize time differences between received signals,
while RSS algorithms focus on received signal power. However,
implementing TDOA-based techniques often requires synchronized
hydrophone arrays and prior information, resulting in increased
costs, complexity, and high error levels in low SNR environments.
In [10], the authors conducted experiments under real test condi-
tions with sensor nodes and observed that the sensors constantly
move due to varying water surface conditions, resulting in unsyn-
chronized sensor nodes. To address this issue, the authors in [11]
proposed a self-calibration technique utilizing a shift-keying pulse
and composite transducers. Similarly, in [12], it was demonstrated
that the use of maximum likelihood estimators (MLE) in TDOA
methods led to non-linearity problems. In response, the authors in
[13] formulated TDOA target motion analysis as a least-square opti-
mization problem, solving it in polynomial time. Furthermore, [14]
investigated the performance of TDOA techniques under different
noise levels and highlighted the significant impact of white noise on
the accuracy of TDOA algorithms.

To improve the accuracy and noise resistivity, [7] introduced
a hybrid localization technique based on the direction of arrival
(DOA) and received signal strength (RSS) using a vector and an
isotropic acoustic hydrophone. Phased array-based localization was
proposed in [15] to enhance noise resistivity. However, TDOA-
based methods, while accurate, often require arrays of synchronized
hydrophones and prior information, resulting in higher implementa-
tion costs, increased complexity, and reduced accuracy in low SNR
environments. In [16], the authors suggested the utilization of the
Kronecker product operation to extract the two-dimensional power
distribution matrix from the beam power function, reducing the
number of required hydrophones and improving noise resistivity.

Despite extensive efforts in the field, achieving sensor node syn-
chronization and fulfilling the multi-hydrophone requirements of
TDOA-based techniques can still pose significant challenges and in-
cur high costs. To overcome these limitations, modal analysis-based
localization was introduced as a solution, eliminating the need for
source prior information, multiple hydrophones, and hydrophone
synchronization [16, 17]. In the underwater environment, acoustic
waves consist of multiple modes that travel through water with vary-
ing velocities. As a result of these differing velocities, the modes
disperse during propagation through the water channel [6, 18]. In
[19], the authors proposed a modal analysis-based approach specifi-
cally designed for localizing mammal sounds. Furthermore, in [11],
accuracy was enhanced by expanding the localization frequency
range and considering additional modes during the localization
process. Additionally, [20] proposed a nonlinear-based warping
technique for modal filtering.

In this paper, we build upon our previous work published in
[1] and introduce novel advancements to the field of underwater
localization. Specifically, we extend our research by incorporating
the utilization of multiple hydrophones for two-dimensional local-
ization. Unlike previous approaches, our proposed techniques are
independent and standalone, enabling each hydrophone to perform
separate target localization in an unsynchronized manner.

To lay the groundwork for our methodology, we begin by intro-
ducing a shallow underwater channel model based on the theory of
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normal modes in Section 2. Additionally, we present a comprehen-
sive model for the channel’s ambient noise and derive the modal
functions necessary for modal analysis.

In Section 3, we take a significant step forward by deriving a
selective noise-resistive modal-based localization method that ex-
hibits improved resistance to noise. This novel approach addresses
a crucial challenge in underwater localization and enhances the
accuracy of our algorithm.

To evaluate the performance of our proposed method, we present
the obtained results in Section 4 and highlight the significance of
modal selection for achieving superior performance. Furthermore,
we thoroughly investigate the impact of noise on the accuracy of
our algorithm within the 30dB < SNR < 45dB range, providing
insightful comparisons with existing approaches.

In addition, we conduct an in-depth analysis and comparison of
the accuracy and noise resistivity of our proposed method with other
techniques using real recorded explosions and north Atlantic sounds.
By doing so, we establish a comprehensive understanding of the
strengths and limitations of our approach in realistic scenarios.

Finally, we evaluate the performance of our proposed 2D Local-
ization and tracking method by comparing it with state-of-the-art
techniques, demonstrating the advancements we have made in the
field of underwater localization.

2 Normal Mode Propagation

Normal mode theory is suitable for modeling shallow underwater
environments with respect to normal-Modes propagation. While
modal-based channel models are not the most accurate model cur-
rently available, they can accurately model shallow underwater
environments for passive sound source localization and monitoring
applications.

2.1 Underwater Acoustic Propagation

Let us consider the model description presented in Figure 1 where
an acoustic sound source is located at (x;, yy, Z;) that produces a
continuous-time signal. After propagation, the signal is picked up
by a hydrophone placed on a buoy at (x;, y, z;). For ease of use,
we have considered the hydrophone on the right end of Figure 1 as
the point of origin in the Cartesian and cylindrical coordinates. The
displacement caused by the propagating source is time-harmonic,
governed by Helmholtz law, and is given as [6, 21, 17, 22, 23, 24]

Figure 1: Model description
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V2 + K> (D] p (F) = ~4xf () (1)

K(P) is the medium wave number at radial frequency w,V gradi-
ent operator, and p(7) is the pressure. We can further simplify this
equation to form the Helmholtz equation in two dimensions, as the
sound speed and density depends only on depth z

d( dp
?a(a) “—(

where r is the distance to the source, p is the medium density, c is

the propagation speed, ¢ is the Dirac delta, and w is angular velocity

[6]. Using the separation of variables, we look for a depth-related

pressure solution in the form of p(r, z) = ¢(r)¥(z), which will result
1 oy

in
1 0p
;[rar(a,)] w[“a‘z(@a—z) czw]

where ¢ is the volume displacement, and ¥ is the general modal
depth function. Terms in square brackets of the equation (3) are
functions of rand zrespectively. To satisfy the equation (3), each
term should be equal to a constant [24]. Considering the Pekeris
waveguide -where water is considered equal columns with vary-
ing speeds of propagation- We can drive the modal equation by
considering the K7 as a separation constant [25].

6p)+w2 _0(nNd(z—z) @)

@ 0z 2P —2nr

3)

r m

P (e %2) 4[4 - Kl =0

so=0 . # oo (4)

where ,,(z) is the particular modal function ¥(z) obtained with
horizontal wave-number K, as separation constant. The boundary
condition of the equation (4) considers each water column a pres-
sure release surface (z = 0) and a perfectly rigid seabed at z = D
(D < 100) which translates to no changes in the volume at surface
and seabed resulting in dy/dz = 0 [25].

Equation (4) is a classical Sturm-Liouville eigenvalue problem [24].
Applying the orthogonality of the modal Sturm-Liouville problem,
we can write

(&)

m#*n

f Wm (@) Y (Z) -0
e

Equation (3), the solutions of modal equations are arbitrary to mul-
ticaptive constants; therefore, we can further simplify the results
using equation (5) as

D
¥y (2)

o PR
Moreover, modes transmit as a complete set, resulting in an arbitrary

function as a sum of all normal modes, which will yield the pressure
function as:

dz=1

(6)
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m=1
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Substituting equation (7) in equation (2) provides :

Zoar {15 () v @+ 60 0|0 @ 8 (75 45%) + 50 @)

_ 0(Né(z=z,)
2nr
®)
After applying the operator equation (9)
n (z)
f () 2 ©)
o (z)

Furthermore, considering the orthogonality property stated in
the equation (5), only n terms of the sum remain.

d¢n (r) ) _ _5 (") ¥ (25)
rdr ( dr ) Ko (r) = 2nrp (z5)

the solution to the equation (10) is provided in terms of the Hankel
function as:

(10)

Gn (1) = (n zo) HY'? (Kpur) (1

1
4p (z,)
The signal’s energy radiates outwards, and therefore the solution
will be Hél). Considering the radiation conditions, after substituting
(11) in (7), we can derive the pressure equation based on the modal
function as

Z Y (zs) U (2) H(l) (Kymr)

m=1

p(ra= (12)

(z5)

we can further simply equation (12) by using the asymptotic approx-
imation to the Henkal’s function, yielding:

i tK,mr
b = m s m 13
p(r,2) PR le @)W (z)m (13)

provides us with the pressure function, based solely on modal func-
tions and depth.

2.2 Solution to Wave Equation

We must simplify the displacement equations further to perform
channel modeling in simulation software. The non-homogeneous
differential equation (1) can be solved using the Green’s function
method and expanded as the displacement equation as [6, 23]

d L@ W, 8(z — z5)

()dz[p(z) &z } [ K()]g()— =

0(z—2z5) = Z amp (z5) (14)
Y (25)

6(Z _Zs) = Z wm (ZS)l/jm (Z),am =

p(z5) p(zg)

m

substituting g (z) = Y., @&m¥m (2) In equation (14) provides the depth
related modal function as:

m [( rm Kz) lpm (Z)] =
Ym (25) Ym (2)
—271'2 p(Zs)

(15)
K=K, - K2
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where K, K;, K, are the angular, vertical and horizontal wavenum-
bers [26, 6]. applying Green’s solution to equation (15) would
provide the general modal function:

Y (25) Y (2)
=- 16
g 2o &d K2 - K2, (16)
with general solutions and eigenfunctions as follows
Wm (z) = Asin (K.z) + Bcos (K.z)
2 w
KZ = (Krm) - Kr2 Krm = —
c
Um(z) = \/02)(,0/D) sin(K.z) a7
Vm(w) = K,
< Number of Modes <
CS eabed CWater

where v,,(w) is the velocity of mode m at angular frequency w.

2.3 Underwater Ambient Noise

Noise in a shallow underwater environment can be categorized into
two main types, ambient noise caused by the channel characteristics
and artificial noises created by external sources such as ships and
marine life. Many studies consider the noise a simple added white
noise; however, underwater ambient noise can be more accurately
modeled as colored noise. The underwater channel’s behavior is
best described as a low-pass filter. It can be modeled as a white noise
sequence filtered using a Butterworth IIR low-pass filter with 30dB
attenuation in stopband and normalized stopband frequency of 0.05
halfcyle/sample per sample ad 0.9 halfcyle/sample Respectively
[27]. Figure 2 presents the signal and noise in the time domain with
SNR=45dB.

—— Signal
. Noise |

0.8

0.6

Amplitude (v)
=3

0.15 0.2 0.25
Time (s)

0 0.05 0.1 0.3

Figure 2: Signal (blue), Noise (red)
3 Modal Analysis based localization

In the previous section, we introduced the channel model and modal
functions. In this section, we will derive the necessary equations for
the localization of impulsive sound sources using modal functions.
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The modal-based localization methods are based on the dispersion
of the natural frequencies as they propagate underwater.

3.1 Modal Dispersion

As stated earlier, modes travel at different speeds ( equation (17)),
resulting in dispersion at the receiver. Let us consider the simu-
lation scenario of Figure.1, where the Normal mode theory with
ambient noise is used to model the channel. Considering an impul-
sive sound source at a depth of D;=20m, 4000 meters away from
the hydrophone, (p(Seabed):IOOO(Kg/m3), p(wa,er)ZIOOO(Kg/m3),
C(Seabedy=1500(m/s), cwatery=1600(m/s)), the propagated signal
will have the time-frequency (TF) representation provided in Fig-
ure.3, which illustrates the dispersion caused by the difference in
propagation speeds. One can employ the dispersion of modes to
localize the sound source through modal analysis after filtering
them.

0 005 (18]
Time (sec)

015

Figure 3: TF analysis, Modal dispersion , f(y14x)=600Hz

As the TF analysis graph illustrates, the dispersion curve’s frequen-
cies overlap between the modes and render conventional filtering
techniques inert. The overlapped frequencies are the product of the
nonlinear phase characteristics in the equation (16).To address this
issue, considering the pressure signal in the time domain as

P(t)= ) g (1) 277040 (18)

Where £ (¢)is the dispersity function £ (¢) in the time domain is given
as

¢ = \/,z -2 = \/ﬂ — (r/v,)?

Using £ (t), we can warp the signal by linearizing the phase using a

warping function [17]:
2
2+ (r/ve) (20)

{ C=\P=CID 12
Applying the warping function /! linearizes the phase. The TF

=1
graph of the linearized signal is presented in Figure 4.

(19)
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Figure 4: TF graph of warped signal

3.2 Localization Algorithm

Since the modal dispersion is directly related to the speed of propa-
gation and distance, we can develop localization algorithms based
on the TDOA concept. After filtering each of the dispersion curves;
in an accurate channel model, the following expression will be true

(r,c) — ~ 0 Vn 21

Tn
Estimated

Tn
Measured
Where 7, is the dispersion curve. Measured 7, can be obtained by
warping and filtering each of the modals and by substituting the
relationship between velocity and distance in the equation (17), the
estimated 7, can be obtained as:

T, (o= (22)

Estimated

r
Vg (f’ n)

Where 7, is the estimated dispersion curve for mode » transmitted
over the range R with seabed sound speed ¢ and group velocity
vg (f,n). To localize the signal, we are looking for a range r that
minimizes the statement (21). In other words

[?] = arg mln(( Tm (}”, Cseabed) - Tn (7‘, Cseabed)) ...
[7] Estimated Estimated

( Tm - Tn ))

Measured — Measured

(23)
Where m and n can be any of the modes, summing over all frequency
bins will yield

25l |

Estimated

ATy
Measured,

)] ~0 VYnm (24)

Equation (24) results in a m X n matrix of dispersion curve differ-
ences and are used to derive the following cost function

2
nren =333 [((Arn,m (r)) - ( AT, ))] (25)
rn o om f Estimated Measured,
We employed a grid search algorithm to minimize the cost function
n for values of r.
Algorithm 1 presents our proposed method where p, defines the
localization step size in the search boundary [7,,, Fmax] and € is the

www.astesj.com

accuracy of the estimated range. The Localization is performed in
two steps; first, seabed and water parameters are defined based on
the environment, and search boundaries for range and propagation
speeds in seabed and sea are set. Next, the tensor of order 3, as
shown in Figure 5, is formed to find the pairs of dispersion curves
with the best performance (lowest value). Then, the cost function
is formed only for the selected pairs of modes. Using a grid search
algorithm, the location of the source can be estimated.

«

r / ;r,?(r,ml:n]) T](?’ m ,?’:'1)
g

T}(r:?nl:nl) T}(r;mm:n]_)

n(r.m.n,) - n(r.m,.n,)

n

Figure 5: Cost function [ ],xmxn

Figure 6: Model Description, multi hydrophone (H1,H2,H3)
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Algorithm 1: Proposed localization Algorithm

Result: r
Initialization 7 = (Fmin : #min + My * Tmax)» Pwaters Pseabed’
Warp Input signal;

Extract 7, using TF ;
while (rpi, < 7 < rpax) do
Form MPC;
Select best modal pair;
Minimize cost function,;
if Ar, < £ then

‘ return:[7];
else

‘ Change y,;
end

end

3.3 2D Localization

While most modal-based localization methods proposed by litera-
ture perform ranging, we propose a method for unsynchronized 2D
localization with minimal hardware requirements. In the case of 2D-
localization requirements, buoys (each with a single hydrophone)
can transmit the received signals to a base station on shore or a ves-
sel to be analyzed in a central processor. Although utilizing multiple
hydrophones would require sensor synchronization in other meth-
ods, the proposed modal-based localization analyzes modes picked
up by each hydrophone separately. Moreover, given the high-range
localization capabilities, buoys can be placed far apart, reducing
implementation costs. Figure 6 illustrates the model description
for 2D localization, where lines Linel and Line2 are assumed at
coordinates [(xg2 — xg1)/2], [(xg2 — xg3)/2]. Given the distances of
each buoy, each hydrophone’s average power of received modes is
different. Hydrophones with the highest levels of received signal
power are closest to the target. In the model description presented in
Figure.6 ; P(By3) < P(Bpn) < P(Bpy) places the estimated latitude
of the source Linely;g> > x,. Based on the estimated location
of the source and three calculated ranges from each buoy, we can
perform 2D triangulation and track an object without needing a
synchronized sensor array.

4 Results and Discussions

This section includes numerical experiments to illustrate the pro-
posed localization method and discusses the effects of ambient noise
on the accuracy of the proposed algorithm. Modal analysis is suit-
able for processing underwater signals in long distances (r > 1000m)
based on only one hydrophone without synchronization.

4.1 Simulated Sound

We consider an impulsive sound source is placed at Cartesian co-
ordinates ( 4000,45,0) with a maximum frequency of 500 Hz. An
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Omni-directional hydrophone is located at (0,15,0). We assume
the speed of propagation in the seabed ¢, = 1600m/s, speed of
propagation in water ¢,,=1500m/ s, density in water p,,=1000kg/ m3,
and density in the seabed p,=1500kg/m>. The performance is eval-
uated based on the cost function’s mean square error (MSE) and the
estimated range’s Root Mean Square Error (RMSE). Moreover, the
result of this study is compared with those of [17], which has used
the same approach in localization.

Figure 7 (a),(b), and (c) illustrates the RMSE of the cost function
for SNR=45dB,35dB, and 30dB values for each modal pair. As
we can see, considering the low-pass filter nature of the ambient
noise, the noise than others would more influence pairs of first and
last modes. This is mainly due to both filter boundaries’ relatively
low stop-band attenuation. This effect can compromise localization
accuracy in low SNR environments. To address this issue, we pro-
posed employing the cost-function MSE matrix of Figure 7, using
the equation (25) to identify the best and most noise-resistant pairs
of modes (lowest values), resulting in the lowest MSE. After iden-
tifying the best modal pairs (2 pairs in this study), we can find the
estimated location of the acoustic sound source through the equation
(23).

Figures 7 (a), (b), and (c) depict the Root Mean Square Error

(RMSE) of the cost function for SNR values of 45dB, 35dB, and
30dB, respectively, for each pair of modes. It can be observed that,
due to the low-pass filter characteristics of ambient noise, certain
modal pairs are more influenced by noise compared to others. This
effect is particularly prominent in the first and last mode pairs, pri-
marily because of the relatively low stop-band attenuation at the
boundaries of the filter. In low SNR environments, this influence
can significantly compromise localization accuracy. Furthermore,
Figure 7 demonstrates that the choice of modal pairs significantly
impacts the error levels, as different pairs yield varying levels of
error. The study presented in [17] solely employs modal pairs with
sequential wavenumbers numbers, disregarding the performance of
different pairs. To address this issue, we propose utilizing the MSE
matrix of Figure 33 as the cost function, employing equation (25) to
identify the most noise-resistant and optimal pairs of modes (with
the lowest values). This selection process leads to lower MSE and
enables us to determine the estimated location of the acoustic sound
source using equation (23).
Figure 8a showcases the Root Mean Square Error (RMSE) of our
proposed cost function for range estimation at different SNR lev-
els, and it compares these results with the localization outcomes
presented in [17]. Figures 8a and 8b clearly demonstrate that our
proposed method exhibits superior performance in both low and
high SNR environments. This improvement can be attributed to the
fact that the localization method employed in [17] does not incor-
porate mode pair evaluation or selection. Instead, they utilize pairs
of modes with consecutive mode numbers in their localization algo-
rithm. However, as indicated in Figure 7, sequential mode numbers
do not necessarily yield better localization results. By performing
mode evaluation and selection, as shown in Figures 8a and 8b, the
localization algorithm becomes more resilient to high levels of noise
and achieves greater accuracy.
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4.2 Recorded North Atlantic Whale and Explosion
Sound Localization

In this section, we conduct a comprehensive evaluation of our pro-
posed selective weighted algorithm using two distinct sound sources:
the sound of a North Atlantic Right Whale and an explosion sound.
Figure 9 depicts the time series and time-frequency (TF) analysis of
these signals transmitted over different distances: 4.5 Km (z=20m)
for the explosion sound and 8.7 Km (z=66m) for the whale sound.
The TF analysis reveals that the noisy signal representing the explo-
sion has a maximum frequency of 450 Hz, while the whale sound
exhibits a lower maximum frequency of approximately 350 Hz.
Furthermore, it is evident that certain modes are more susceptible
to interference, highlighting the significance of modal selection and
weighting functions in our approach.

We proceeded to localize the two signals and compared our
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results with our previous work and other existing methods. Table 1
presents the localization outcomes, demonstrating notable improve-
ments compared to other proposed methods. Our Selective-modal
based localization (SMP) approach achieved an error rate of 2.6%
for both the recorded explosion sound and whale sound, while the
Sequential Pair-Mode Analysis (SM) method yielded error rates
of 3.11% and 6.2% for the respective signals. The superior perfor-
mance of our proposed SMP method can be attributed to employing
a larger number of dispersion curves (as opposed to only six se-
quential dispersion curves in SM) and performing initial modal
selection.

Despite these improvements, it is important to note, as indicated
in the TF analysis of Figure 9 and discussed in Section 3, that noise
and channel effects vary across different modes. Consequently, each
mode exhibits different weights and importance in the localization
process, a consideration that is addressed in our approach.
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Figure 9: TF analysis: (a) North Atlantic Whale (b) Underwater Explosion
Table 1: Localization of Recorded North Atlantic whale (r=8700m) and explosion sound(r=4500)
| Signal Source | Method | Number of Modes Used | Range (m) | Error (%) | References |
| Explosion Sound | Sequential Pair-Mode Analysis (SM) | 6 | 4351 | 311 | (07|
| Selective modal-Pair Analysis | 9 | 4383 | 2.6 | Proposed |
| | Sequential Pair-Mode Analysis | 4 | 9240 | 6.2 | [17] |
| . | Mode analysis | 2 | 9225 | 603 | [28] |
North Atlantic Whale
| | Downhill simplex algorithm | 2 | 8884 | 211 | 299 |
| | TOA | 2 | 8950 | 287 | [30] |
| | Selective modal-Pair Analysis | 4 | 8881 | 2.06 | Proposed |

4.3 2D Localization

In this section, we conduct a comparative analysis of the 2D track-
ing performance of our localization algorithm in relation to other
methods. Using the model description outlined in Figure 6, we
employed a simulated non-stationary impulsive sound source that
closely resembles the characteristics of a traveling whale following
a sinusoidal path along the (x,y) axis.

Our 2D localization approach involves estimating the range of
the sound source to each buoy, followed by triangulation based on
the approximate direction of arrival and the intersection point of
circles with a radius of r,. The localization results for both the
Sequential modes (SM) and our proposed Selective-modal based
localization (SMP) are depicted in Figure 9, along with the true
location of the sound source. It is evident from the results that SMP
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exhibits a closer adherence to the true range line compared to SM.
This improved performance can be attributed to the modal selection
function we introduced in this paper, which enables more accurate
localization of the sound source.

5 Conclusion

In this study, we presented a passive impulsive sound source lo-
calization approach specifically designed for shallow underwater
environments. Our method utilized the normal mode channel model
and ambient noise to achieve accurate localization. A key contri-
bution of this paper is the introduction of a localization scheme
that incorporates modal pair selection, enabling enhanced noise
resistance and improved accuracy.
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for unsynchronized hydrophones, which aligns with the require-

Additionally, we proposed a 2D localization technique suitable

ments of existing remote monitoring systems. To evaluate the per-
formance of our algorithm, we conducted extensive analyses under
various signal-to-noise ratio (SNR) conditions, comparing its noise
resistance capabilities with other methods.

Furthermore, we validated our algorithm by testing it with actual

recorded whale and explosion sounds. The results demonstrated
its effectiveness in accurately tracking impulsive sound sources in
a 2D space. Overall, our proposed approach showcases advance-
ments in impulsive sound source localization and offers notable
improvements over existing techniques.

Vertical Position (Km)

[+ sp
© SMP
% Real Location ||

15

Horizental Position (Km)

Figure 10: 2D localization and tracking of an impulsive sound source
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In recent years, the adoption of ICT education has increased in educational settings. Research
and development of educational support robots have garnered considerable interest as a
promising approach to inspire and engage students. Conventional robots provide learning
support through button operations by the learners. However, the frequent need for button
operation to request support may lead to a tedious impression on the learner and lower the
efficiency of the learning process. Therefore, in this study, we developed a Perplexion Estimation
Method that estimates the learner’s state of perplexity by analyzing their facial expressions
and provides autonomous learning support. We verified the impact of a teacher-type robot
(referred to as the proposed robot) that autonomously provides learning support by estimating
the learners’ perplexity states in joint learning with university students. The results of a subject
experiment showed that the impression of the proposed robot was not different from that of the
conventional robot. However, the proposed robot demonstrated the ability to provide optimal
support timing compared to the conventional robot. Based on these results, it is expected that the
utilization of the perplexion estimation method with teacher-type robots can create a learning

environment similar to human-to-human interaction.

1 Introduction

This paper is an extension of the one presented at SCIS [1]. In this
conference, we presented the results of the life quality and the tim-
ing of support given to the learner by a supervised robot equipped
with the proposed puzzling estimation method. In addition to these
results, this paper provides additional analytical information on the
results of subject experiments.

In recent years, the introduction of ICT education has become
increasingly active in the field of education. The introduction of ICT
education using educational big data that collects the learning status
of individual students is being promoted in order to realize fair,
individualized and optimized learning that leaves no one behind”
for children who have difficulty learning with other children due
to reasons such as not attending school, children with developmen-
tal disabilities, and other children who are becoming increasingly

diverse [2]. By utilizing information technology, it is possible to
provide individualized educational support. In this ICT education,
collaborative learning with robots that have a ”presence” in the real
world is shown to be effective in creating a learning environment
where people can learn from each other, as well as in stimulating
interest in learning [3]. It has also been reported that the robot’s
advise is superior to that of an on-screen agent [4]. Therefore, we
believe that educational support by robots is more effective than
on-screen agents in educational settings. For these reasons, research
and development of robots that can play an active role in educational
settings (hereinafter referred to as “educational support robots”) has
been attracting attention in Japan and abroad [5].

Educational robots include “teacher-type robots” that instruct
learners like a teacher. The role of a supervised robot in conven-
tional research is to teach the learner how to solve a problem[6].
For example, Yoshizawa et al, proposed a supervised robot that
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switches learning support according to the number of correct an-
swers given by the learner. Experimental results showed that the
robot that switches the learning support has the potential to provide
high learning effectiveness for university students.

However, conventional supervised robots have a problem in that
they cannot autonomously provide learning support in response
to the learner’s state of being unable to solve a problem (hereafter
referred to as “perplexion”). For example, Yoshizawa et al.’s teacher-
type robot provides learning support by pressing a button of the
learner (hereinafter referred to as a ”conventional robot). The
learner presses a button every time he/she needs learning support.

Conversely, enhancing the provision of support in learning sys-
tems is a critical focus in educational psychology research. In an
environment where learners can request unlimited support, exces-
sive use of hints [7] and search for hint patterns [8] occur regardless
of the need for support. The use of artificial intelligence techniques
has been reported to be effective in preventing these problems [9].

Therefore, the goal of this study creates a learning environment
where a teacher-type robot provides autonomous learning support
without the need for learners to press buttons, using deep learning
techniques. We believe that it is effective for a teacher-type robot to
estimate the learner’s state of perplexion and autonomously provide
learning support at the most appropriate timing, instead of providing
learning support at the push of a button by the learner. Furthermore,
when estimating the learner’s state of perplexion, it is important
to ensure that no burden is placed on the learner. We believe that
this will prevent the learner from becoming dependent on the as-
sistance and will enable smooth interaction with the robot, thereby
improving the effectiveness of the teacher-type robot on the learner.

Regarding the learner’s state estimation, Matsui has conducted
previous research on autonomous learning support through perplex-
ity state estimation [10]. Matsui’s research attempted to estimate the
learner’s mental state by combining biometric devices, back-and-
forth facial movements, and mouse movements. By using biological
signals, we can obtain a state that is closer to the learner’s raw
data, which allows us to accurately estimate the perplexion. On the
other hand, when using measurement equipment, the burden on the
learner is large, and the data obtained is likely to contain noise in the
real perplexity data. In the case of back-and-forth facial movements
and mouse movements, the influence of the learner’s posture and
thinking habits is considered to be significant. Few studies have
focused on estimating perplexion solely based on facial expression,
despite the existing research on combining it with biometric signals.

In this study, we focus on research on human facial expression
recognition [11] to provide autonomous learning support through
teacher-type robots. In particular, methods based on deep learning
have been widely used in research on facial expressions, and have
shown high performance in image recognition and image classifica-
tion Convolutional neural networks (hereafter, this is called CNN)
have been proposed [12]. However, conventional research on facial
expression recognition has focused only on the seven basic emotions
of anger, disgust, fear, happy, sad, surprise, and neutral (hereafter
referred to as the seven basic emotions), and has not focused on
perplexion.

Therefore, in this study, we constructed the proposed method by
transfer learning, using the seven basic emotion estimation meth-
ods of [13] as a base model. The proposed method is a perplexion
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estimation method that classifies two classes of perplexion state
and non-perplexion state. In this study, we first extended the seven
emotion estimation method to the eight emotion estimation method,
including the perplexion state (67% recall).

Then, we conducted a subjective experiment on the impression
effect of a teacher-type robot equipped with the eight emotion esti-
mation method (hereinafter referred to as “’the eight emotion robot”
) and discovered that it elicited a similar level of the impression as
a conventional robot [14]. On the other hand, the accuracy of the
robot was not sufficient, as some subjects commented in a question-
naire that "the timing of support is too fast” and “the robot is noisy
when it repeatedly speaks. To solve this problem, we constructed a
proposed method to improve the estimation accuracy (88% recall).
Nevertheless, we have been unable to make a direct comparison
between the impressions and support timing of the robot equipped
with the proposed method and the eight emotion robot.

In this paper, we verify the impression effect on university
students and the support timing of joint learning with a teacher-
type robot that provides learning support autonomously (hereinafter
referred to as “the proposed robot”) equipped with the proposed
method specialized for estimating the perplexion on a teacher-type
robot. In the experiment, we will conduct a comparison between
the proposed robot and the eight emotion robot.

TThis paper begins with a description of the proposed method
in Chapter 2. Then, in Chapter 3, we verify the impression that the
proposed robot gives to the learner and the timing of support through
experiments with participants. Chapter 4 discusses the results and
Chapter 5 summarizes them.

2 Perplexioin Estimation Method

Eight emotion estimation methods are designed to estimate the seven
basic emotions together with the state of perplexion. However, in-
cluding the estimation of the eight emotions reduces the accuracy
of the estimation. Since the primary focus during learning is to
determine whether the state is perplexed or not, estimating the eight
emotions becomes unnecessary. In this chapter, we have developed
a method for estimating perplexity using transfer learning, specifi-
cally focusing on estimating only the perplexed and non-perplexion
states.

2.1 How to collect perplexed facial expression data

Perplexed state data were collected by capturing learners’ facial
expressions (at a resolution of 1920 and 1080 pixels, 30 frames per
second) while they interacted with software related to the Technol-
ogy Passport Examination (IT Passport) or software dealing with
mathematical graphics difficulties and the Computer Aptitude Bat-
tery (CAB) [15] provided by SHL Japan. The participants in this
study were university students, and the learning software was specif-
ically designed to present them with moderately difficult problems
that required careful thinking, based on their university lectures and
high school mathematics knowledge.

The software presented a question with a hint button underneath.
Participants were informed that they could press the button as many
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times as they wanted to get pedagogical help. This facilitated the
annotation of facial expression data during puzzles.

non-perplexion << perplexion i
I i : 7 { : i I : P frame number

n;-31 n;-30 n;-29 n=2 N1 Ny eoen_ ]
O e | N

Figure 1: Definition of perplexion

In this study, facial expression data captured within 1 second
(frames n; — 29 at 30 frames per second) before the i-th button press
(frame n;) during learning with the learning software were cate-
gorized as perplexed state data, while other facial expression data
were classified as non-perplexed state data (Fig. 1). The decision to
define facial expression data up to 1 second ago as perplexed state
data was based on the assumption that the expression of perplexity
would be prominently evident during that period. Including facial
expressions starting from 2 seconds ago may introduce variability in
the strength of the puzzled state, leading to potential errors. There-
fore, in this study, perplexed facial expressions are defined as the
facial expressions that occurred 1 second before. The non-perplexed
state is defined as the data collected from the frame immediately
following the i-th button press (frame 7;,) to the frame just before
the onset of the perplexed state at the time of the i-th button press
(frames Ny to niy; + 30).

2.2  Method Overview

In the field of deep learning, when the dataset available for training
is small, transfer learning [16] is often utilized to leverage features
learned by pre-existing models. In our study, in order to effectively
capture subtle changes in facial expressions such as perplexion and
non-perplexion, we employed seven basic emotion recognition mod-
els based on the FER2013 dataset as the base models (referred to as
the ”base model” in Fig. 2).

BatchNorm2

|

;)nv1 i

1

Convd | [Sep-Conv2 | 4,
§|BatchNorm3| |BalchNorm5|

=
® |

Conv7
(None,6,6,8)

GAPool1

Figure 2: CNN model configuration
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Specifically, we utilized the emotion recognition model using
CNN developed by O. Arriaga et al [13]. By adapting the base
model’s features to focus on facial expressions, we anticipated an en-
hancement in the accuracy of perplexion estimation. Consequently,
we constructed a dedicated model for perplexion estimation. In this
model, the final layer generates the likelihood of two classes based
on the perplexion state and the non-perplexion states. he perplexion
estimation method of this paper was constructed using only facial
expression data of college students. Therefore, the present method is
specific to college students. To construct the perplexion estimation
method, we utilized 36 face images out of the total of 52 collected in
Section 2.1 as training data for perplexion/non-perplexion states. Of
these, 26 images were used as training data (teacher data), while 10
images were kept aside for testing. Furthermore, since the method
involves the binary classification of perplexion and non-perplexion
states, we also included data from the FER2013 dataset represent-
ing other emotions into the non-perplexion data category (Table
1). Table 2 presents the number of data samples obtained from the
aforementioned datasets.

The estimation of perplexion state is performed by inputting the
face image to be estimated into a pre-trained model. The output
of the model, denoted as y., represents the probability distribu-
tion over each class, with ¢ indicating corresponding perplexion or
non-perplexion state.

ey

arg maxy. = 2
1<c<2

Therefore, the state of perplexion is determined when the value
of the formula (1) is 727, while the state of non-perplexion corre-
sponds to all other cases. The process of estimating the perplexion
state, referred to as “’perplexion state estimation,” commences after
an average duration of time, denoted as x, has elapsed since the
learner requests a hint. This approach prevents erroneous recogni-
tion that may occur when detecting, for example, a furrowed brow
immediately upon the learner encountering a problem.

Table 1: Breakdown of the learning data.

breakdown
Perplexion data collected
Basic seven emotions from FER2013
Non-Perplexion data collected

Perplexion

Non-Perplexion

Table 2: Configuration and number of learning data

| Data Name Data source | Number of data |
anger FER-2013 1997
disgust FER-2013 218
fear FER-2013 2048
happy FER-2013 3607
sad FER-2013 2415
surprise FER-2013 1585
neutral FER-2013 2482
non-perplexion | By Section 2.1 3504
perplexion By Section 2.1 3475
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To illustrate, the perplexion state estimation initiates after 30
seconds if the average time is set to be 30s.

3 participant experiment

3.1 Robot overview

For the experiment, we utilized Tabot (Figure 3), a tablet-type robot
with a tablet serving as its head, capable of displaying agents and
expressing different facial expressions. Tabot’s body consists of 3
degrees of freedom (DOFs) in the neck, 5 DOFs in an arm, and 1
DOF in the legs, for a total of 14 DOFs that allow different body
movements.

In this experiment, as shown in Figure 3, a camera was installed
on the robot’s head to capture facial expressions during the learning
process. The camera records the student’s facial expressions as they
look at the tablet screen during the learning process. The camera
footage is regulated and processed by a processing PC. If a state of
perplexion is detected from the captured facial expression data, an
instruction is sent to Tabot via Local Area Network communication.
The camera has a resolution of 640 and 480 pixels and a frame rate
of 30 frames per second.

3.2 Learning system

Participants study using the learning system shown in Figure 4. In
the pre-training phase, subjects study, only with the learning system
installed on their PCs, while in the collaborative phase, they study
with the learning system displayed at the bottom of the tabot. The
learning system displays the screen shown in Figure 4(a) when the
subject proceeds to study. In Figure 4(a), there is a question and
a button below the question that provides a hint. We informed the
participants that they could press the button as many times as they
wanted and that they would receive a hint by pressing the button.
This makes it possible to label the facial expression data in the per-
plexoin. However, the hint button is installed only in the pre-training
phase, and is removed in the collaborative learning phase. When an
answer is given on the screen shown in Figure 4(a), the user is taken
to the screen shown in Figure 4(b). The system repeats this process
for the number of questions to reach the final screen (Figure 4(c)).

The learning system comprises two types of challenges that are
designed to involve a puzzle-like element or spark.

Figure 3: Tabot and camera
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Figure 4: Learning system

These challenges consist of mathematical figure problems and
Computer Aptitude Battery (CAB) problems provided by SHL
Japan [15]. The mathematical figure problems can be effectively
tackled by utilizing auxiliary lines in the drawing process, while
the CAB problems involve identifying patterns and regularities. By
presenting these challenges that demand both inspiration and puzzle-
solving skills, we created an environment in which participants were
consistently perplexed.

Table 3: Experimental information

Item \ Contents ‘
Property Undergraduate and
graduate students
The number of participants 34
Male:Female 20:14
2020/9/14 11/30
Period 2021/5/6 6/30
2022/2/17 3/17

3.3 Experimental procedure

Experiments were conducted in which undergraduate and graduate
students and robots learned together. Experimental information is
summarized in the table3 below.

In the experiment, we compare two groups of teacher-type
robots equipped with different emotion recognition models. The
groups to be compared are the eight emotion group equipped
with the eight emotion estimation method and the proposed group
equipped with the perplexion estimation method.

The information for the groups is shown in Table 4. For the
proposed group, the estimated start time is set to 106 seconds after
the first press of the hint button. This is because the average time
elapsed until the first press of the hint button is 106 seconds during
the experimental period up to 2021. This experiment is divided into
three-time periods due to the number of participants. The proposal
group was conducted in 2022, and the eight emotion group was
conducted in the other dates.

The experimental procedure is shown below.

Step 1 (Pre-learning) Participants learn with a computer-based
learning system. The learning time was about 60 minutes.
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Table 4: Group information

Eight emotion group

\ Proposed group ‘

emotion recognition model

Eight emotion estimation method

\ Perplexion estimation method

hint provide condition

When estimating the perplexion

Support frequency limitation No limit \ two times
hint button nothing
Estimated start time Immediately after the problem is presented \ After 106s

Step 2 To reduce the learning effect, we allowed a one-week inter-
val. In addition, the groups were assigned so that the number
of times, the participants pressed the hint button in the pre-
learning period would be as equal as possible.

Step 3 (Collaborative learning) Participants learned with a robot
from the group to which they were assigned. The learning
time was about 60 minutes.

Step4(Survey) Immediately after the collaborative learning the
participants answer a survey.

3.4 Evaluation index

We employed the ”Godspeed Questionnaire [17, 18],” a question-
naire methodology designed for the subjective evaluation of human-
robot interaction. One of the questionnaire items utilized in our
study was focused on assessing ”Animacy.” Additionally, we used
the questionnaire to evaluate the timing of the robot’s assistance.
We selected these evaluation indices based on their perceived sig-
nificance in the context of teacher-type robots. Previous research
suggests that users tend to be more emotionally engaged and in-
fluenced by objects exhibiting animacy [19]. Therefore, a higher
level of animacy in the robot may lead to a greater receptiveness
to advise provided by the teacher-type robot. Furthermore, the au-
tonomous timing of the robot’s assistance is crucial for creating a
more human-like learning environment. Each adjective pair in God-
speed Questionnaire was rated on a 5-point scale, and we quantified
each pair on a scale of 1 to 5, with the positive adjective side re-
ceiving a higher score. We defined the average score of six animacy
items as “animacy” and compared it across different groups. Figure
5 illustrates the questionnaire pertaining to support timing.

very a little Neither a little very

1.Robot speech timing

early | | | | late

Figure 5: Questionnaire on support timing

Table 5: Scoring Procedure

survey | score
3 3

2or4 2

lor5 1
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To analyze the evaluation results, we employed a Student’s t-
test for animacy, assuming equal population variance across the
groups. Regarding the timing of support, two types of analyses
were performed. The first analysis involved testing the population
mean when the population variance was unknown, using ”3” for
“neither” as the optimal timing criterion. The second analysis uti-
lized a Student’s t-test with the timing questionnaire as the scoring
criterion. Details of the scoring procedure can be found in Table
5. The significance level was adjusted to p < 0.0125 using the
Bonferroni correction to account for multiple comparisons, as four
tests were conducted. The tests included comparisons of animacy,
the average support timing between the eight emotion group and the
proposed group, and comparison of support timing scores.

3.5 Result

Figure 6, 7, and 8 show the mean values of lifeliness and support
timing, the mean values when scoring, and the test results. The
proposed group had higher animacy than the eight emotion group.
The test results showed no significant differences. These results
suggest that the animacy that participants felt toward the robot was
the same in each group of robots.

The support timing results for the “eight emotion group” and
the “proposed group” were both found to be early and close to the
criterion value of “3”. The statistical analysis revealed a significant
difference between the eight emotion group and an insignificant
difference between the proposed group. This indicates that the
eight emotion group was perceived as providing support too early,
while the proposed group offered support at an appropriate timing.
Moreover, employing the perplexion estimation method for support
timing could lead to optimal timing of assistance. The results of
scoring the timing of support were higher in the suggestion group
than in the eight-emotion group.

p=0.710, n.s.

average
w
—_—
—

eight emotion proposed

Figure 6: Result of Animacy
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5

4 p=0.010 * p=0.578, n.s.
1
P

eight emotion proposed

Figure 7: Result of Support timing

p=0.000044*

]

25

average

15

proposed

eight emotion

Figure 8: Result of support timing score

The results of the test showed that there was a significant differ-
ence. Therefore, the results indicated that the proposed group was
better in support timing.

4 discussion

The experimental results indicated that there was no significant
difference in animacy, suggesting that the learners had similar im-
pressions regardless of the group they were in. However, a signifi-
cant difference was found in the support timing between the eight
emotion group and the proposed group. In the one-group test based
on the criterion value of “3”, the eight emotion group showed a
timing that was too early for the learners, while the proposed group
provided support at the optimal timing. Furthermore, a significant
difference was also found in the test when the questionnaires were
converted into scores. These differences will be discussed in the
following sections, along with the results of each questionnaire.

Animacy was higher in the proposed group than in the eight
emotion group. We believe that this may be related to the number
of speech utterances during collaborative learning. To investigate
this, we examined the number of speech utterances for six partic-
ipants in the eight emotion group and nineteen participants in the
proposed group. The average number of utterances per participant
was 29 for the eight emotion group and 0.2 for the proposed group.
These results suggest that too many speech utterances may impair
Animacy.
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More than the number of problems Less than the number of problems

Figure 9: Animacy when divided by the number of support (The eight emotion
group)

To further explore this, we investigated the Animacy scores of
participants in the eight emotion group whose the number of speech
utterances exceeded the number of questions. Four out of the six
participants exceeded the number of questions, and we calculated
the average Animacy scores of these four participants and the other
two participants (Figure 9). Contrary to our expectations, Animacy
was higher for those who received more support. However, due to
the small number of participants, we cannot conclude with certainty
that there is a clear trend. One possible explanation is that repeated
utterances made the participants feel that there was a response.

In the Animacy section, there is a “responsiveness” column. The
average score of the four respondents who received more support
was 3.5, while that of the two respondents who received less support
was 2. This result also suggests that a higher number of speech
utterances may influence Animacy, as the respondents feel more
responsive. However, the average response to the questionnaire
regarding the timing of support was 1.75 when the number of times
support was high and 2 when the number was low. Based on the
open-ended responses from participants who had a high frequency
of speech utterances, some of them expressed that there were “ex-
cessive number of hints” and they felt “confused by the continuous
stream of advice”. Therefore, we believe that an excessive number
of speech utterances does not have a positive effect.

Similarly, in the proposed group, the mean score of Animacy
was calculated for four of the 19 participants for whom learning
support was confirmed and for 15 participants for whom it was not
confirmed (see Figure 10). Animacy scores were higher for the four
participants for whom learning support was confirmed. Additionally,
as in the eight emotion group, we calculated the mean score for
each “responsive” item. The mean score for the four participants
for whom learning support was confirmed was 4, and for the 15
participants for whom learning support was not confirmed, it was
3.3. Based on the analysis of the eight emotion group, we believe
that having learning support is better than not having it, but that
frequent learning support, such as continuous speech, may not give
a good impression.

33


http://www.astesj.com

K. Okawa et al. | Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 4, 28-35 (2023)

hint no hint

Figure 10: Animacy when divided by the number of support (The proposed group)

other answer is 3

Figure 11: Animacy by support timing answers (eight emotion group)

other answer is 3

Figure 12: Animacy by support timing answers (proposed group)

We believe that the timing of support is an essential factor in
autonomous support provided by a teacher-type robot. If support
is given too early, learners may feel frustrated that it is offered at a
time when they do not need it, whereas if it is provided too late, it
may cause learners to feel frustration at not receiving support and
not being able to solve problems. The experimental results showed a
significant difference between the eight emotion group and the ideal
timing of “3”. Therefore, it is thought that the participants felt that
the support was premature. However, no significant difference was
observed in the proposed group. This suggests that the support tim-
ing used in the proposed group may be the optimal timing. The test
of scoring the timing of support showed a significant difference, with
the proposed group having a higher score than the eight emotion
group, indicating that the proposed group was superior. However,
as seen in the previous data, the eight emotion group tends to talk
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too much, resulting in a lower score. Similarly, the proposed group
may not have been judged as early or late because they provided
support significantly less frequently. Therefore, the results suggest
that the perplexion estimation method used to solve this problem
led to good results, as the evaluation of too many utterances was
low.

Animacy and timing results suggest that teacher-type robots that
provide appropriate timing and frequency of support can improve
Animacy. Figures 11 and 12 show the average Animacy scores
of participants who answered “3” in the questionnaire about sup-
port timing, and those who answered “other.” Three participants in
the eight emotion group and 16 participants in the proposed group
answered “3” for support timing, and in both cases, those who an-
swered “3” had higher scores. These results indicate that refining
support timing is effective in improving Animacy. To achieve this,
we believe that the accuracy of the perplexity estimation method
needs improvement. The current method has a reproducibility of
88%, but its accuracy is 67%, which is inferior to the eight emo-
tion estimation methods. We believe that improving accuracy is
necessary to provide an environment that can estimate the learner’s
perplexity more accurately without missing it.

5 Conclusion

Our study developed a deep learning-based method to estimate the
learner’s state of perplexion. We conducted experiments to compare
the performance of a robot equipped with our proposed method to a
robot equipped with the conventional eight emotion estimation meth-
ods. The results of the participant experiment revealed that there
was no significant difference in terms of animacy between the two
groups. This indicates that our proposed method provided a similar
level of animacy to the learners compared to the conventional robot.
However, when it comes to support timing, the robot equipped with
our proposed method demonstrated the ability to provide support
at the optimal timing. Furthermore, when the support timing was
scored, a significant difference was observed, indicating that the
support timing of the robot equipped with the proposed method was
better. In other words, the proposed method can potentially enable
the realization of a collaborative learning environment between a
teacher-type robot and a learner without the need for buttons. Over-
all, we believe that this study has demonstrated the potential for
realizing a collaborative learning environment between a robot and
a learner using the proposed perplexion estimation method.

In the future, our plan is to develop a robot suitable for actual
learning environments for junior high school and high school stu-
dents, and to evaluate the impression the proposed robot leaves
on learners as well as its effectiveness in supporting learning. To
achieve this, we intend to conduct participant experiments that eval-
uate both the impression of the robot and its impact on learning.
Moreover, to create a more effective learning environment for the
learners, it is essential to enhance the accuracy of the perplexion
estimation method. To achieve this, we are considering two ap-
proaches. The first approach is to fine-tune the method by training
it on the data collected from the planned experiments, so that it
can accommodate a wide range of age groups. This will enable us
to effectively support learners with youthful facial features, such
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as middle and high school students, who are expected to be actual
users of the system. The second approach is to treat the learning
data as time series data, including changes in facial expressions.
Currently, we only focus on the moments of perplexion. However,
by capturing the trends of perplexion onset, we anticipate that we
can improve the estimation accuracy to a greater extent.
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Due to the variations in weather conditions, photovoltaic systems adopt a technique based
on maximum power point tracking to extract the maximal power of the solar module. In the
literature, there are many different methods classical and intelligent of maximum power
point tracking (MPPT). But, due to the semiconductor effect, the current-voltage
characteristics of the solar module is nonlinear. This affects its efficiency and make its
control not easy. In this contribution, we present a new fuzzy PV MPPT based on custom
defuzzification. The obtained power using the proposed fuzzy PV MPPT based on custom
defuzzification is significant compared to Pertub & observe and fuzzy PV MPPT in term of
performances indices such as: Rise time and overshoot.

1. Introduction

Generally, energy is an important development factor in any
economy. Also, energy consumption is a progress indicator. The
energy crisis due to the drop of conventional energy sources and
the rise in CO; emission and environmental pollution has imposed
the search for other solutions which are renewables and cleans. As
renewable source, photovoltaic power is a very powerful and
promising energy potential. The solar energy is converted into
electrical energy by solar PV panel. Each type of PV panel has its
own specific characteristic according to local conditions such as
irradiation, and temperature and this makes the tracking of
maximum power point (MPP) a complicated problem. To remedy
this problem, many MPPTs algorithms have been presented [1-6].
Conventional MPPTs have proven to be less efficient because of
the functioning principle of photovoltaic system which depends on
weather.

This, made extracting the maximum power point a difficult
task. But, with the development of semiconductor switches which
work with high switching frequencies; new MPPT controllers have
been developed. Among the intelligent MPPTs, there is the logic-
based MPPT which has interested several researchers. In the
literature, there are several publications on this fuzzy MPPT
controller with more approaches [7-13]. In this context, we will
present an intelligent MPPT based on fuzzy logic but which is
different with a custom defuzzification function because most of
the papers dedicated to this field use default and predefined
defuzzification functions.
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2. Modeling of photovoltaic system

Photovoltaic system works on the photovoltaic effect to
convert solar radiation into direct current. When the sun attacks the
panel, the energy is absorbed by a semiconductor. This energy will
release the electron-hole pairs from their binding state to supply
the load of the photovoltaic system. The output power of the
photovoltaic panel depends on environmental variables such as
irradiation and temperature. Therefore, to operate the PV system
at its maximum power point; the MPPT mechanism is very
important and useful. Many MPPT mechanisms have been
introduced in the literature by many researchers since the year
1960. Some well-known conventional MPPT methods are
incremental conductance, perturbation and observation and
constant voltage.

However, this type of method presents classical and limited
algorithms. Their implementation requires a good, accurate sensor
to measure either voltage or current. Recently, the MPPT based on
artificial intelligence is widely used in PV system. These
intelligent MPPTs are dynamic with high efficiency and have
made the PV system interesting and competitive. Figure 1 shows
the block diagram of the proposed standalone PV system. The
system consists of a PV array, a MPPT controller combined to a
DC- DC converter and a load.

The irradiation (G) and temperature (7) are in charge of the
working point of PV system at the maximum power point (MPP)
[14]. The cell current, I, which represents the mathematical model
of the PV cell can be express as:
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where, I, is light-generated cell current (A), Iy is cell reverse
saturation current (A), g is electronic charge, 4 is ideality factor,
K. is Boltzmann’s constant, and T is cell temperature (K).

Boost Converter

DC
>
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vpv | Ipy 1

PV Array >

MPPT
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PWM

Generator

Figure 1: Block diagram of the PV system
3. Perturb & Observe MPPT

Perturb & Observe algorithm is a conventional method. It is
used in photovoltaic systems because of its simple implementation.
Also, it needs a few measured parameters. It is based on the
measure of the PV current and voltage. From these values the
power is calculated at each time to find out the maximum power
point (MPP).

The principle of this algorithm is based on the operating
voltage of the PV module which is perturbed by a small increment
and the change of power is observed. If the change of power is
positive, then it is supposed that it has moved the operating point
closer to the MPP. So, the voltage disturbed in the same track
should move the operating point toward the MPP. If the change of
power is negative, the operating point has moved away from the
MPP. In this case, the direction of perturbation should be reversed.
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Figure 2: Flowchart of P&O method
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4. Fuzzy MPPT based custom defuzzification

The MPPT allows the PV system to work at the maximum
despite the variation of its parameters, irradiation, temperature and
load. Conventional MPPT methods are limited, however, MPPT
based on fuzzy logic fuzzy offers the advantage of being robust,
efficient and works to the PPM. The implement of the fuzzy MPPT
has three steps: the fuzzification, inference engine and
defuzzification (Figure 3).

Rule base
Output
Input utpu
gl Fuzzification Defuzzification [l
A 4
a] Inference &

Figure 3: Fuzzy MPPT block diagram
4.1 Fuzzification method

Fuzzification is a method by which sharp values are blurred.
To do this, the linguistic variables and the membership functions
that will be implemented to model the system must be defined. The
principle of fuzzification consists in the decomposition of the
universe of discourse of linguistic input and output variables into
a number of membership functions.

4.2 Inference engine

Inference is a method by which new information is deduced
from the information of premises. Inference in fuzzy logic control
systems is a method by which the result of each rule is deduced
from the results of each activated rule.

In the literature, dedicated to fuzzy logic, different methods
that can be applied to establish an inference engine. The most
popular are Mamdani and Takagi-Sugeno-Kang. The Mamdani
inference was developed by Ebrahim H. Mamdani in 1975. It was
used to modify the behavior of a steam engine. Mamdani's
inference was inspired from Lofti Zadeh's paper describing fuzzy
sets for sys