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Editorial 
In this issue, we present 16 accepted papers of diverse array addressing crucial challenges and 
advancements in various domains of technology and engineering. These papers contribute 
valuable insights and propose innovative solutions to contemporary issues. The following 
paragraphs provide a brief overview of each paper, outlining its objectives, methodologies, and 
key findings. 

Globally, road transportation plays a pivotal role in modern civilization, but the presence of road 
anomalies poses a significant threat to safety. The author addresses this concern by introducing 
an intelligent road anomaly detection system for autonomous vehicles. The system utilizes a 
modified Histogram Oriented Gradient (HOG) and Fuzzy Logic Control (FLC), presenting 
promising results in the identification of speed bumps and potholes [1]. 

The author, focus to risk analysis for soft targets, particularly cultural events like music concerts. 
The authors employ a multi-criteria decision-making method, fuzzy TOPSIS, to objectively assess 
the risk of violent attacks. The study demonstrates that this approach provides consistent and 
practical results for enhancing security measures [2]. 

The author tackles the critical issue of battery fires caused by overcharge. Introducing a 
temperature-compensated overcharge protection measurement technology, the authors propose 
a wireless-enabled Battery Management System (BMS) that enhances stability while maximizing 
convenience [3]. 

Moving on to the education sector, the author introduces a multiplatform application for the 
automatic recognition of personality traits in learning environments. The application employs 
machine learning models to personalize and adapt content based on the dominant personality 
traits of students, enhancing the overall learning experience [4]. 

Despite the favorable conditions for renewable energy in Qatar, the adoption of solar panels faces 
challenges. The author explores these challenges through a two-phase study, offering insights 
that can inform stakeholders, policymakers, and future researchers in enhancing the deployment 
of solar panels in the region [5]. 

In the realm of cybersecurity, the author introduces a hybrid intrusion detection system utilizing 
the Activity and Event Network (AEN) graph model. The system effectively identifies threats 
through signature-based and anomaly-based detection mechanisms, showcasing promising 
results in intrusion detection datasets [6]. 

The author presents an omnidirectional multi-view image measurement system designed for 3D 
reconstruction and multi-view imaging. Utilizing four cameras in a co-sphere framework, the 
system demonstrates versatility in capturing comprehensive multi-view images for various 
applications [7]. 

The author introduces a multi-camera system for measuring the movement of a pilot's body during 
flight operations. This system records and analyzes the pilot's body reactions in real-time, 
providing valuable insights into human-computer interaction and enhancing cockpit design [8]. 

Power loss minimization in electrical power systems is the focus, where an Extreme Learning 
Machine (ELM) method is proposed for solar irradiation forecasting. The results demonstrate the 



efficacy of the ELM algorithm in reducing power losses, contributing to more efficient power 
system operations [9]. 

The author addresses the automatic detection of olive trees in RGB images using a RetinaNet 
model and the DeepForest Python package. The proposed approach shows significant 
improvements over pretrained models, highlighting its potential for accurate tree detection in 
unmanned aerial vehicle (UAV) imagery [10]. 

Moving into decision-making under uncertainty, The author introduces the multistage one-shot 
decision-making approach (MOSDMA). Applied to reevaluate a technology project decision 
problem, MOSDMA incorporates salience information, offering a promising alternative for 
multistage decision-making under uncertainty [11]. 

A hybrid machine learning model is developed to enhance IT project cost and duration prediction 
accuracy. The MLR-DNN model outperforms traditional predictive project management tools, 
demonstrating its reliability and effectiveness [12]. 

Job performance prediction is the focus, where a hybrid neural network and particle swarm 
optimization approach is employed. The study emphasizes the significance of Particle Swarm 
Optimization (PSO) in improving model performance, presenting promising results for recruitment 
screening [13]. 

This paper delves into optical fiber displacement sensors, specifically addressing scattered-bend 
loss. The presented sensor utilizes a multimode polymer optical fiber and side coupling technique, 
offering a simple, comprehensive, and cost-effective solution with potential applications in 
industrial settings [14]. 

Addressing cybersecurity concerns in the Internet of Medical Things (IoMT), the author introduces 
a deep learning approach to detect Covert Timing Channel (CTC) attacks. The proposed pipeline, 
incorporating Convolutional Neural Network (CNN), Siamese Neural Network (SNN), and K-
Nearest Neighbors (K-NN), demonstrates high accuracy in identifying covert messages [15]. 

A triple-band MIMO antenna design for 5G/Wi-Fi 6 applications is presented. The proposed 
design incorporates a symmetric parasitic structure, significantly improving isolation between 
radiation elements. With compact dimensions and wide bandwidths, the MIMO antenna design 
shows promise for high-performance wireless communication systems [16]. 

In summary, this special issue encompasses a wide range of cutting-edge research, from 
intelligent road anomaly detection and risk analysis to renewable energy challenges, personality 
trait recognition in learning environments, and advanced technologies in cybersecurity, decision-
making, and wireless communication systems. Each paper contributes valuable insights and 
solutions, advancing our understanding and capabilities in these diverse fields. 
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 Globally, road transportation has become one of the most reliable means of moving goods 
and services from one place to the other. It has contributed immensely to the standard of 
living and modern civilization. However, this means of transportation is characterised by 
some issues which are poised to be harmful to the human population if not properly 
addressed. One of such issues is the presence of potholes, bumps, and other road anomalies. 
Unfortunately, the late identification of road anomalies (Speedbumps and Potholes) and the 
inability of drivers to detect and slow down while approaching such road anomalies has also 
been a big challenge faced by many nations. Therefore, there is a need for an automatic and 
intelligent approaches to be built into vehicles to mitigate the number of road accidents 
caused by these anomalies. In this work, the development of an intelligent road anomaly 
identification and manoeuvring system for autonomous vehicle is presented. The developed 
system focuses on the detection of road anomalies specifically speedbumps and potholes; 
and the regulation of the vehicular speed when these anomalies are detected. A modified 
Histogram Oriented Gradient (HOG) and Fuzzy Logic Control (FLC) have been proposed 
in this work. Furthermore, promising results have been obtained and presented which 
depicts the proposed HOG algorithm outweigh other techniques in the identification and 
detection of speedbumps and potholes. In addition, the developed FLC was able to regulate 
the speed of the vehicle in the presence of speedbumps as well as navigate the vehicle 
accordingly in the presence of potholes.    

Keywords:  
Image Processing 
Autonomous Vehicle 
Road Anomaly 
Fuzzy Logic 
Speed Control 
Maneuvering  

 

 

1. Introduction  

Road travel has facilitated the flow of goods and services in 
both developed and emerging countries, increased the quality of 
living, and has also led to global economic development. This  
goods and service distribution medium has now become one of the 
most important element of human society and may be one of the 
most dangerous elements for the human race if adequate steps are 
not enforced [1]. 

As since the advent of automobiles and other road vessels, 
traffic collisions have become the cumulative consequence of the 
adverse externalities of public transport [2]. Road accidents occur 
worldwide but are more frequent in dev eloping countries, 
triggered by over-speeding, traffic indifference, unfavorable 

weather, lack of vehicle maintenance and bad road conditions [2]. 
Some of such events are caused by human negligence or an 
unexpected natural phenomenon, which may be stopped with the 
correct precautionary measure. According to the World Health 
Organization (WHO), bad road conditions, especially in Nigeria, 
are the most unpredictable and the most prevalent cause of road 
accidents, and for every 100,000 vehicles accident, there are  1042 
deaths worldwide in a year [3]. Another report found that in 2009 
the annual road traffic fatality figure in Nigeria was 5,000. Poor 
roads condition and anomalies were the key contributors to these 
numbers, forcing drivers to swerve or loss control, which place 
them, and other road users at risk [3]. 

A study between the years 2000 and 2004 shows that about 
36,000 Nigerians died and 125,000 were injured as a result of road 
crashes, increasing the death rate from traffic injuries in Nigeria as 
compared to other countries worldwide [4]. These accidents are 
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usually caused by several factors such as inexperience, congestion, 
intoxication, intersection bottlenecks, distraction, drowsiness, and 
over speeding in the presence of road anomaly (Speedbumps and 
Potholes) [5] [6]. Speed bumps are structures that are built on the 
highways to limit traffic travel speeds in sensitive road areas, such 
as hospitals and schools [7], while a pothole is a bowl shaped 
deformity on a road surface that ranges from 150mm and above 
[8]. There are different types and sizes of potholes and they have 
harmful effects on pedestrians and cars regardless of their type or 
style. These road conditions account for  damages to vehicles parts  
and causes drivers to lose control of their cars as they drive past 
them, which can result in a fetal road accident. Hence, the use of 
an advanced driver assistance systems (as found in autonomous 
vehicles) for the precise and timely identification of these 
anomalies would be idea to reduce and mitigate road accidents in 
developed and developing countries.  Furthermore, this inclusion 
would also help provide driver with adequate information to aid 
navigation and speed control. [9]. 

Autonomous vehicles can be described as vehicles that that 
autonomously drives to the desired location without requiring any 
manual control [10]. Autonomous vehicles also have the capability 
to sense their surroundings and navigate around without the help 
of an external factor when subjected to different terrains [11]. The 
concept of  autonomous vehicle (AV)    involves computer vision 
(Perception), map navigation (Localization and Planning) and 
control integration. Each of these concepts  must be present to 
ensure a vehicle is completely autonomous [12]. Regardless of the 
wide range of usage and nature of AV, human performance has 
proven to be reliable in driving ground vehicles, for instance, when 
overtaking another vehicle [13]. The implementation of computer 
vision and image recognition is very critical in facilitating proper 
object detection and self-navigation.   

The application of computer vision is critically important in the 
development of AV as it is required for the acquistion of  images 
of  road and environment for ease of navigation and protection and 
safety of users [1].  Generally, computer vision provides machines 
with the functionality and ability to detect,analyse,  interpret and 
comprehend videos and image information using techniques such 
as gradient, neutral network and edge detection [14]. Mostly, the 
technique involves viewing images as a two-dimensional signal, 
and then applying the traditional technique of image processing. 
When combined with an embedded device, highly efficient, low 
memory and robust solutions can be obtained [1]. In recent times, 
self-driving has been a topic of wide interest for Artificial 
Intelligence and the Automotive Industries. The irregularity 
detection on the road surface is a task with great challenges. In 
developing countries, it is very common to find un-marked 
speedbumps on road surfaces, which reduces the security and 
stability of self-driving cars [15]. In AVs, speedbump detection 
and other road anomalies can be achieved by using a number of 
techniques one of such is the use of mulitple  cameras  and 
microcontroller  systems [16]. 

Some of the major limitations observed in the design and 
development of autonomous vehicle are blurriness and 
ineffectiveness in the detection of anomalies, as well as an absent 
or unsuitable control mechanism for vehicles to move over or 
around such anomalies. Therefore, the development of an 

intelligent road anomaly detection system, speed control and 
maneuvering system for autonomous vehicles is presented in this 
paper. The system analyses images of the surface of the road using 
image processing techniques (HOG and BRISK Features) for the 
detection of road anomalies (Speedbumps and potholes). The use 
of Fuzzy Logic Controller is used to regulate the speed and also 
the direction of the vehicle in the presence of r road anomalies 
(speedbumps and potholes).  

In 2010, the number of vehicles used worldwide was estimated 
to be over 1 billion, and according to [17], AVs are widely 
anticipated to alleviate road congestion through higher throughput, 
and also reduce human errors to improve road safety and ease the 
stress of driving. Also, in [18], a review of previous work done on 
the effect of Artificial Intelligence on AVs was carried out. The 
use of intelligent transportation systems and artificial intelligence 
was employed in the improvement of the working of an 
autonomous vehicle, which was aimed at decreasing the possible 
error which can be encountered in AV development. The use of an 
artificial intelligence approach was used to show the possible 
setbacks in autonomous vehicles and an effective method using 
artificial intelligence in solving most of the problems in the 
autonomous vehicle was also proposed. This approach was proven 
to be possible and achievable with a low failure rate than the 
conventional approach used in other works reviewed. Although the 
algorithm employed in the development and improvement of an 
AV was effective, it was also time-consuming, difficult and 
ambiguous in development and implementation. 

The remainder of this paper is organized as follows. Section 2 
presents a review of related past works with respect to the 
identification of speedbumps and road anomalies specifically 
potholes. Also, presented in this section is the summary of the 
findings and gaps in the reviewed literatures. In section 3, the 
detailed methodology adopted for the research is presented with 
emphasis on the mathematical modelling of Avs, the Identification 
and detection of road anomalies using computer vision and AI. The 
technique for the speed control and navigation of the AV using 
fuzzy logic control system is also presented in this section. Section 
4, presents and discusses the results obtained from the 
implementation of the proposed methodology as well as the 
performance evaluation of the methodology vis-à-vis standard 
metrics of evaluation. Section 4 presents the summary of findings, 
conclusion of the work and further research opportunities. 

2. Literature Review 

2.1. Related works in Pothole Detection 

There exists in literature several works in the area of pothole 
identification and avoidance. In [19] the development of  an image-
based pothole detection system for intelligent transport system 
(ITS) service and road management system was proposed. In this 
work, , a pothole detection method based on two-dimensional (2D) 
images was proposed for improving the existing method and to be 
applied to ITS service and road management systems. The use of 
Modified Histogram Shaped-Based Thresholding (MHST) 
improved the accuracy of the system to 73% and the precision to 
80%. However, the system exhibited a long image processing time 
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(46s average), which limits the practical application of the 
approach. Furthermore, the vibration of the vehicle also has effect 
on affects the detection unit of the proposed system 

In addition, [20] developed a real-time pothole detection and 
road monitoring system. The work introduces a system to detect 
the potholes and informs the concerned authority about the 
pothole. The proposed system used an ultrasonic sensors and 
accelerometers to measure the depth of the pothole and jerking 
respectively. The system captures the geographical location of 
potholes using a Geograhic Position System (GPS) module. The 
acquired information is also stored in a cloud database. This serves 
as a valuable source of information to the vehicle drivers and 
Government authorities, through a web server with public access. 
The proposed system provides   precautionary measures that can 
be taken to evade accidents. However, due to the placement of the 
Ultrasonic sensors, the system is unable to detect a pothole before 
the vehicle goes over it. 

Furthermore, [21] implemented an android based pothole 
detection system using ultrasonic sensors. The system makes use 
of an integrated mobile app with the pothole detection system 
(Ultrasonic Sensor and Microcontroller) for monitoring the road 
path and anomalies. The system helps users monitor road paths and 
associated anomalies remotely with the aid of the mobile app. 
However, the system is  limited in its capability to detected all 
types of road anomalies due to shortcomings of the ultrasonic 
sensors used. Another limitation of the proposed system is the 
quality of service of the internet/ communication network.  

In a related development, [21] designed a real-time pothole 
detection technique using image processing and dimension 
estimation. The proposed system uses image processing and edge 
detection (Canny, Zero Cross) techniques identify and detect 
potholes in realtime.  The proposed methodology ensures the 
estimation of the depth and width of potholes for the purpose of 
remediation such as filling and patching.  The system applies a 
high level of image processing, filtering of images and application 
of scaling factors to accurately determine and calculate the area of 
the potholes. 

Similarly, [22] designed an automatic pothole detection system 
using laser technology. The system captures the geographical 
location coordinates of the potholes and humps.. The developed 
system effectively detects humps and potholes without any huma 
intervention before the vehicle actually hits the potholes or the 
humps. With the use of laser technology, the system can calculate 
the distance between vehicles and potholes faster than an 
Ultrasonic Sensor. A major limitation of this system, however, is 
that it does not possess the ability to control the vehicles when 
maneuvering potholes. 

In , [23] an intelligent system for pothole and hump 
identification on roads using Internet of Things (IoT) was 
proposed. The proposition makes use of a database to keep records 
of identified potholes and also sends the data to the appropriate 
authorities. The system is also capable of alerting the driver of a 
pothole ahead so that the vehicle maneuver or slowed down 
accordingly. However, the system does not assist the driver 
maneuvering potholes but only detects the potholes. 

2.2. Related works in Speedbump Detection 

There also exist a number of works in the literature as it relates 
to speedbumps . In 2010, the number of vehicles used worldwide 
was estimated to be over 1 billion, and according to [24], AVs are 
widely anticipated to alleviate road congestion through higher 
throughput, and also reduce human errors to improve road safety 
and ease the stress of driving. 

In [25], a survey on possible production errors and security 
challenges faced by Autonomous Vehicles was carried out. The 
use of road segmented remedy, intersection-based solution, active 
& passive countermeasure was employed in carrying out the 
survey on possible production error and security challenges faced 
in autonomous vehicles.  

In a related development  a road surface condition monitoring 
and database system with the aid of a programmed accelerometer 
sensor was proposed by [26]. The system identifies different road 
conditions with the aid of vehicular vibrations due to their 
acceleration on road anomalies.. The proposed approach was 
reliable, durable and not time-consuming which makes it suitable 
for the development of road monitoring systems. The proposed 
approach offers a reliable and fast medium for the detection of road 
surface profiles. In the system acquired profiles are stored to form 
a roboust database for future references. Regardless of the benefit 
the system offers, the mechanism for the protection of the stored 
data on the database was not provided which pose a security risk 
to user data and this limits the application in AV systems as reagrds 
vehicle to vehicle communication [26]. 

Also, a smartphone road anomaly detection system was 
proposed and developed in [27]. The proposed system adopted a 
modified fuzzy logic guassian model for analysing and 
classification of road anomalies. The developed system employed 
a K-nearest neighbour (KNN) algorithm to classify the sensed 
anomalies into Potholes and Bumps. The proposed system 
demonstrated  versatility, effectiveness with a 94% to 96% 
accuracy rate in the recognition of road anomaly and compatiblilty 
with different types of vehicles and its low cost-effectiveness. 
Regardless of the effectiveness, versatility and accuracy of the 
technique used in the recognition of road conditions, the technique 
is only applicable to only two types of road conditions namely 
potholes and bumps[27]. 

[13], proposed the use of a fuzzy logic controller for the 
development of a vision and control system for autonomous 
vehicles. The fuzzy logic controller comprises a steering controller 
and a speed controller. One of the added advantages of this method 
was its ability to add human knowledge and experience via the 
fuzzy decision tree language into the system to achieve higher 
accuracy and precision. Although the method is capable of 
performing automatic driving on straight roads, the scheme is 
challenging to implement in AV development [13]. 

   The image processing was used in the development of a 
speed breaker and road marking detection system in [28]. The 
technique involved using image processing for speed breaker and 
road marking detection. The authors also integrated Optical 
character recognition and Hough transform alogrithms to 
recognize traffic signs and detect line markings respectively. An 
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accuracy rate of 79.97% for optical character recognition and 
100% for the local binary patterns was obtained after analysis. One 
of the limitation of the system was the inability to detect speed 
breaker and road marking in the absence of light which made the 
system not fully functional at night. 

2.3.  Summary of findings and research gaps 

In the light of the above, it is evident the application of image 
processing and computer vision have aided the identification and 
detection of road anomalies on motorways. Albeit, the blurriness 
of the road anomalies images as identified from the perspective of 

the moving vehicle and the inability to regulate the speed of vehicle 
when approaching anomalies are another issues. These and other 
issues identified in literature have resulted in the ineffectiveness of 
developed solution. Thus, to proffer solutions to these challenges, 
this work proposes the development of a improved Histogram of 
Oriented Gradient (HOG) image processing algorithm to detect 
road anomalies as well as estimate their locations. Furthermore, to 
control the speed and effectively navigate AVs, this work proposes 
the adoption of a modified fuzzy logic controller to regulate the 
speed of a vehicle when approaching a road anomaly. Table 1 
shows some of the related work carried out in autonomous vehicle 
and pothole detection. 

Table 1: Related works on Pothole and Autonomous vehicle 

S/N Author(s) Work Year Description Strength(s) Weakness(es) 
       
1 Seung-ki, R., 

Taehyeong, K. & 
Young-RO, K. 

Image-Based 
Pothole 
Detection 
System for ITS 
Service and 
Road 
Management 
System. 

2015 ITS (Intelligent Transportation 
System) service and road 
management system. A pothole 
detection method based on two 
dimensional (2D) images is 
proposed for improving the 
existing method and designing a 
pothole detection system to be 
applied to ITS service and road 
management system. 

The use of a Modified 
Histogram Shaped-
Based Thresholding 
(MHST) improved the 
Accuracy to 73% and 
Precision of 80%. 

Long image processing 
time (46s average), 
accuracy can be improved 
with the use of more than 
one optical sensor, the 
vibration of vehicle affects 
the detection unit. 

2 Ashwini, K., 
Kore, K., 
Akshada, K., & 
Ashwini, M. 

Pothole 
Detection 
System Based 
on Android 
Device and 
Ultrasonic 
Sensor. 

2018 The system makes use of an 
integrated mobile app with the 
pothole detection system 
(Ultrasonic Sensor and 
Microcontroller) for monitoring of 
the road path. 

the mobile app helps the 
users monitor the road 
path remotely.  

The use of just an 
ultrasonic sensor causes 
the system to be inefficient 
in detecting all forms of 
potholes. 

The system would be 
ineffective where there is 
poor or no network 
reception. 

3 Rahul, H., 
Ashish, Z., & 
Nilesh, P.  

Real time 
pothole 
detection 
technique using 
image 
processing and 
dimension 
estimation. 

2019 The proposed system uses image 
processing and edge detection 
(Canny, Zero Cross) techniques to 
take real time data of potholes. 

It uses this data to estimate the 
depth and width of potholes for 
filling and patching purposes.  

The system applies high 
level of image 
processing, filtering of 
images and application 
of scaling factors to 
accurately calculate the 
area of the pothole.  

The processing time of the 
system will be relatively 
slow when applied to self 
driving cars for pothole 
detection due to the fact 
that self driving cars need 
only fast estimations of the 
pothole perimeters and not 
the depth. 

4 Shivaleelavathi, 
B. G., 
Veeramma, Y., 
Yamini, V. S., & 
Spoorthi, T. 

Design and 
Development 
of an Intelligent 
System for 
Pothole and 
Hump 
Identification 
on Roads. 

2019 This project aims at identifying the 
potholes using image processing 
technology with the help of a 
camera. The system sends the 
location of these potholes to 
authorities using GPS. The humps 
are detected using the ultrasonic 
sensors and the electronics system 
alerts the driver about the humps 
and the driver can accordingly 
slow down the vehicle and hence 
avoid the accidents. The alert is 
provided in the form of voice 
through speakers and displayed on 
the LCD and using GSM, SMS is 
sent to the driver. 

The system makes use 
of an IOT database to 
keep records of 
identified potholes and 
also sends the data to 
the appropriate 
authorities. 

The system is also 
capable of alerting the 
driver of a pothole 
ahead so that the 
vehicle can be 
manoeuvred or slowed 
down accordingly. 

The system does not assist 
the driver manoeuvring 
potholes but only detect 
the potholes. 

5 Youngtae, J., & 
Seungki, R. 

Enhanced 
Pothole 
Detection 
Algorithm for 
Blurry Images. 

2015 This system comprises of  a 
pothole detection algorithm using 
various features in 2D images that 
improved the existing methods and 
accurately detected a pothole. The 
System implemented the use of 

The major strength of 
this system is the ability 
of the system to be 
accurate enough to 
detect real potholes on 
the road with the aid of 

There is a little the system 
can do if the image blur is 
caused by vibrations or 
shake in the camera. The 
restoration rate in 
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image sharpening algorithms to 
prevent wrong detection of 
potholes. 

a de-Blurring image 
sharpening algorithm. 

situations like this is still 
very low. 

6 Akshatha,  P. , 
Chaitra,  P. , 
Lakshmi,  S. , & 
Richard, L.P. 

Automatic 
Detection of 
Potholes 

2019 Automatic detection of 
potholes is a human safety based 
project. This system provides cost 
effective solution for detection of 
potholes on the road by using 
ultrasonic sensors. The 
microcontroller fetches the 
location of the pothole using GPS 
and the GPS locations are sent with 
the help of GSM. The GSM at the 
vehicle part takes that location and 
sends the location to the concerned 
person and that person can see 
pothole on the map of that area. 

This system 
provides cost effective 
solution for detection of 
potholes and humps on 
the road and indicate 
the road maintenance 
authority for 
maintenance. This 
system also provides 
the driver an indication 
that there is a pothole 
ahead and the desired 
action can be taken 

The system does not 
possess the ability aid the 
vehicle in control. 

The alert system does 
not provide exact location 
of pothole on the road path 
to aid avoidance of the 
pothole. 

 

3. Research Methodology 

3.1. System Description  

The design and development of the speedbump detection and 
speed control system for an autonomous vehicle involve numerous 
components. These components include Raspberry pi 3 
microprocessor, speed sensor (LM 390), Pi camera, Model Car, 
Direct Current (DC) motors, servo motor, power supply.. The 
Raspberry pi microcontroller is the brain of the system. The inputs 
to the microcontroller are the images acquired from the camera as 
well as the speed of the vehicle at that instant. The outputs of the 
system are the speed of the DC motor and the angle of the servo 
motor. These outputsrl indicates the status of the vehicle in terms 
of speed and direction in the presence of road anomalies 
(Speedbumps and potholes). The raspberry pi microcontroller 
carries out all major processing and also houses the HOG and 
Fuzzy Logic Control algorithms.  

When an anomaly is detected, the system will evaluate the 
distance of the vehicle from the anomaly, based on the data 
obtained from the camera, the fuzzy logic controller determines the 
appropriate speed and direction to be used when approaching an 
anomaly. When the vehicle is close to an anomaly, the speed will 
be reduced by the controller, and maneuver the vehicles in the 
appropriate direction. The vehicle will revert to its original speed 
and position after it has successfully passed the anomaly. 

The block diagram representing system architecture is shown 
in Figure 1 and the flowchart of the system operation is shown in 
Figure 2. 

 
Figure 1: System Architecture 

Start

Capturing of road 
surface by Camera

Use of Image 
Processing 
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Speedbump 
Detected?
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Regulate Speed of 
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Over Speedbump?
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Figure 2: System Flowchart 

Figure 2 shows the process of how information is being 
acquired, gathered,  processed, and transmitted from one section 
of the system to the other. The image of the anomaly (speedbump 
or pothole) is captured by the camera by extracting the features of 
the road surface using the histogram of oriented gradient technique 
and Histogram Equalization respectively. When the road anomaly 
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has been detected, a command is sent to the microcontroller which 
regulates the speed of the vehicle, when the anomaly is a 
speedbump, and in the presence of a pothole, a command/ signal is 
sent to the system to change the direction of the vehicle by 
changing the angle of the servo motor. When the vehicle has 
successfully passed or steered passed the anomaly, the speed and 
the direction of the vehicle is  returned to the original velocity and 
position respectively. This process continues  the vehicle is in 
motion.  

In this work, MATLAB software was used for the realization 
of the vehicle model, development and implementation of the 
image processing and fuzzy logic algorithms . MATLAB is an 
acronym for “Matrix Laboratory” which is a high-level 
programming language and an Integrated Development 
Environment (IDE) used for numeric computations, simulations 
and programming. MATLAB is used in different fields for data 
analysis, algorithm development and the development of system 
models. It has a vast variety of tools and commands essential to 
almost all engineering applications.  

3.2. Mathematical Model  

In this work, the autonomous vehicle was modelled in terms of 
the longitudinal dynamics of the vehicle. The external 
longitudinal forces acting on the vehicle include aerodynamic 
drag forces, gravitational forces, longitudinal tire forces and 
rolling resistance forces. 

 
Figure 3: Longitudinal Vehicle Dynamics [29] 

 
Figure 3 shows a diagram representing the longitudinal dynamics 
of the vehicle. The diagram shown in Figure 3 highlights the 
forces considered when modelling the longitudinal dynamics of a 
vehicle. Fxr, Faero, Fxf, Rxf, mg, and Rxr represent the longitudinal 
tire forces at the rear, aerodynamic drag force, rolling resistive 
force at front tires, mass of the vehicle, and rolling resistive force 
at front tires, respectively [29]. The force balance along the 
vehicle longitudinal axis yield is showed in (1). 
 𝑚𝑚ẍ =  𝐹𝐹𝑥𝑥𝑥𝑥 + 𝐹𝐹𝑥𝑥𝑥𝑥 −  𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑅𝑅𝑥𝑥𝑥𝑥 −  𝑅𝑅𝑥𝑥𝑥𝑥 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝜃𝜃)                 (1) 
Where: 

Fxf = longitudinal tire force at front tire 
 Fxr = longitudinal force at rear tire 
Faero =equivalent longitudinal aerodynamic drag force 
Rxf = rolling resistance at front tire 
Rxr =rolling resistance at rear tire 
m = mass of the vehicle 
g = acceleration due to gravity 
𝜃𝜃 = angle of inclination of the road the vehicle travels 𝜃𝜃  

The aerodynamic drag force on the vehicle can be represented as 
equation 5. 

𝐹𝐹𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  1
2
𝜌𝜌𝐶𝐶𝑑𝑑𝐴𝐴𝑓𝑓(𝑉𝑉𝑥𝑥 +  𝑉𝑉𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤)2   (2) 

Where: 
ρ is the mass density of air. 
 Cd is the aerodynamic drag coefficient. 
 Af is the frontal area of the vehicle which is the projected 
area of the vehicle in the direction of travel. 
Vx = ẋ is the longitudinal vehicle velocity, Vwind is the 
wind velocity (positive for a headwind and negative for 
a tailwind) [29]. 

 
3.3. Road Anomaly Detection  

a) Image Acquisition 

This process entails acquiring the image from the surface of the 
road, which will be used in determining the presence or absence 
of anomalies by applying image processing techniques. Image 
processing has become one of the main aspects of automation and 
safety-related applications in the electronic industries and these 
images can either be in a digital or analog form [15]. This process 
of acquiring the image will be carried out using a Pi camera with 
a resolution of 8 Megapixels, when the vehicle is moving with a 
speed of 5 to 10 m/s. 

b) Image Preprocessing (Color space conversion, HE, HOG 
noise removal) 

Images of road surfaces are captured using the Pi camera. The 
captured images are sent to the microcontroller to carry out image 
processing to detect and extract both speedbump and pothole 
features. The next process is done by the microcontroller to 
convert the image’s colour space from RGB to grayscale, filter all 
distortion and blurriness using the median filter, crop out the 
Region of Interest (ROI) of the image, and HOG and HE 
respectively is applied on the image to enhance the image. The 
mathematical representation of the histogram equalization (HE) is 
in (3) and Histogram of Oriented Gradient (HOG) in (4) to (8). 

Equation for HE:  

ℎ(𝑣𝑣) = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 ((𝐶𝐶𝐶𝐶𝐶𝐶(𝑣𝑣) − 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶
(𝑀𝑀𝑀𝑀𝑀𝑀)−𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶

𝑥𝑥 (𝐿𝐿 − 1)      (3) 

Where: 

 h = new grayscale value. 

 v = pixel number. 

 CDF(v)= Cumulative Density Function at v. 

 CDFmin = minimum Cumulative Density Function. 

 M x n = image rows & columns. 

 L = current grayscale level. 
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After histogram equalization, a feature extraction process is used 
to identify features on the image that are relevant to the scope of 
this project (potholes). This process is done by using the BRISK 
(Binary Robust Invariant Scalable Key points) points algorithm. 
The BRISK points represent the metric data on the region of 
interest with the most significant value. Pothole elements in 
images have more distinct metric values due to the disparity in 
pixel contrast compared to the road surface. This process is used 
to retrieve the location of the strongest metric data representing 
the pothole features recognized in the segmented image. The 
point’s locations are then stored in an array. 

Equation for HOG:  

Using the 1st order differential coefficient, fx (x, y) and fy (x, y) 

𝑓𝑓𝑥𝑥 (𝑥𝑥,𝑦𝑦)  =  𝑓𝑓 (𝑥𝑥 +  1,𝑦𝑦)  −  𝑓𝑓 (𝑥𝑥 − 1,𝑦𝑦)                  (4)   

𝑓𝑓𝑦𝑦 (𝑥𝑥,𝑦𝑦)  =  𝑓𝑓 (𝑥𝑥,𝑦𝑦 +  1)  −  𝑓𝑓 (𝑥𝑥,𝑦𝑦 −  1)                 (5)   

where f (x, y) in (1) and (2) is luminance at (x, y)  

The magnitude and direction of the gradient (m & θ) can be 
calculated using (6) and (7)  

(𝑥𝑥, 𝑦𝑦) = √𝑓𝑓𝑓𝑓(𝑥𝑥, 𝑦𝑦)𝟐𝟐 + 𝑓𝑓𝑓𝑓(𝑥𝑥, 𝑦𝑦)𝟐𝟐  (Magnitude)               (6)  

 (𝑥𝑥, 𝑦𝑦) = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑓𝑓𝑓𝑓(𝑥𝑥,𝑦𝑦)           (Direction)                      (7)  
𝑓𝑓𝑓𝑓(𝑥𝑥,𝑦𝑦) 

   
After computation of (6) and (7), the HOG is generated by the 

following steps:  

• determining the class which 𝜃𝜃(𝑥𝑥, 𝑦𝑦) belongs to.  

• increasing the value of the class using the first step.  

• repeating the above operation for all the gradients 
belonging to the cell.  

Equation (8) can be used in finding the final HOG feature.   

𝑣𝑣 = 𝑉𝑉𝑘𝑘                                                                                        (8)  

       Where 𝑉𝑉𝑘𝑘 = vector corresponding to a combined histogram for 
a block and V = normalize Vector. 

 
c) Image Segmentation 

Image segmentation entails the use of Sobel edge detection in 
identifying the edges present in an image, which is carried out 
based on the characteristics of the pixels in the image. The Sobel 
filter works by calculating the gradient of image intensity at each 
pixel within a given image. From the result gotten from the input 
of the Pi camera, the edges of the images were obtained by finding 
the approximate absolute gradient magnitude at each point in the 
image.   

d) Feature Extraction (HOG and BRISK) 

Feature extraction involves the identification and selection of the 
desired data from an image, and converting that data obtained into 

useful information The feature extracted provides the coordinate 
of the speedbump on the road surface when present with the use 
of the HOG Technique, while the feature and coordinate of the 
pothole of are provided using the Brisk points. These features are 
used in training the system in detecting the presence or absence of 
road anomalies (Speedbump and Potholes) respectively. During 
the feature extraction, the HOG points converge around or on the 
surface of the anomaly (i.e., Speedbump) and also during that of 
the BRISK points. Equation 9 was used in crrying out the HOG 
technique. 

𝒗𝒗 =  𝑽𝑽𝑽𝑽
�||𝑽𝑽𝑽𝑽||𝟐𝟐+𝟏𝟏

       (9) 

e) Feature Recognition (ANN, DT, and SVM) 

The use of Artificial Neural Network (ANN), Support Vector 
Machine (SVM) and Decision Tree techniques  were applied in 
training and testing of the designed system in recognizing the 
presence or absence of road anomaly (speedbump and potholes). 
The presence and absence of anomalies on the road surface were 
used as the target in training the system, where the presence of 
anomalies was represented by an output one (1), and the absence 
of anomalies was represented as an output zero (0). 

3.4. Speed and Steering Control 

a) Fuzzy Logic Design for Steering 

Fuzzy Logic is a method from imprecise and ambiguous 
knowledge, which provides a definite solution. When using a 
series of statistical rules used to describe expertise dependent on 
membership degrees, this is achieved. Fuzzy Logic has 
widespread applications in control engineering, signal processing, 
and artificial intelligence. 

The fundamental type of fuzzy logic control modelling, known 
as the fuzzy inference system (FIS), is a rule-based structure 
composed of three conceptual components:  

• A rule base composed of a set of fuzzy if-then rules. 
• A database describing the membership function (MF) 

used in these fuzzy rules. 
• A reasoning process incorporating such rules into a 

mapping routine from inputs to the outputs of the system 
to drive a reasonable output. 

There are essentially two types of base rule structures, namely 
Mamdani and Takagi-Sugeno-Kang (TSK). The fuzzy rule is 
expressed in language form in the Mamdani type. In this work, 
the fuzzy rule was represented using the Takagi-Sugeno-Kang 
rule structure as a logical function of the input variables which is 
more suitable for neuro-fuzzy systems. The fuzzy logic approach 
is made up of five steps: 

• Define all input and output variables. 
• Define the subset interval. 
• Choose the membership function. 
• Define the IF-THEN rules. 
• Perform calculations and adjust the rules. 
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Due to its simplicity, ease of interpretation, acceptance of 
imprecise data and ability to integrate with other traditional 
control methods, this study will employ the use of a Fuzzy Logic 
Controller. Figure 4 presents a fuzzy logic control system. 

 
Figure 4: Fuzzy Logic System. 

In this work , the steering of the vehicles in the presence of a 
pothole anomaly is determined by the rule base of the fuzzy 
system, the rule base is the representation of the IF-AND-THEN 
rules used in the implementation of the fuzzy controller. These 
rules are stated below, with the diagram representation shown in 
Figure 5: 
 

i. If (POA is PRESENT) and (DTA is LEFT) then (STEERING 
is RIGHT) 

ii. If (POA is PRESENT) and (DTA is RIGHT) then (STEERING 
is LEFT) 

iii. If (POA is ABSENT) then (STEERING is MIDDLE). 
 

where 
POA : Presence of Abnormaly 
DTA: Distance to Abnormaly 
STEERING: Control of vehicle 
 

 
        Figure 5: Rule Base for FIS. 

 
            Figure 6: Output Membership Function for Steering. 

The fuzzy logic controller uses the output membership function 
from the FIS in Figure 6 to determine the direction to control the 
autonomous vehicle in the presence or absence of road anomaly 
(pothole). The surface diagram describing the fuzzy logic 
controller’s FIS is shown in Figure 7. 
 

 
Figure 7: Surface Diagram of Fuzzy Logic Controller 

b) Fuzzy Logic Design for Speed 

The use of a surface diagram was employed to represent the 
relationship between the input and output parameters of the 
designed FLC system. Figure 8 shows the surface diagram of the 
design FLC system, by representing the relationship between the 
input membership parameter to the output membership 
parameters in a three-dimensional graphical representation, which 
was generated from the design of the FLC controller.  

 
Figure 8: System Surface Diagram 

 
Figure 9: Output Membership Function for Speed Control. 
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The fuzzy logic controller uses the output membership function 
from the FIS in Figure 9 to determine the direction to control the 
autonomous vehicle in the presence or absence of road anomaly 
(speedbump).  

In the design of the FLC system, rules were generated in order to 
provide the needed condition (rules) on which the FLC depend in 
controlling the speed of the vehicle in the presence or absence of 
speedbumps. Table 2 shows the rules generated by FLC in a 
graphical format. Where 

POA : Presence of Anomaly 

DOA: Distance of Anomaly 

Table 2: FLC Rule Base 
                  POA 
 DOA Present Absence 

Close Slow Fast 
Far Med Fast 

 

3.5.  Testing and Performance Evaluation 

The performance evaluation of the system is carried out to 
determine the effectiveness, accuracy, precision and efficiency of 
the method and techniques used in the development of this project. 
The intelligent speedbump detection system is tested and 
evaluated based on precision, recall and accuracy in detecting the 
presence of speedbumps on the road. The metrics are represented 
mathematically as: 
Precision = TP / (TP + FP)                                                      (10)    
Accuracy =  TP / (TP + FN)                                                   (11) 

Sensitivity =  FP / (TN +  FP)                                                  (12)                                                   
                                                                    
where: 
TP = true positive (number of abnormally classified correctly). 
FP = false positive (number of negative cases of abnormally 
classified correctly). 
TN = true negative (number of correct cases of abnormally 
classified wrongly). FN = false negative (number of incorrect 
cases of abnormally classified wrongly).  

The fuzzy logic model was also evaluated based on the response 
of the system to the rules generated by the fuzzy inference system 
in regulating the speed and direction of the vehicle when there is 
the presence of road anomaly.  In carrying out the performance 
evaluation of the system, the accuracy rate which  indicates how 
well the system was able to correctly detect the positive cases of 
a speedbump. 

4. Results 

This section presents the result gotten from the detection of 
road anomaly, i.e. speedbumps detection system in section 4.1 and 
that of the pothole detection system in section 4.2 respectively. 

4.1. Road Anomaly Detection  
a) Speedbump 

The results obtained from the development of an intelligent 
speedbump and speed control system for autonomous vehicle, with 
the use of the HOG technique is shown in Figure 10. The result 
was obtained with the implementation of the HOG feature 
extraction technique in order to extract the needed data from the 
image acquired by the camera (i.e., speedbump). The feature 
extracted provides the coordinate of the speedbump on the road 
surface when present, and it’s also used in training the system in 
detecting the presence or absence of road anomaly. During the 
feature extraction, the HOG points converge around or on the 
surface of the anomaly (i.e., Speedbump). 

The use of Artificial Neural Networks (ANN) and Decision Tree 
techniques was applied in training and testing of the designed 
system in recognizing the presence or absence of road anomaly 
(speedbump). The results obtained from the training the system 
with the use of ANN and Decision Tree are presented in Figure 11 
to Figure 14. 

 
Figure 10: Feature Extraction using HOG 

 
Figure 11: Performance Validation of System (ANN) 

From Figure 11, it is shown that the best performance of the 
trained model occurred at a value of 0.56976 before the 
occurrence of overfitting at 7 Epochs. The confusion matrix of the 
system in Figure 12 presents the result in the detection of an 
anomaly. The confusion matrix shows that the system had a 
testing performance of 58.4%, a training performance of 71.4%, 
a validation performance of 71.4% and total performance of 62.3% 
for the detecting of speedbumps on road surfaces.  
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Figure 12: Confusion Matrix of Neural Network 

 

 
Figure 13: Receiver Operation Characteristics of Neural Network 

The evaluation of the result between the output of the model to 
the true positive rate and false positive rate in the classification 
of the data. From the ROC shown in Figure 13, the system had a 
higher True Positive Ratio compared to the False Negative Ratio 
in the validation, training and testing ratio graph in the detection 
speedbump.  
Figure 14 presents a graphical representation of the output gotten 
from the application of training the system with the use of a 
classification learner (Decision Tree). The Classifier was also 
provided with a dataset containing 231 road images (144 images 
with speedbump and 87 images without speedbump). The 
Decision tree classifier was also trained with 144 features 
extracted from the images and had an accuracy of 75.7%.  

 
Figure 14: Classification Tree Model for Decision Tree for Speedbump   

b) Pothole   

The results obtained from the image processing algorithm, image 
acquisition, image preprocessing using Histogram Equalization, 
and feature extraction are shown in Figure 15. 

 
Figure 15: BRISK Points Extracted from the Image. 

4.2. Vehicle Maneuvering 

This section presents the result gotten from the design of the fuzzy 
logic system in the steering and speed control of the vehicle. The 
result of the steering fuzzy system is shown in section 4a and the 
speed control is in section 4b. 

a) Steering  

Table 3 presents the extracted points from the image. these points 
will be fed into the feature recognition (ANN) model to predict if 
a pothole is present in the image. 

Table 3: Brisk Points Location 

BRISK 
POINT 

X AXIS Y AXIS 

1 404.0000 269.0000 
2 287.3419 337.0000 
3 258.8189 324.8189 
4 305.3646 314.9544 
5 416.9694 275.9694 
6 328.2500 370.0000 
7 256.0000 329.0000 
8 261.0000 317.2109 
9 256.4589 274.0000 
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Table 4: Fuzzy Logic Controller Performance results 

Presence of 
anomaly (POA) 

(Meter) 

Distance to 
Anomaly (DTA) 

(Meter) 

Output 
(Velocity) 

(M/s) 
Accuracy Remark 

0.1 0 1 Accurate Slow Velocity 
0.2 20 2 Inaccurate Fast Velocity 
0.3 40 3 Accurate Slow Velocity 
0.4 60 4 Accurate Medium Velocity 
0.5 80 5 Accurate Medium Velocity 
0.6 100 6 Inaccurate Fast Velocity 
0.7 120 7 Accurate Slow Velocity 
0.8 140 8 Accurate Fast Velocity 
0.9 160 9 Inaccurate Fast Velocity 
1 180 10 Accurate Fast Velocity 
2 200 10 Accurate Fast Velocity 
3 220 6 Inaccurate Slow Velocity 
4 240 4 Inaccurate Slow Velocity 
5 260 7 Accurate Fast Velocity 
6 280 10 Accurate Fast Velocity 
7 300 10 Accurate Fast Velocity 
8 320 8 Inaccurate Slow Velocity 
9 340 10 Accurate Fast Velocity 

10 360 9 Inaccurate Medium Velocity 
11 380 10 Accurate Fast Velocity 

b) Speed   

The Fuzzy Logic Controller was used in the control of the vehicle 
speed in the presence of a speedbump, this was also carried out 
using a maximum velocity of 10M/s in controlling the speed of 
the vehicle. The presence the distance of the speedbump was used 
in the determination of the velocity at the vehicle moves at. Table 
4 present the response of the FLC in regulating the speed of the 
vehicle in relation to the presence and distance of rod anomaly 
(speedbump) to the vehicle.   

 
Figure 16: Developed MATLAB Application for Speedbump Analysis on 

Images. 

4.3 Testing and Performance Analysis 

a) Developed Application Interface 

The feature recognition system was evaluated by developing a 
GUI application in testing the detection accuracy of the ANN 
model to that of the Decision Tree model and the SVM for both 

speedbump and pothole anomaly as shown in Figure 16 and 
Figure 17 respectively. Also, the results obtained from the ANN, 
SVM and Decision Tree model displayed on the MATLAB 
application used for the image analysis are shown in Figure 16. 

 
Figure 17: Developed MATLAB Application for Pothole Analysis on Images. 

From the results presented in the application in Figure 17, an 
output of 1 was achieved signifying that an anomaly (pothole) is 
present in the image. 

b) Comparative Analysis 

The ANN, SVM and DT models’ performance was evaluated 
based on accuracy, precision and sensitivity using Equations (9), 
(10), and (11). The evaluated performances are shown in Table 4 
and Table 5 for both speedbump and pothole respectively. 
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After the two models have been designed, trained and tested, a 
comparison between both techniques was carried out, based on 
the accuracy, recall and precision of their results. Table 2 shows 
the comparative analysis between the ANN and Decision Tree 
models. The Precision, Accuracy and Recall of both trained 
models were calculated using (9), (10) and (11). The aim of the 
result shown in Table 5, is to determine the most optimal and 
suitable prediction technique for detecting speedbumps on the 
road surface. From Table 5, it was seen that the Decision Tree 
model produces a higher accuracy, precision and recall, with a 
percentage of 75%, 82% and 77% respectively. 

Table 5: Comparison Table of ANN and Decision Tree  

Parameters/ 
Technique 

Artificial Neural 
Network (ANN) 

Decision 
Tree 

Accuracy 62.3% 75.7% 
Precision 70% 82% 
Recall 61%  77% 

From the comparison in Table 6, the SVM model provided the 
best performance in terms of accuracy and precision. While the 
ANN and Decision Tree models produced similar but optimal 
performances in accuracy and precision which were over 75%. 

Table 6: Performance Evaluation for ANN, SVM AND DT models. 
 ACCURACY 

(%) 
PRECISION 

(%) 
SENSITIVITY 

(%) 

ANN 78.6 78.6 78.6 
SVM 86.0 86.7 79.4 
DECISION TREE 78.5 76.4 71.75 

5. Conclusion 

The result of the HOG ANN training model used for recognizing 
the presence or absence of speedbump had an accuracy of 62.3%, 
a precision of 0.70 and a recall of 0.61, while that of the decision 
tree had an accuracy of 75.7%, a precision of 0.82 and a recall 
value of 0.77 as shown in Table 3.  The results of the HE image 
processing model and ANN training model showed good 
accuracy of 83.3% for the sample images used for testing as 
shown in table 5, but the model was unable to detect the presence 
of anomalies in low-resolution images as the algorithm could not 
plot 9 BRISK points on images that had low pixel quality. The 
trained ANN model provided a total accuracy of 78.6%. 

 The fuzzy logic controller was able to regulate the speed of the 
vehicle in the presence of a speedbump and also change the 
direction of the vehicle in the presence of potholes. It was also 
observed that the use of the decision classification tree approach 
in detecting speedbump detection provided more accurate results 
when compared to that of Artificial Neural Network (ANN) with 
an accuracy of 65% in testing and training of the system, while 
the SVM models in the detection of potholes provided the best 
performance in pothole detection, but the ANN model provided 
an optimal performance for pothole detection with an accuracy of 
78.6%. 
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 This article focuses on risk analysis using a multi-criteria decision-making method. Due to 
many performed risk analyses for soft targets, we are constantly trying to find new methods 
for objective risk assessment. Many risk analyses are subjective, which is a problem when 
planning security measures and comparing results (different events, objects, places, etc.). In 
this text, we present our case study, which deals with the use of fuzzy TOPSIS. As a reference 
object, we have chosen one of the specific categories of soft targets – cultural events. The 
goal was to find the location most at risk of violent attacks on a selected cultural event - a 
music concert. We then established cooperation with three experts. The completed data in 
the risk analysis was then compared with practice. The selected fuzzy TOPSIS method was 
chosen as presumably more objective. Our hypothesis was confirmed. The results were 
objective and consistent with practical experiences. 
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1. Introduction  

The article aims to present our research, which we have worked 
on for several years [1-12]. The goal is to research the protection 
of soft targets and find new methods to strengthen security. In this 
article, we focus on one necessary step, risk analysis. The biggest 
problem is selecting the appropriate method and minimalizing 
subjective view. Currently, many risk analysis methods exist, but 
none are specifically designed for soft targets. Our effort is to 
explore these methods and choose one or develop a new one that 
will provide objective results. 

This article extends the contribution from The IEEE 
International Carnahan Conference on Security Technology 2021, 
where we presented an essential and necessary introduction and 
case study with the applied Fuzzy TOPSIS method [1]. In this 
extended version, we provide additional information on why we 
selected Fuzzy TOPSIS and a more detailed risk analysis of the 
whole workflow. Also, the introduction offers more detailed 
information about previous research and project on soft targets 
protection [1-12]. 

Our research is mainly concerned with the area of soft target 
protection. “The term "Soft Targets” can be referred to those 
objects (buildings), (open) spaces, or events characterized by the 
accumulation of many people, the absence or low level of security 
measures against violent assaults, and their omission among 
critical infrastructure and hard target objects” [13]. 

The protection of soft targets is a relatively new phenomenon 
in the geopolitical space of Europe. This issue became relevant 
after the events in 2014 when the so-called Islamic State declared 
a caliphate and began carrying out terrorist attacks worldwide [13], 
[14]. As the first figure (Fig. 1) shows,  the number of terrorist 
attacks almost doubled. The data is obtained from our database 
created for our research[7], [9], [11], where violent attacks against 
soft targets are recorded from Europe and parts of Russia and 
Turkey. The existence and updating of the database are crucial for 
our research because we need to register this information and add 
details such as the location of the attack, time, modus operandi 
(Fig. 2), type of soft target (Fig. 3), and other information about 
the attack [14], [15]. 

This paper describes a significant part of our research. It is 
focused on security measures and, above all, on risk analysis. 
Nowadays, there are many risk analysis methods but just a few of 
them suits soft targets. The central lack of those methods is 
objectiveness. Some complex methods, such as Failure Mode and 
Effects Analysis (FMEA), are claimed as objective methods. But 
the result of this method depends on one evaluator's opinion [16]. 
The section 3 specifies some methods that are mostly used in 
security issues. Following section 4 goes into more detail about 
methods verified and tested in our research. 

We asked three security managers to participate in our case 
study by finding the most exposed and weakest point in protecting 
soft targets at cultural events. Our previous research has shown the 
utility of multi-criteria decision-making (MCDM) in identifying 
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soft targets. This case study aimed to verify the hypothesis that 
some methods of MCDM should be used for risk analysis, 
especially risk assessment. One of the significant parts of risk 
analysis is proposing security measures and making a plan of 
necessary activities; however, we focused just on the part of risk 
assessment and compared the final risk ranking from MCDM and 
typical risk analysis.  

 
Figure 1: Number of terrorist attacks from 2014 to 2022 [15] 

 

Figure 2: Modus operandi of terrorist attacks from 2014 to 2022 [15] 

For this purpose, we selected some MCDM methods described 
deeply in section 4. Lately, we added the Fuzzy TOPSIS method 
to the list because this method perfectly fits our problem of 
objectives. Based on information from several publications [17 – 
19], we decided to use the standard fuzzy TOPSIS version due to 
the existence of many hybrid approaches [20], [21], or updated 
methods [22], [23]. Some efforts are known to use Fuzzy TOPSIS 
for risk assessment [24], [25]. Classic fuzzy TOPSIS is only a 
segment of the developed methodology.  

Soft targets has many categories and each category has own 
specifications. Cultural events is a category that we selected for 
our research and case study. As Fig. 3 depicts, cultural events are 

not targeted mostly, however they are very diverse. The quality of 
security measures that are highly variable, is the main reason for 
our choise. 

 
Figure 3: Targets of terrorist attacks from 2014 to 2022 [15] 

2. Cultural events 

Cultural events are one of the soft targets categories. “Cultural 
events can be defined based on a combination of two words - 
culture and event or based on a combination of their defining 
concept. By combining these formulations, the following definition 
can be reached: cultural events are pre-planned events with a 
clearly defined place and time, the main goal of which is the 
presentation of spiritual and material values created by man.” 
[26] 

 
Figure 4: Number of terrorist attacks on social and cultural events from 2014 to 

2022 [15] 

Each mass event has its own specification, conditions and 
needs. Safety is a vital part of these mass events or gatherings. 
Differentiation of essential characteristics is absolutely necessary 
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to establish proper safety. Every successful terrorist attack on mass 
gathering may take many causalities. This is the reason why all 
mass gatherings must be well protected. The following figure (Fig. 
4) shows that the average number of attacks is 2 and a half per year 
with a peak in 2016 [15]. 

 
Figure 5: Modus operandi of terrorist attacks on social and cultural events from 

2014 to 2022 [15] 

3. Risk management 

One of the integral parts of security planning is handling threats 
and their probability. We need to know what threats are in our 
facility. The objective of security planning is to take measures that 
lower the probability of emerging threats. The probability is also 
labeled as a risk. 

Risk management (RM) is an endless process that subsists of 
three steps (fig. 6). Each step is described in more detail in the 
following sub-sections. 

 
Figure 6: Risk Management steps [15] 

3.1. Risk identification 

Risk identification is ensured through risk analysis. The risk 
identification step usually includes the following activities: 

1) Identification of sources of risk – this part includes: 

a) Determination of initial data – data on the analyzed entity, 
description of operation, location, etc. 

b) Identification of assets - definition and determination of 
the value of the assets owned by the subject; 

2) Identification of threats – identification of events and actions 
that can negatively affect the value of assets; 

3) Identification of vulnerabilities – every asset has its 
vulnerability or weakness to an identified threat. The level of 
this vulnerability affects the impact when a threat affects a 
protected asset; 

4) Determining and assessment of impact. 

5) Determination of risk - determination of the probability of the 
occurrence of threats and the degree of vulnerability of the 
subject [27] 

There are three basic groups of risk analysis. The first one 
contains qualitative methods such as tree analysis – Event Tree 
Analysis (ETA), or Fault Tree Analysis (FTA). One of the most 
used and elemental methods is Safety/Security review. The group 
of quantitative methods stands on the other side, Failure Mode and 
Effect Analysis. (FMEA) is one of the well-known methods in this 
category. The last category is the combination of the two previous. 
It is a group of semi-quantitative methods that combine experience 
and numerical expression of risk [15]. 

3.2. Risk evaluation 

Risk evaluation is an activity determined to enumerate risks 
and assign them to the correct category.  The risks scale from the 
lowest negligible to the highest critical (Fig. 7). When planning 
security measures, we start with the necessary risk and need to 
spend the most funds in this category.  

 
Figure 7: Risk scale 

3.3. Risk regulation 

The last step in risk management is risk regulation. This step 
includes six different approaches. Each approach has its own 
positives and negatives. It is very complicated to say which one is 
the best. It depends on the point of view. The possible approaches 
are: 

• Ignoring the risk – conscious or unconscious 

• Acceptance of the risk – this approach covers also issues 
with residual risk. 

• Reduction of the risk – this is the most logical approach 
that implements corresponding security measures or 
reduces the severity of the impact. 
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• Risk avoidance 

• Transfer of risk – transferring risk to another entity (e.g., 
outsourcing) 

• Risk monitoring – the risk is not static, but it is variable 
and might change over time. 

4. Methods 

MCDM is a very complex field and provides many different 
methods and procedures. The most well-known methods such as 
the Analytic Hierarchy Process (AHP) [28], Technique for Order 
of Preference by Similarity to Ideal Solution (TOPSIS) [29], [30] 
or Višekriterijumsko Kompromisno Rangiranje (VIKOR) [30] has 
been selected for our research.  

4.1. AHP 

Tasks, the number of elements (variants and criteria), and the 
complexity in more complicated decision-making increase 
exceptionally. Due to this, the decision-maker has a problem 
getting his bearings in the task. Therefore, in the 1970s, Professor 
Thomas L. Saaty created the AHP method, which he and his 
colleagues developed into a practical tool for solving these 
complicated tasks. [28] 

AHP can be described as a method of breaking down a complex 
unstructured situation into simpler parts – the establishment of a 
hierarchical system (Fig. 8). The following part uses the subjective 
assessment of pairwise comparisons, which assigns numerical 
values to individual components that express their relative 
importance. The subsequent synthesis of these evaluations 
determines the element with the highest priority. 

 
Figure 8: Structure (hierarchy) of AHP [31] 

4.2. TOPSIS 

The TOPSIS method, according to R.R. Venkata [32], was 
developed by Hwang and Yoon and is characterized by the fact 
that it requires only a minimum number of inputs from the user and 
also that the outputs are very understandable. The only subjective 
parameters are the weights of the criteria. The TOPSIS method is 
based on the idea that the optimal solution is the one that has the 
shortest distance from the ideal solution and is also the furthest 
from the solution that is negative [29], [30]. 

The method is based on five computational steps: 

1. obtaining performance evaluation of alternatives on 
various criteria, 

2. normalization of assessment, 

3. normalized scores are assessed, 

4. the distance between the ideal and negative solutions is 
calculated 

5. the ideal solution selected based on ratios of calculated 
distances [29], [30] 

4.3. VIKOR 

The VIKOR method is another method that searches for the 
best solution on a set of alternatives according to the distance from 
the ideal solution [33]. This method was developed for multi-
criteria optimization in complex systems and focused on 
evaluation and selection in the presence of conflicting criteria. 
Each alternative is evaluated according to the multi-criteria 
function, and the resulting compromise solution is obtained based 
on the proximity to the ideal alternative. The evaluation is obtained 
using five steps [30], [34]. 

1. The alternatives are labeled as 𝑥𝑥1, 𝑥𝑥2, … , 𝑥𝑥𝑥𝑥; where m is 
number of alternatives. 
2. Determination of the maximum and minimum values of all 
criterion functions. 
3. Calculation of the utility and regret measure of the respective 
alternative. 
4. Calculation of performance evaluation of alternatives. 
5. Sorting of alternatives according to performance evaluation. A 
lower rating value represents a better alternative [30] 

4.4. Comparison and selection 

 The results of the above methods were compared against 
results from semi-quantitive risk analysis PIE. We carefully 
selected security issues for risk analysis and compared only cases 
with exactly ten threats (criteria). We asked highly renewed 
experts for security and safety. Each of them made a PIE analysis, 
and then we made a threat list ranked according to the mean value 
of obtained results. This list served as a “standard” for comparing 
our selected methods. The method with the lowest ranking 
difference against our PIE “standard” was selected for further 
research. As shown in tab. I. Fuzzy TOPSIS (FTOPSIS) presents 
the best results. FTOPSIS was added in the progress of research 
because it allows the processing of opinion of more evaluators. 

Table 1: Rank Comparison 

 Threat 1 Threat 2 Threat 3 Threat 4 Threat 5 

TOPSIS 0.20 0.11 0.20 0.19 0.18 

AHP 0.28 0.15 0.19 0.23 0.27 

VIKOR 0.18 0.12 0.19 0.18 0.23 

FTOPSIS 0.08 0.14 0.10 0.12 0.15 

 Threat 6 Threat 7 Threat 8 Threat 9 Threat 10 

TOPSIS 0.11 0.14 0.19 0.12 0.15 

AHP 0.28 0.18 0.21 0.30 0.26 

VIKOR 0.11 0.15 0.10 0.15 0.12 

FTOPSIS 0.10 0.13 0.11 0.14 0.13 
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Every change of rank by one position is reflected in 
comparison by value 0.1. The average value for comparison of all 
cases is in the above table (Tab. I.)  

 The most significant similarity with PIE (Tab. II.) shows 
FTOPSIS had similar threats rank for six threats. Similar methods, 
TOPSIS and VIKOR, has almost identical results. (Tab. I. and Tab. 
II.) 

Table 2: Overal Similarity 
  Similarity 

TOPSIS 2/10 

AHP 0/10 

VIKOR 2/10 

Fuzzy TOPSIS 6/10 

5. Fuzzy TOPSIS 

FTOPSIS is a modified standard TOPSIS, which belongs to the 
most used techniques for MCDM. It consists of adding fuzzy logic 
that allows the reflection opinion of all decision-makers. This 
technique utilizes two ideal solutions. Those solutions are called 
Fuzzy Positive Ideal Solution (FPIS) and Fuzzy Negative Ideal 
Solution (FNIS) [29]. The aim is to find a distance from both of 
these ideal solutions. The longest distance from FNIS and the 
shortest distance from the FPIS is the best result. It is calculated as 
a geometric distance from these solutions [16]. 

 
Figure 9:Seven steps of FTOPSIS [1] 

Complete calculation and ordering of alternatives according to 
distance have seven steps (Fig. 9) [1], [16-18]. 

Table 3: Conversion table [1] 

Numerical 
value Linguistic value Fuzzy number 

1 Very low {1, 1, 3} 

2 Low {1, 3, 5} 
3 Average {3, 5, 7} 
4 High {5, 7, 9} 
5 Very high {7, 7, 9} 

Usage of linguistic values showed as a not appropriate. Each 
linguistic value was represented by numerical value which made it 
easier for our decision-makers. Consequently, we converted it into 
fuzzy numbers to obtain correct weights for further calculation. 
(Tab. III.). 

Converted fuzzy numbers are used to build a corresponding 
fuzzy matrix for each decision-maker (three matrices, in our case). 
Those matrices are merged to the united fuzzy matrix. Every 
triangular fuzzy numbers is represented by three values 
(F={a;b;c}). Calculation of these values are based on following 
formulas (1): 

𝑎𝑎𝑖𝑖𝑖𝑖 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑘𝑘�𝑎𝑎𝑖𝑖𝑖𝑖𝑘𝑘 �;  𝑏𝑏𝑖𝑖𝑖𝑖 = 1
𝐾𝐾
∑ 𝑏𝑏𝑖𝑖𝑖𝑖𝑘𝑘 ; 𝑐𝑐𝑖𝑖𝑖𝑖 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑘𝑘�𝑐𝑐𝑖𝑖𝑖𝑖𝑘𝑘 � 𝐾𝐾
𝑘𝑘=1  (1) 

The uniform matrix is built from a combination of decision 
matrices and the above formulas. Next step is the normalization of 
the uniform matrix. Normalization is one of the essential activities 
for almost all MCDMs. The TOPSIS and also its fuzzy 
modification work with two types of criteria. The first group brings 
benefits (eg. increasing efficiency). The second group has a 
negative influence on the decision maker and this group is called 
as a cost criteria (eg. salary). Each group has slightly different 
formula for normalization. Benefits criteria (2) looks for maximal 
value and  
cost criteria (3) for minimal value : 

 𝑟𝑟𝚤𝚤𝚤𝚤� = �
𝑎𝑎𝑖𝑖𝑖𝑖
𝑐𝑐𝑗𝑗
+ ,

𝑏𝑏𝑖𝑖𝑖𝑖
𝑐𝑐𝑗𝑗
+ ,

𝑐𝑐𝑖𝑖𝑖𝑖
𝑐𝑐𝑗𝑗
+� ; . 𝑐𝑐𝑗𝑗+ = 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖�𝑐𝑐𝑖𝑖𝑖𝑖� (2) 

𝑟𝑟𝚤𝚤𝚤𝚤� = �
𝑎𝑎𝑗𝑗
−

𝑐𝑐𝑖𝑖𝑖𝑖
,
𝑎𝑎𝑗𝑗
−

𝑏𝑏𝑖𝑖𝑖𝑖
,
𝑎𝑎𝑗𝑗
−

𝑎𝑎𝑖𝑖𝑖𝑖
� ;  𝑎𝑎𝑗𝑗− = 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖�𝑎𝑎𝑖𝑖𝑖𝑖�                  (3) 

The normalized matrix must be supplemented by criteria 
weight. Normalized values are simply multiplicated by reciprocal 
weight values of criterion (4). 

𝐴𝐴1�⨂𝐴𝐴2� = (𝑎𝑎1, 𝑏𝑏1, 𝑐𝑐1)⨂(𝑎𝑎2, 𝑏𝑏2, 𝑐𝑐2) = (𝑎𝑎1 ∗ 𝑎𝑎2, 𝑏𝑏1 ∗ 𝑏𝑏2, 𝑐𝑐1 ∗ 𝑐𝑐2) (4) 

Multiplication results are used to find the ideal solution. There 
are two possible solutions: a positive solution with the “best” 
values and a negative solution with the worst values. Because this 
is fuzzy modification than solutions are called as fuzzy 
positive/negative solutions (FPIS (5)/ FNIS (6)), Calculation of 
these solution is given by: 

 𝐴𝐴+ = �𝑣𝑣1+,� 𝑣𝑣2+,� … 𝑣𝑣𝑛𝑛+��;  𝑣𝑣𝚥𝚥+� = 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖�𝑣𝑣𝑖𝑖𝑖𝑖3� (5) 

 𝐴𝐴− = (𝑣𝑣1−,� 𝑣𝑣2−,� … 𝑣𝑣𝑛𝑛−�); 𝑣𝑣𝚥𝚥−� = 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖�𝑣𝑣𝑖𝑖𝑖𝑖1�           (6) 

However, it is the best or the worst situation that probably 
never occurs.  Each involved alternative has its own solution and 
the distance, which is between FPIS, FNIS and this solution, (7) 
describes the quality of the involved alternative. The distance is 
given as: 

𝑡𝑡ℎ𝑒𝑒 𝑑𝑑(𝑥𝑥�,𝑦𝑦�) = �1
3

[(𝑎𝑎1 − 𝑎𝑎2)2 + (𝑏𝑏1 − 𝑏𝑏2)2 + (𝑐𝑐1 − 𝑐𝑐2)2] (7) 

The closeness coefficient (8) is the final step to ordering all 
involved alternatives. 
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  𝐶𝐶𝐶𝐶𝑖𝑖 = 𝑑𝑑𝑖𝑖
−

𝑑𝑑𝑖𝑖
−+𝑑𝑑𝑖𝑖

+                                    (8) 

 

6. Case study 

We have focused on applying the TOPSIS method to one 
cultural event in the case study. The basic information about 
the event: 

• Specialization: music metal concert - group Arakain 

• Where: Masters of Rock Café in Zlín, Czech Republic 

• Frequency: once a year (various dates) 

• Number of visitors: 400 - 500 people 

 
Figure 9: Localization of the Master of Rock Café. [35] 

 
Figure 10: The main entrance of the Mater of Rock Café. [35] 

6.1. Risk management 

Assets are determined based on a security inspection of the 
given location, where we analyzed what is crucial for the owner of 
the building, whether from the point of view of finances, 
operations, or maintaining continuity. There are assets within the 
selected object: 

• People 

• Property of the club, visitors, performers 

• Building 

• Continuity 

• Money 

• Etc. [15]. 

The next step is to identify the threats. Several ways could do 
this. One possible way is again an on-site security inspection where 
a security professional has enough experience in the required field 
and can identify the most problems that may arise. The second way 
is to start from the threat catalog. A threat catalog is a document 
or, more accurately, a list of generic and most common threats. 
This catalog is made by some security experts to provide a tool that 
may help identify threats and save time. 

In our case study, we combined more methods. The threat 
catalog was thoroughly studied, and some threats were selected as 
relevant. Check-list had been made from these threats, and this 
check-list we used for security inspection.  Threats identified for 
our case study: 

• Assault, injury 

• Property theft, damage (vandalism), or destruction 

• Pickpocketing 

• Fire or flood 

• Power failure, delay in the arrival of performers, 
cancellation of the concert 

• Entrance with an invalid ticket [15]. 

 
Figure 11: Risk assessment workflow 

 Vulnerability is always determined at a given location when 
existing security measures, accessibility to the facility, employee 
reactions, etc., are checked based on the inspection. Vulnerability 
identification for our case study: 

• Obsolete security systems 

• Absence of mechanical restraint systems 

• Lack of the Visitor Regulations 

• Number of glazed surfaces 

• Proximity to the river 

Assets 
identification

• Security / Safety 
inspection

Threats 
identification

• Security inspection
• Statistics
• Threat catalog

Vulnerability 
identification

• Security / Safety 
inspection

• Fault-Tree-Analysis

Risk 
assessment

• based on selected method
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• Etc. 

The whole process is outlined in the following steps (sub-
processes) (fig. 11). 

The final risk assessment is made with the help of the TOPSIS 
method. Inputs are based on the opinion of three “common” 
security managers. “Common” means that they are not specialized 
in advanced risk analysis and especially in the field of soft targets 
protection. 

The main objective was to find the most exposed location with 
the highest probability of attack that may have fatal consequences. 
Based on experience, the location of attacks is determined by on-
site inspection, security assessment, and determining which areas 
are attractive for the attack. This can be assessed from the point of 
view of their vulnerability, lack of security, or the number of 
people we expect at a given location. Thanks to the localization of 
the attack, when planning security measures, we can directly target 
security at a given location and thereby strengthen it. 

Analyzed localizations are: 

• Main entrance 

• Audience space 

• Stage 

• Refreshments space 

• Parking lot [15]. 

Initially, we must define the criteria for TOPSIS, which 
increase or decrease the risk. The criteria were determined on a 
similar basis to the location of the attack. Thanks to our many years 
of experience in planning the security of cultural events, as well as 

from the methodologies, books, and works of experts that have 
been published on this topic. Initially, it is always important to say 
what we want to analyze. For soft targets, one of the most critical 
locations are those with accumulated large numbers of people. 
Subsequently, we focus on how easy it is to get into the object, if 
someone stops the attacker, etc. When I already have security 
measures, I have to ask if they are effective and if they can detect 
and respond to an attack. 

In many cases, security measures are only passive. It means 
that security measures serve as a monitoring tool for the occurred 
security situation but cannot respond. This is entirely unacceptable 
in the case of an attack on people. Therefore, the effort is to plan 
measures that will actively detect the attack and trigger some 
reaction (alarm). Our chosen criteria are defined in the basic 
document for soft target protection [13]. Those criteria are: 

• A number of people – it is labeled as a benefit criterion 
because more people increase the risk. 

• Accessibility – benefit criterion; higher accessibility = 
lower security -> less effective security measures such as 
security guards or surveillance system. 

• Detectability – because this criterion decreases the risk, it 
is labeled as a cost criterion. Security guards are able to 
detect the attack in the early stage.  

• Reactivity – another cost criterion. This criterion 
expresses the time between the start of attack and the first 
reaction of guards or policemen. 

7. Results 

There is evaluation from three professionals and security 
specialists in the following tables (Tab. IV, V, and VI). 

Table 4: Decision maker 1 [15] 

 Number of people Accessibility Detectability Reactivity 
Weight (numerical) 5 3 3 1 
Main entrance {5, 7, 9} {7, 9, 9} {1, 3, 5} {5, 7, 9} 
Audience space {7, 9, 9} {3, 5, 7} {3, 5, 7} {3, 5, 7} 
Stage {1, 3, 5} {1, 1, 3} {5, 7, 9} {5, 7, 9} 
Refreshments space {5, 7, 9} {3, 5, 7} {3, 5, 7} {3, 5, 7} 
Parking lot {1, 3, 5} {7, 9, 9} {1, 1, 3} {1, 3, 5} 

Table 5: Decision maker 2 [15] 

 Number of people Accessibility Detectability Reactivity 
Weight (numerical) 4 4 5 4 
Main entrance {5, 7, 9} {7, 9, 9} {5, 7, 9} {5, 7, 9} 
Audience space {7, 9, 9} {3, 5, 7} {1, 3, 5} {1, 3, 5} 
Stage {1, 3, 5} {1, 1, 3} {7, 9, 9} {5, 7, 9} 
Refreshments space {3, 5, 7} {3, 5, 7} {1, 3, 5} {1, 3, 5} 
Parking lot {1, 3, 5} {7, 9, 9} {1, 1, 3} {1, 1, 3} 

Table 6: Decision maker 3 [15] 
 Number of people Accessibility Detectability Reactivity 

Weight 5 3 4 3 
Main entrance {5, 7, 9} {7, 9, 9} {1, 3, 5} {3, 5, 7} 
Audience space {7, 9, 9} {3, 5, 7} {1, 3, 5} {1, 1, 3} 
Stage {1, 1, 3} {1, 1, 3} {7, 9, 9} {7, 9, 9} 
Refreshments space {3, 5, 7} {1, 3, 5} {3, 5, 7} {3, 5, 7} 
Parking lot {1, 3, 5} {7, 9, 9} {3, 5, 7} {1, 3, 5} 
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When we have the results from decision makers, we combined the decision fuzzy matrix (1) (Tab. VII). 
Table 7: Combined decision fuzzy matrix[15] 

  Number of people Accessibility Detectability Reactivity 

weight 
numerical 5 3 4 3 
linguistic Very high Average High Average 

Main entrance {5, 7, 9} {7, 9, 9} {1, 4.333, 9} {3, 6.333, 9} 
Audience space {7, 9, 9} {3, 5, 7} {1, 3.667, 9} {1, 3, 7} 

Stage {1, 2.333, 5} {1, 1, 3} {5, 8.333, 9} {5, 7.667, 9} 
Refreshments space {3, 5.667, 9} {1, 4.333, 7} {1, 4.333, 7} {1, 4.333, 7} 

Parking lot {1, 3, 5} {7, 9, 9} {1, 2.333, 7} 1, 2.333, 5} 

Then we normalized the fuzzy matrix according to (2) and (3) (Tab. VIII). 
Table 8: Normalized fuzzy matrix [15] 

 Number of people Accessibility Detectability Reactivity 
weight {7, 9, 9} {3, 5, 7} {5, 7, 9} {3, 5, 7} 

Main entrance {0.556, 0.778, 1} {0.778, 1, 1} {0.111, 0.231, 1} {0.111, 0.158, 0.333} 
Audience space {0.778, 1, 1} {0.333, 0.556, 0.778} {0.143, 0.273, 1} {0.143, 0.333, 1} 
Stage {0.111, 0.259, 0.556} {0.111, 0.111, 0.333} {0.111, 0.120, 0} {0.111, 0.130, 0} 
Refreshments space {0.333, 0.630, 1} {0.111, 0.481, 0.778} {0.143, 0, 1} {0.143, 0.032, 1} 
Parking lot {0.111, 0.333, 0.556} {0.778, 1, 1} {0.143, 0, 1} {0.200, 0, 1} 

Then we created a weighted normalized fuzzy matrix according to (4) (Tab. IX). The A+ and A- are according to (5) and (6).  
Table 9: Weighted normalized fuzzy matrix [15] 

  Number of people Accessibility Detectability Reactivity 
Main entrance {3.889, 7, 9} {2.333, 5, 7} {0.556, 1.615, 9} {0.333, 0789, 2.333} 
Audience space {5.444, 9, 9} 1, 2.778, 5.444} {0.714, 1.909, 9} {0.429, 1.667, 7} 
Stage {0.778, 2.333, 5} {0.333, 0.556, 2.333} {0.556, 0.840, 1.800} {0.333, 0.652, 1.400} 
Refreshments space {2.333, 5.667, 9} {0.333, 2.407, 5.444} {0.714, 1,615, 9} {0.429, 0.161, 7} 
Parking lot {0.778, 3, 5} {2.333, 5, 7} {0.714, 3, 9} {0.600, 2.143, 7} 
A+ {5.444, 9, 9} {2.333, 5, 7} {0.714, 3, 9} {0.600, 2.143, 7} 
A- 0.778, 2.333, 5} {0.333, 0.556, 2.333} {0.556, 0.840, 1.800} {0.333, 0.652, 1.400} 

Then we calculated distance FPIS and FNIS according to (7) (Tab. X). 
Table 10: Final FPIS and FNIS distances [15] 

 
FPIS FNIS 

Main entrance 1.463 0.000 0.805 3.808 3.977 3.896 4.181 0.650 

Audience space 0.000 1.745 0.630 2.217 5.235 2.241 4.203 3.348 

Stage 5.235 3.896 4.341 4.253 0.000 0.000 0.000 0.283 

Refreshments space 2.632 2.093 0.799 3.002 3.137 2.090 4.182 3.234 

Parking lot 4.959 0.000 0.000 1.929 0.385 3.896 4.341 3.433 

 

As the results show, the riskiest area is the audience space. Many 
people in a small area have a crucial effect on early detection and 
mainly on possible reactions. A mass of people complicates and 
prevents the moving of security guards. The second risky area is 
the main entrance. It reflects practical experience from previous 
terrorist attacks. Many people standing in the queue are very 
attractive to attack by vehicles. The parking lot stands in third 
place. Protection of this area is a little bit complicated because 
people move in unpredictable directions, and installing anti-
collision barriers is almost impossible. The results were calculated 
by using the formula (8) (Tab. XI). 

Table 11: Results [15] 

CCi Localizations rank 

0,676 Main entrance 2 
0,766 Audience space 1 
0,016 Stage 5 
0,597 Refreshments space 4 
0,636 Parking lot 3 
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8. Discussion 

There are many different methods that should be tested in the 
risk management of soft targets; however, FTOPSIS shows very 
promising results (Tab. XI). It can easily involve “standard” 
security managers and specialists and reflect the opinion of all of 
them. Also, the results were discussed and consulted with experts 
for soft targets protection. Their professional view confirmed our 
results. The exact value of risk is not important. Important is the 
rank in the case of social or cultural events. It is necessary to test 
this method and approach for other types of soft targets and 
validate results with others risk analysis methods.  

Used method (FTOPSIS) has provided results that are 
consistent and comparable with practice. Even if this case study 
was limited by cooperation with only three experts, the results are 
representative enough. This case study also validates and confirms 
the utilization of FTOPSIS as a risk analysis. Many other risk 
analyses have a problem subjective approach of an evaluator. This 
could be a serious problem when we have different results from 
different evaluators. This may bring an underestimation of risk, 
which means, in general, higher risk. FTOPSIS brings a certain 
amount of objectivity and it should be used without prominent 
experience in soft target protection.   

This article aimed to examine one of the risk analysis methods 
and test it with other selected methods. As already mentioned, the 
intention is to find a method that will be simple for experts, quick 
to use, and above all, objective. But the work of a security expert 
does not end there. We now know what and where we are in danger 
and to what extent. Subsequently, it is necessary to start the process 
of reducing the risk, where we look for various measures to reduce 
the resulting value of the threat. There are several ways - security 
measures, insurance, avoiding a given risk, monitoring, etc. The 
most commonly used are technical and non-technical security 
measures, by which we understand various security systems, 
camera systems, and fire protection, but also the setting of 
processes for how to behave in the event of a security incident, 
crisis communication, detection of suspicious behavior, training of 
security and emergency personnel, etc. 

9. Conclusion 

Risk analysis is about finding and ordering risks. This process 
is very similar to other decision-making processes and thus, 
MCDM should be effectively applied to this field. The biggest 
challenge, as for every decision-making, is correctly defined 
criteria. A properly set template may save a lot of time, and usage 
of FTOPSIS could be faster and more time effective than other risk 
analysis methods based on subjective opinion. On the other hand, 
FTOPSIS presumes some elementary knowledge of mathematics. 

Next research step is case studies and validation on upcoming 
events. We would like to use MCDM not only for risk analysis but 
also for prioritization of proposed security measures and 
evaluation of incidents. 
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 Recently, many problems have been caused by battery fires. The existing BMS(Battery 
Managment System) measured the voltage of each cell of the battery through the physical 
connection between the battery and the control module. However, if a battery with up to 
1000 VDC becomes inoperable due to an external factor, the battery is damaged, and 
accordingly, a large current of the battery breaks the control unit of the BMS with 5 VDC to 
24 VDC, putting the BMS inoperable. If the battery is operated when the bms is in trouble, 
it poses a risk of battery fire.Recently, as bms technology was announced with a wireless 
function, battery information could be easily transferred from the outside, so that 
convenience was maximized, but stability is still weak. This paper physically separated the 
battery and control module by measuring the battery voltage depending on the strength of 
the LED by connecting the battery and LED. and furthermore, the measurement error should 
be less than 1 mV even when the temperature changes. In addition, it was designed to operate 
at a low output level of 200 μW to 360 μW using the sub-threshold section of the LED. 
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1. Introduction  

Recently, with the development of battery technology, it is 
widely used in the field of electric vehicles, such as Uninterruptible 
Power Supply (UPS) & Energy Storage System (ESS), etc., 
demand for a system using lithium-ion batteries has increased 
rapidly. Accordingly, the demand for battery management system 
(BMS), which has a function of controlling and protecting a battery, 
is increasing [1]. However, as battery fires have recently occurred, 
many issues have been raised. As a result of the analysis of electric 
vehicle fire accidents in 2018, about 16 accidents were reported. 
Fire accidents involving electric vehicles occur during a collision, 
but they occur during charging, driving, and even parking. 
Therefore, this study proposes a system to identify the main causes 
of electric vehicle fire and prevent fire accidents. The battery fire 
is caused by various factor (same, lack of choice words), such as 
temperature and humidity of the surrounding environment, battery 
fire caused by overcharging, etc. [2]. However, most of the causes 
are that the overvoltage of the battery affects the control unit that 
uses a low voltage, which destroys the control unit, and 
accordingly, the control unit cannot react with it, leading to a 
battery fire. As a representative function of BMS, it monitors the 
voltage between cells of the battery to support an overcharge 
protection function and safely performs charging and discharging 
through battery cell balancing. However, it is reported that the 

control unit is destroyed due to an imbalance between a battery 
capable of representing 1,000 VDC or higher and a control unit 
operating between 1.2 V and 2.4 V, and a fire accident of battery 
is ensued due to BMS failure. As a fundamental solution, a new 
BMS system that supports the safe operation of the overcharge 
protection monitoring system by isolating the high voltage battery 
and the control module is proposed. The overcharge protection 
system of the existing battery system is shown in Figure 1. In the 
structure of Figure 1, for voltage measurement, switch 1 is closed 
to charge C1, switch 1 is opened, switch 2 is closed to charge C2, 
and the control unit is ADC(Analog to Digital Converter) and 
measured with C2 voltage [3]. In this measurement method, when 
a problem of a high voltage unit including a battery pack occurs, 
insulation is destroyed in a low voltage unit. Therefore, like the 
existing BMS, a circuit that monitors the battery voltage without 
physically connecting the control unit and the battery pack is 
required. This study applied an indirect measurement technology 
that measures the voltage without the physical connection between 
the control part and the battery pack. A circuit that monitors the 
voltage between battery cells while separating the high voltage and 
low voltage parts was proposed and implemented using this 
technology. Systems with detachable structures have some cases 
mentioned in existing communication circuits [4]. There is also a 
patent for monitoring voltage by applying a photo sensor, but it 
was not a technology used for isolation structures [5]. This study 
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proposes and implements an isolated battery cell monitoring 
system by applying LEDs and photo sensors. 

 

Figure 1: Existing Overcharge Monitoring Circuit [6] 

2. Overcharge protection device design 

2.1. Battery cell Indirect monitoring 

In this paper, an indirect measurement technology of 
measuring the voltage through a medium without physical 
connection between a battery pack including a high voltage unit 
and a control unit is proposed and implemented. Indirect 
measurement technology is a technology that measures a change 
in the voltage of a battery by detecting a change in the brightness 
of an LED. To this end, the light of the LED was prevented from 
being emitted through the light blocker, and the light was measured 
using a photo sensor. A block diagram of indirect measurement 
technology is shown in Figure 2. 

 

Figure 2: Block diagram of indirect measurement technology [7] 

Normally, lithium-ion batteries are known to have an operating 
range of 3V to 4.3V. However, to measure a voltage using the 
indirect measurement technology in this paper, an alternative is 
required because the operating voltage is not matched with the 
lithium-ion battery. Therefore, this paper proposes an indirect 
measurement technology that uses a diode array to drop the voltage 
of the battery and measures the voltage through the corresponding 
change in the brightness of the LED. Figure 3 shows an indirect 
measurement circuit. 

 

Figure 3: Indirect measurement circuit [7-8] 

According to the structure shown in Figure 3, the LED 
connected to the battery is transmitted to the photo sensor through 
the light block. The resistance value of the photo sensor changes 
according to the brightness of light. It is connected to the VCC to 
measure the voltage applied to both ends of the photo sensor. Since 
the indirect measurement technology proposed in this paper 
measures the voltage using a medium, the brightness value of the 
existing LED is measured and stored in a memory included in the 
control unit. The voltage is estimated by comparing the brightness 
value stored in the memory with the currently measured brightness 
value. 

2.2. Isolated LED & Photo sensor characteristics 

2.2.1. Sensing characteristics for LED 

The indirect battery voltage measurement method proposed in 
this paper measures the brightness of an LED whose brightness 
changes depending on battery voltage using an illuminance sensor 
called Cadmium sulfide (CdS). The resistance of CdS varies with 
the intensity of brightness. Therefore, the voltage at both ends of 
CdS is generated through the VCC connected to the front end of 
CdS, and the voltage is measured through the Analog to Digital 
Converter (ADC) according to the change in the resistance of CdS. 
In this paper, the resistance change of CdS measured through ADC 
is defined as Brightness. Figure 4 shows the graph of the 
relationship between the battery voltage and brightness measured 
at room temperature. 

 

Figure 4: Relationship between Battery Voltage and Brightness 

In the graph shown in Fig. 4, it can be found that the 
relationship between battery voltage and brightness has an 
inversely proportional relationship. The lithium-ion polymer used 
for the test in this paper has an operating range of 3.9V to 4.3V. 
Therefore, it can be confirmed that Brightness has an operation 
part of 1.3V to 0.3V from 3.9V to 4.3V, which are battery 
operation parts. In this paper, the voltage was estimated using the 
aforementioned relationship between the battery voltage and 
Brightens. 

  2.2.2 Light source wavelength 

The peak spectral response of CdS used in this paper is between 
500 nm and 600 nm. Therefore, it is necessary to adjust the 
spectrum band of the LED used to the spectrum band of the Cds 
used in this paper. Graphs of the spectrum band of CdS used in this 
paper and the spectrum band according to the color of LEDs are 
shown in Figures 5 and 6, respectively. 

http://www.astesj.com/


J. Yeon et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 24-29 (2023) 

www.astesj.com     26 

  

Figure 5: Spectrum band of the CdS [9] 

 

Figure 6: Color of LED according to wavelength [10] 

In the graph in Figure 5, it can be seen that the wavelength of 
CdS is the most sensitive in the characteristics of about 500 nm to 
600 nm. On the other hand, the red square box of the relationship 
between the wavelength length of the LED and the color of the 
LED in Figure 6 represents LEDs in the wavelength band of 500 
nm to 600 nm, which is the wavelength of CdS. The LEDs in the 
red square box are green LED, blue LED, and yellow LED. 
Therefore, the LEDs suitable for the wavelength band of CdS, the 
photo sensor used in this paper, can be said to be Green, Yellow, 
and Blue LEDs. However, the indirect measurement technology in 
this paper is a circuit for cell monitoring of batteries, so it shall be 
possible to accurately measure the battery voltage. On the other 
hand, the intensity of light in an LED is determined by the current 
flowing through the LED. Therefore, the circuit including the LED 
should show a difference in current consumption that can be 
recognized according to the battery voltage.  

 

Figure 7: Current consumption according to the LED color 

The current consumption graph of each LED is shown in 
Figure 7. Figure 7 shows the graph of measuring current by 

connecting 6 diodes of a diode array with LEDs in series. As 
shown in the figure above, it can be seen that the current of the 
Blue LED is 0.3㎂ ~ 5.4㎂, Green LED is 0.3㎂ ~ 10.2㎂, Yellow 

LED is 0.7㎂ ~ 45.2㎂ in the 3V to 4.5V Voltage range. Therefore 
it was confirmed that th Blue LED were not suitable for use in the 
indirect measurement circuit of this paper. 

2.3. Low power behavior design 

Since the battery voltage measurement technology operates 
using battery power, high power consumption leads to degradation 
of battery performance. Therefore, there is a need for a method to 
reduce power consumption due to the characteristics of indirect 
measurement technology that constitute a closed circuit at all times. 
Therefore, this paper proposes to use the sub-threshold section of 
LED as an operation section to reduce power consumption of 
indirect measurement technology. The motion graph of the sub-
threshold is shown in Figure 8. 

 

Figure 8: V-I characteristics of LEDs 

The structure illustrated in Fig. 8 shows that a leakage current 
is generated even when a voltage smaller than an operating voltage 
is applied in a section operated at a point lower than the threshold 
voltage. The brightness of the light of the LED is proportional to 
the current and there is a current characteristic curve that changes 
according to the applied voltage. The general LED usage section 
is after the operating voltage, and current consumption is high in 
this section. However, it was confirmed that leakage current 
occurred even in a low voltage section of 0.7 V or less, and thus 
current consumption was low and LED was emitting light. It is a 
known technology in the field of transistor and is being used as a 
technology called sub-threshold swing. A recent study is also 
being conducted on the analysis of low-power CMOS inverters 
using sub-threshold swing [11]. This paper measured the voltage 
by adjusting the number of diode arrays and lowering the operating 
range of LEDs to the sub-threshold region. Figure 9 shows the 
voltage applied to the LEDs according to the number of diodes and 
the threshold voltage of the LEDs. 

The LED used in this paper is the Yellow LED, and the 
wavelength is 590 nm. Therefore, as shown in Figure 9, the 
threshold voltage of the LED is about 1.75V to 1.97V [10]. If the 
voltage of the LED exceeds the threshold voltage, the current rises 
rapidly, so it should be designed so that the voltage does not exceed 
the threshold voltage in all sections. Therefore, in this paper, the 
number of diode arrays was selected and designed so that it does 
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not exceed the Threshold Voltage in all sections, as shown in the 
structure of the graph in Figure 9. 

 

Figure 9: Voltage of the LED according to the number of diodes & Threshold 
Voltage of LED [12] 

2.4. Temperature compensation 

In a universal electronic circuit, the intensity of the current 
consumed by the elements of the circuit varies with temperature. 
Therefore, the indirect measurement circuit proposed in this paper 
also changes the current consumed according to the temperature. 
On the other hand, LED is a device in which the intensity of light 
changes according to the intensity of current consumed, so the 
value of brightness changes according to temperature. The change 
in Brightness according to temperature is shown in Figure 10. 

 

Figure 10: Brightness change according to temperature change of LED 

 

Figure 11. Temperature compensation circuit [8] 

The graph illustrated in Fig. 10 shows that the difference in 
brightness at the same battery voltage at a low temperature and low 
voltage tends to be large. Therefore, an appropriate temperature 
compensation circuit is required. This paper measured a 
temperature corresponding to brightness by connecting a circuit, 
such as an indirect measurement circuit, with a regulator, and 

implemented a temperature compensation circuit by applying an 
offset to the brightness of each LED. The temperature 
compensation circuit of this paper is shown in Figure 11. 

In the circuit shown in Figure 11, a regulator is the power 
supply that generates the corresponding voltage regardless of 
external factors, such as temperature, humidity, etc. Therefore, the 
Ref connected to the regulator. The LED emits corresponding light 
regardless of external factors. Measure the light using the photo 
sensor included in the control unit and estimate the temperature 
using the look-up table stored in the memory included in the 
control unit. The look-up table is schematized and shown in Figure 
12. 

 

Figure 12: Change of Ref. LED’s Brightness 

2.5. Structure of Light blocker 

With the indirect measurement technology proposed in this 
paper, it is very important to have a system that estimates a battery 
voltage by measuring the intensity of light of an LED according to 
a change in the battery voltage. In this paper, it is defined as a light 
blocker, a structure that prevents LED light from being emitted. 
The designed light blocker is shown in Figure 13. 

 

Figure 13: Light blocker 

The light blocker in Figure 13 is a structure designed to monitor 
36 battery cells. Therefore, it is designed as a structure that can 
absorb light well so that it does not affect brightness measured 
according to external light. The light blocker is used in conjunction 
with the designed Printed Circuit Board (PCB) and can be secured 
to the PCB through a hole located at the apex of the light blocker. 
Therefore, it is possible to design so that light does not fade out. 

3. Result & Measurement 

3.1. Structure of the designed overcharge protection device 

Indirect measurement systems are sensitive to the influence of 
external light. Therefore, it is important to solve structurally so that 
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external light does not affect the indirect measurement system. 
Therefore, in this paper, the external influence was greatly reduced 
by designing the PCB of the system in a multilayer structure. The 
structure of the designed PCB is shown in Figure 14. 

 

Figure 14: Structure of the designed PCB 

In the structure illustrated in Fig. 15, the distance between the 
sensor board and the control unit was designed to be 10cm or less, 
so that the light of LED could be transmitted intact, and a size of 
PCB was designed to be small through the multilayer structure. 

3.2. Measurement of overcharge protection device 

The designed indirect measurement system is shown in Figure 
15. The structure of Figure 15 is 36 LEDs installed in the control 
unit and 1 Ref. It is a system configured by combining a light 
blocker on an LED to block light, a photo sensor substrate on it, 
and a diode array substrate to a control unit. The board shown in 
Figure 16 is designed to measure the voltage of a total of 36 battery 
cells. The memory included in the control unit stores a lookup table 
for the brightness and voltage of the LED. 

 

Figure 15: Designed Board 

Table 1 shows the average of the values measured more than 
10 times by applying a voltage from 3.9V to 4.3V to the LED 
channel of the designed board. It has an error value of 1 mV at a 
temperature change of -20°C to 60°C and the electric power 
amount is about 200 μW to about 360 μW. 

Table 1: Results of Overcharge protection board 

Battery 
Voltage[V] 

Measured 
Voltage[V] Power[㎼] Current[㎂] 

3.919 3.918 211.905 54.067 
3.971 3.970 219.975 55.400 
4.022 4.021 231.112 57.467 
4.071 4.070 244.936 60.033 
4.103 4.102 254.523 62.033 
4.174 4.172 282.696 67.733 
4.204 4.203 398.204 70.933 
4.272 4.271 341.333 79.900 
4.290 4.289 355.669 82.900 

In addition, the comparison results with other papers are shown 
in Table 2. [4] In the case of , it is not a voltage measurement 
method used in BMS, but an electric line. Although it is a different 
application field, voltage measurement technologies in the form of 
isolation are compared. [13] In the case of , voltage measurement 
was carried out without physical connection using a wireless 
transceiver, and the indirect measurement method proposed in this 
paper measured the voltage using the brightness of light of an LED. 

Table 2: Results of comparison with other papers 

Paper Error Power temp Physical 
connection 

[4] -
40~30[mV] - -

20~40[℃]  O 

[13] 5[%] - - X 
This 
work 1[mV] 200~350[㎼]  -

20~60[℃] X 

4. Conclusion 

This paper proposes and implements an indirect measurement 
technology that measures voltage without physical connection 
between battery pack and control unit. Recently, BMS functions 
for safe battery use have been emphasized [14]. However, it was 
announced in 2022 as representative of Infineon's BMS 
(TLE9012DQU) and TI's wireless BMS (BQ79616-Q1), a group 
that presents advanced BMS technology. Infineon announced 
wired BMS technology, while TI and Linear Technology 
implemented wireless capabilities in BMS. The above 
technologies and this proposed technology are compared and 
analyzed and shown in the Table 3. 

Table 3: Results of comparison with other BMS technology 

N
o Factor 

Infineon 
BMS 

(TLE901
2DQU) 

[15] 

TI BMS 
(BQ796
16-Q1) 

[16] 

This work 
Remar

k Charact

eristics 

Expla

nation 

1 

Physical 
isolation 
of high 
and low 

Wired 
connecti

on 

Wired 
connecti

on 

Complet
e 
physical 
isolation 

Safed 
Isolate
d 
BMS 

Advant
age 
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voltage 
parts 

Operat
ion 

2 

Commu
nication 
interface 
with the 
master 
board 

Wired 
serial 
communi

cation 

Wireless 
commun
ication 

Wired 
serial 
commun
ication 

Ease 
of 
data 
delive
ry 

Disadv
antage 

3 

Battery 
power 
consump
tion 

20mW 

20mW 
+ 

wireless 
comm 

200~35
0 [uW] 

Low 
power 
operat
ion 

Advant
age 

As shown in the Table 3, the existing wireless technology 
maximizes convenience by providing wireless communication 
function to the battery so that battery information can be easily 
received wirelessly from the outside, but it is not implemented as 
a solution to a battery accident. However, the BMS technology 
proposed in this proposal is an original technology with a 
completely different isolation structure and has the advantage of 
minimizing battery consumption through safe battery operation 
and low power consumption operation of BMS while 
implementing BMS. The implemented system can measure the 
voltage of a total of 36 battery cells, and the voltage used is greatly 
reduced using the sub-threshold section. It was verified that the 
voltage measurement error was 1mV or less and the power 
amount was approximately 200μW to 360μW. In addition, a 
solution to the error according to temperature was presented using 
the LED, which is the reference point. Therefore, it can be 
confirmed that the technology proposed in this paper can have a 
safe battery monitoring system based on a complete isolation 
structure and a low power operating structure at the same time.  
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 The present work shows the development of a data collection platform that allows the 
researcher to collect new video and voice data sets in Spanish. It also allows the application 
of a standardized personality test and stores this information to analyze the effectiveness of 
the automatic personality recognizers concerning the results of a standardized personality 
test of the same participant. Thus, it has elements to improve the evaluated models. These 
optimized models can then be integrated into intelligent learning environments to 
personalize and adapt the content presented to students based on their dominant personality 
traits. To evaluate the developed platform, an intervention was conducted to apply the 
standardized personality test and record videos of the participants. The data collected were 
also used to evaluate three machine learning models for automatic personality recognition. 
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1. Introduction  

This paper is an extension of a discussion paper originally 
presented in [1]. One of the most widely used and accepted models 
for determining personality based on written tests are the trait-
based models and specifically the Big-Five model. This model is 
usually represented by the acronym OCEAN where each letter 
refers to a term that represents each of the five personality traits: 
Openness to experience, Conscientiousness, Extraversion, 
Agreeableness and Neuroticism [2]. 

One of the most relevant efforts regarding the definition of the 
questions (items, as they are known in the field of psychology) to 
be used for the Big-Five model, is the one conducted by the 
International Personality Item Pool (IPIP), which we can consider 
as a scientific laboratory for the development of advanced 
measures of personality traits and other individual differences that 
are in the public domain thanks to its Web site (http://ipip.ori.org/). 
This site maintains an inventory of thousands of items and 
hundreds of scales for the measurement of personality traits and is 
generally based on the studies conducted by Goldberg [3–5]. 

In recent years, research has been conducted with the aim of 
implementing automatic personality recognizers through machine 

learning. These studies have focused mainly on using the Big-Five 
model to detect apparent personality based on text, voice, or facial 
features. The main challenge facing these investigations is the 
difficulty of having a representative dataset, the need to label the 
images, and the fact that these efforts are typically not in the public 
domain and therefore it is difficult to reproduce their results [2]. 

The main contribution of this work is the development of an 
integrated environment that allows assessing the personality traits 
of an individual by using a standardized test based on the Big-Five 
model and allows capturing video interactions in Spanish. Deep 
learning based automatic recognizers uses these videos and seek to 
determine the same personality aspects. The above, to be able to 
evaluate the effectiveness of such automatic recognizers with 
respect to the standardized test and thus have relevant information 
to improve the model used by the recognizers that can be integrated 
into different intelligent learning systems to add new features such 
as personalized instruction and feedback to students.  

This paper is structured in the following order: Section 2 
presents related works in the areas of standardized testing and 
automatic personality recognition; Section 3 presents an analysis 
of the proposed data collection platform; Section 4 describes the 
experiments, results, and discussion; and finally, Section 5 
presents conclusions and future work. 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Víctor Manuel Bátiz Beltrán, Email: 
victor.bb@culiacan.tecnm.mx 
 

 

Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 30-37 (2023) 

www.astesj.com   

Special Issue on Computing, Engineering and Multidisciplinary Sciences 

 

https://dx.doi.org/10.25046/aj080204  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj080204


V.M.B. Beltrán et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 30-37 (2023) 

www.astesj.com     31 

2. Related Works 

In this section we describe some research works related to the 
area of standardized tests and automatic personality recognition. 
These works, although separate efforts, are related to elements of 
the present research and were considered as the foundation for the 
development and integration of this project. 

2.1. Standardized Personality Tests 

Studies have shown that one of the best approaches to 
personality detection is the Big Five model. Its strength lies in the 
general acceptance that personality traits, although they may 
exhibit some changes, remain relatively stable throughout a 
person's life [6]. 

In recent years, several studies have been carried out that 
present adaptations to different languages of the items provided by 
the IPIP, to evaluate their applicability in different cultures, finding 
positive results. As an example of the above, we found the study 
conducted in [7] for the adaptation and contextualization of 100 
items of the IPIP repository in the Argentine environment, 
obtaining satisfactory results in their reliability studies, and on the 
other hand the adaptation made by the authors in [6] for the 
application of a reduced version of the IPIP questionnaire in 
French-speaking participants. This version consisted of 20 items in 
total, where each of the personality traits was evaluated with 4 
items, obtaining as a result the confirmation of the cross-cultural 
relevance of the personality indicators, of the model of the Big-
Five in participants with diverse idiomatic and cultural 
backgrounds. 

2.2. Automatic Recognition of Personality 

In the field of automatic recognition, several approaches to 
apparent personality recognition have been proposed in recent 
years. Some studies have worked on automatic recognition based 
on textual information, such as information generated by users on 
social networks like Facebook, Twitter, and YouTube. Such is the 
case of the study presented in [8] where diverse approaches such 
as multivariate regression and univariate approaches such as 
decision trees and support vector machines are analyzed for 
automatic recognition.  

Other studies have worked on the recognition of apparent 
personality based on the voice of participants. In [9] the authors 
propose a system based on a convolutional neural network that 
evaluates a voice signal and returns values for the five personality 
traits of the Big-Five model. They conclude that the correlation 
between different dimensions of a voice signal can help infer 
personality traits.  

Likewise, research has been carried out for the detection of 
apparent personality based on images extracted from videos of the 
participants, using various models of neural networks [2]. In the 
research work conducted in [10], the authors present an apparent 
personality recognition model based on convolutional neural 
networks using images extracted from short video clips. They 
conclude that facial information plays a key role in predicting 
personality traits.  

Renewed interest in the world of artificial intelligence and 
machine learning, as well as the existence of competencies such as 
those conducted by ChaLearn Looking at People, have helped the 
development of various neural network models for apparent 
personality detection based on first impression [2,11]. 

3. Data Collection Platform 

 As we are working with sensitive data from individuals, it is 
important to emphasize that participants are notified that the data 
collected from the standardized test and the videos are used 
internally for the experiments by the team of researchers. 
Therefore, no information that reveals or compromises their 
identity is published without prior consent. For this purpose, the 
platform always requests their registration to have their contact 
information. 

3.1. Architecture 

 Data collection presents a challenge, as we must establish a 
system for storing and consulting the information. Nowadays, 
thanks to the advancement of technology, we can develop 
environments that make use of the Internet and thus be able to 
reach more people regardless of their location or the device they 
use to connect to the Internet. Therefore, we chose to develop a 
cloud platform that would work on any device and that would 
allow us to store the information in a repository located on the 
Internet to facilitate the study of the data. 

We chose to use a layered architectural model on a client/server 
architecture. Three layers are defined: presentation, application 
logic and data. In Figure 1 we can appreciate the logical view of 
the platform. 

The presentation layer shows users a graphical interface that 
offers them the option of registering with the system or logging in. 
The presentation layer uses the application logic layer to execute 
the operations supported by the system. The application logic 
layer, in turn, connects to the data layer which contains the 
database that stores the information regarding user identification, 
IPIP test and automatic recognizer results and in this layer, we have 
the file storage whose function is to store video files (including 
audio) related to the users. 

The developed application is a cross-platform system hosted 
on the Internet cloud, using the free hosting offered by Google 
Firebase as part of its services.  

For the development of the user interface, we decided to use 
React (https://es.reactjs.org/) and for the logic part of the 
application and storage of information and files, we opted for the 
free services of Google Firebase. In addition to availability, 
another advantage of using these services is the support in privacy 
and data security offered by Firebase, since it is certified in the 
main security and privacy standards 
(https://firebase.google.com/support/privacy). 

In Figure 2 we can appreciate a partial view of the application 
of the standardized personality test in the data collection platform. 
Answering the test is the first step the user must take after logging 
into the system. The resulting scores are used as the actual values 
of the participant's personality traits. 
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Figure 1: Logical view of the platform. 

 
Figure 2: Partial view of standardized personality test.

In Figure 3 we can see the interface where participants record 
a video talking about a topic of their choice. 

3.2. Automatic Recognition of Personality 
 As an example of the use of our platform, we have decided to 
evaluate three automatic recognition models based on deep 
learning, using convolutional neural networks (CNN), and Long 
Short-Term Memory (LSTM) neural networks. These automatic 
recognizers were trained using ChaLearn's personality dataset 
which contains 10,000 videos with an approximate duration of 15 
seconds each one [12]. The following is a description of the 
architectures of these automatic recognizers. 

3.2.1. Discrete convolutional residual neural network 
(TNMCUL1) 

The architecture used by this evaluated automatic recognizer 
(see Figure 4) is a discrete convolutional residual neural network 
(ResNet). We have our input layer of size 500x500x3. 

 
Figure 3: Video Recording. 
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Figure 4: Discrete convolutional neural network topology.

 Then we created 5 ResNet modules, where each module 
contains a two-dimensional convolutional layer (Conv2D) 
connected to another Conv2D layer, with 16 filters in 3 dimensions 
in both, and finally connected to a two-dimensional maximum 
grouping layer (Maxpool2D) with a stride of 3. A concatenation 
layer was used to add the characteristics of each ResNet block. 
Then a single Conv2D layer was used with 16 filters in 3 
dimensions. We flattened the features vector and connected 4 
densely connected layers, each with 512, 128, 64 and 6 neurons 
respectively. All layers used ReLU activation except the last one 
that used sigmoid activation for regression. Loss was measured 
using the mean absolute error (MAE). 

3.2.2. Continuous convolutional residual neural network 
(TNMCUL2) 

 The second considered architecture is a time-distributed 
convolutional neural networks. We used sets of 30 images taken 
from each video creating vectors of dimensions 30x500x500x3. 

Then, we proceeded to use 5 ResNet modules to process the data 
from the image vectors and use the attribute vectors created by 
convolution as input for a 3 layered neural network for feature 
classification with a 6-neuron output layer for regression. 

The full architecture is detailed in this way: first, we used an 
input layer of size 30x500x500x3. Then, we created a time 
distributed layer to wrap 5 ResNet modules with the same 
configuration, as explained on TNMCUL1. Finally, we used a 
global average pooling 3D layer, a flattening layer for the feature 
vector, and 4 densely connected layers, with 512, 256, 128 and 6 
neurons, respectively. The hidden layers used ReLU activation, 
and the output layer used sigmoid activation for regression. 

This architecture was designed to explore the use of time 
distributed layers in our study to add another dimension for the 
previous architecture. We aimed to use the full video image data 
on a full array, different to our previous architecture that only used 
individual frames. Figure 5 shows the topology of this neural 
network. 

  
Figure 5: Continuous convolutional residual neural network topology. 
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Figure 6: Speech MFCC + DSCC LSTM neural network topology.

3.2.3. Speech MFCC + DSCC LSTM neural network 
(TNMCUL3) 

 The third architecture used Long Short-Term Memory (LSTM) 
neural networks for audio processing. We used an audio file 
MFCC and DSCC vectors per video, using dual input layers 
connected to LSTM layers. Then, we used our two feature vectors 
for feature concatenation and used a 4 layered neural network for 
feature classification with a 6-neuron output layer for regression. 

The full architecture is structured as follows: we used two twin 
feature extraction LSTM. First, we created input layers for MFCC 
and DSCC both used as input layers with a dimension of 13x660, 
connected to 3 LSTM layers of 512, 256 and 256 neurons, 
respectively. We then used a concatenation layer for the feature 
fusion and added 4 densely connected layers with 512, 256, 128 
and 6 neurons, respectively. The hidden layers used ReLU and the 
output layer sigmoid activation for the final regression. 

This architecture was designed to explore the use of LSTM 
layers in our study to explore a different modality than the ones 
used before. We aimed to use only audio data from the videos. 
Figure 6 shows the topology of this neural network. 

 Table 1 shows the accuracy results of the three models used 
(called TNMCUL1, TNMCUL2, and TNMCUL3) and its 
comparison against state-of-the-art approaches, included in the 
publications of the best participants in the apparent personality 
recognition contests based on First Impressions of ChaLearn 
[11,13]. TNMCUL2 and TNMCUL1 obtained an accuracy of 
0.942215 and 0.936158 respectively, slightly surpassing the other 
models. TNMCUL3 obtained an accuracy of 0.864853, below the 
rest of the models. 

Table 1: Comparison between our models and other state-of-the-art approaches 
(prepared with our own data and results in [13]). 

Name Technique Accuracy 
TNMCUL2 CNN Continuos 0.942215 
TNMCUL1 CNN Discrete 0.936158 
NJU-LAMDA Deep Multi-Modal 

Regression 
0.912968 

evolgen Multi-modal LSTM Neural 
Network with Randomized 
Training 

0.912063 

DCC Multi-modal Deep ResNet 
2D kernels 

0.910933 

Ucas AlexNET, VGG, ResNet 
with HOG3D, LBP-TOP 

0.909824 

BU-NKU Deep feature extraction with 
regularized regression and 
feature level fusion 

0.909387 

Pandora Multi-modal deep feature 
extraction single frame and 
late fusion 

0.906275 

Pilab Speech features 1000 forest 
random trees regression 

0.893602 

Kaizoku Multi-modal parallel CNN 0.882571 
TNMCUL3 LSTM 0.864853 

3.3. Standardized Personality Test 

 For the standardized test we used a 50-item IPIP representation 
of the markers mentioned by Goldberg for the factorial structure 
of the Big-Five model [3]. Each of the five personality traits is 
evaluated by means of 10 items, which in turn are rated by the 
participant on a 5-element Likert scale (strongly disagree; partially 
disagree; neither in agreement, nor in disagreement; partially agree 
and fully agree) based on participant level of agreement or 
disagreement with respect to each statement displayed. Each 
option has a value of 1 to 5 points, so 50 is the maximum score per 
trait. In the end, we convert the score obtained to a value between 
0 and 1. This information is stored in the cloud repository and 
registered to which user it belongs. These values are used to 
compare them against the results of automatic recognizers. 

3.4. Workflow for Data Collection 

 Figure 7 shows the workflow used for data collection: as a first 
step, the participant must register on the platform and log in. Once 
inside the platform, the participant must answer the standardized 
50-item IPIP test. Next, the participant must record videos with an 
approximate duration of one minute each. 

The platform stores the recorded videos in our cloud 
repository. Subsequently, the collected videos are processed and 
evaluated using the automatic recognizers and the generated 
information is stored in the cloud repository, linking the 
corresponding data to each user. 
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Figure 7: Workflow for data collection. 

4. Results and Discussion 

In this section we present the initial experiment, the tests, and the 
results obtained. 

4.1. Data Collection Details 

Each participant was invited to answer the IPIP test and then 
record, for one minute, a video where they were asked to speak 
freely about any topic. Each video is used to extract the images and 
audios that feed the automatic recognizers and the results are stored 
directly in the database.  

Table 2: Descriptive Statistics of the IPIP Tests. 

Trait Participants Mean Standard 
deviation 

Openness 32 0.7344 0.1450 
Conscientiousness 32 0.6844 0.1568 
Extraversion 32 0.5969 0.1750 
Agreeableness 32 0.7906 0.1376 
Neuroticism 32 0.5656 0.2598 

4.2. Intervention Results 

Thirty-two individuals participated in the intervention with the 
IPIP test, of whom 15 were male and 17 were female. All 
participants ranged from 23 to 44 years of age. Table 2 shows the 

descriptive statistics of the data collected for each of the 
personality traits. It can be observed that the personality traits with 
the highest mean value were agreeableness with a mean of 0.7906 
and openness with a mean of 0.7344. Both traits also presented the 
least variation with standard deviations of 0.1376 and 0.1450, 
respectively. The factor with the lowest mean value was 
neuroticism. 

For the evaluation of the selected automatic recognizers of 
apparent personality, 84 videos were collected. The videos were 
the product of the intervention of 21 participants (11 of the original 
participants did not record a video), of which 13 are male and 8 are 
female. The age range of the participants is between 23 and 40 
years old. Table 3 shows the mean absolute error (MAE) values 
obtained by comparing each value of the personality traits 
predicted by the automatic apparent personality recognizers 
against the corresponding value for the participant based on the 
IPIP test. 

Analyzing the results, it was possible to detect that the mean 
absolute error (MAE) was lower in the extraversion factor and 
higher in agreeableness. However, in all personality traits the value 
is too high, so it is not possible to consider that the automatic 
recognition models evaluated have made an adequate prediction. 
An interesting aspect is that TNMCUL3 scores better in 4 of the 5 
personality traits. TNMCUL2 scores better in Extraversion.

 
Table 3: Mean Absolute Error (MAE) of each Personality Trait. 

Model Videos Technique Openness Conscientiousness Extraversion Agreeableness Neuroticism 
TNMCUL1 84 CNN Discrete 0.2683 0.2684 0.1941 0.3698 0.2806 
TNMCUL2 84 CNN Continuous 0.2483 0.2200 0.1786 0.2200 0.2427 
TNMCUL3 84 LSTM 0.2262 0.2150 0.2087 0.2150 0.2426 
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Figure 8: Platform integration with Learning and Tutoring Systems.

4.3. Personality Recognition for Intelligent Learning 
Environments 

 Our proposal is to use the information on personality traits and 
videos collected with the help of the developed platform to 
evaluate and optimize automatic personality recognition models 
that can be integrated into intelligent learning environments. The 
use of an automatic personality recognition model in an intelligent 
learning environment or tutoring system would allow exploring the 
idea of presenting adaptive content in real time to the learner based 
on their dominant personality traits with the goal of achieving the 
greatest possible impact on learners during their cognitive process.  

 In Figure 8 we show the proposal to combine an intelligent 
tutoring system with a personality traits module that makes use of 
the bank of automatic personality recognizers optimized with our 
platform. 

 The learning or tutoring systems communicate with the 
personality traits module and send it video, image, audio, or text 
information of the learner which will be used as input to the 
automatic recognizers. The personality traits module returns as 
output the presence or absence of the student's Big-Five 
personality traits. This information can be used by the intelligent 
tutoring system to make decisions about the content presented to 
the student. 

5. Conclusions and Future Work 

The developed platform allows quite a simple and applicable 
data collection through any device with Internet access from any 
location and supports the immediate availability of the collected 
data for analysis.  

We have added as a secondary contribution, the evaluation of 
three automatic recognition models to review the functionality of 
the platform. In this first exercise, we have found that the 

evaluated recognizers present a gap in the results with respect to 
the IPIP test.  

The construction of a dataset of Spanish language videos and 
personality test results is also considered a relevant contribution 
that can serve as a starting point for future studies. 

Additionally, we presented a proposal to use our platform for 
improving automatic recognizers that could be integrated into 
tools such as intelligent learning environments or tutoring systems 
to personalize instruction and feedback based on the detected 
personality of the participant. 

As future work, it is proposed to continue the improvement 
of the assessed recognizers using the collected dataset and the 
results of the IPIP tests and hyperparameter optimization 
techniques. It is suggested to contemplate the evaluation of 
automatic recognizers of apparent personality based on text to 
corroborate if the results are like those of the standardized test and, 
failing that, to work on the retraining of these models, taking 
advantage of the dataset that is being formed with videos in 
Spanish. 

Another approach that can be addressed is the use of 
classification algorithms to determine the presence or absence of 
each personality trait. 
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 Despite many factors conducive to renewable energy investment in Qatar (e.g., the fact that 
the state is a major gas exporter whose long-term prosperity depends on economic 
diversification), there is very low uptake of solar panel adoption among home and business 
owners. Major challenges implicitly face the deployment of solar and other renewables in 
Qatar, this research explores possible challenges. The study was conducted in two phases: 
interviews to identify challenges and using the outcomes from the interviews to obtain a 
wider response. This study identifies the key major challenges facing the deployment of 
solar panels in Qatar, which are very useful for diverse stakeholders, policymakers, and 
future researchers. 
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1. Introduction 

Qatar is a wealthy Gulf Cooperation Council (GCC) country 
whose national economy is heavily over-reliant on gas exports. It 
is the world's largest supplier of high-quality natural gas [1]. Qatar 
has extreme solar exposure throughout the year, making it latently 
amenable to excellent Renewable Energy (RE) harvesting, 
particularity solar energy [2]. As shown in Figure 1, Qatar has 
4380 overall sun hours annually. July has the highest exposure by 
month, with an average of 417 hours of sunshine, while February 
has the lowest, with an average of 312 hours [3]. In addition, the 
expected value for direct normal irradiance (DNI) is 2,008 kWh 
per m2 per year, which is around 200 kWh higher than the 
minimum threshold of 1,800 kWh per m2 per year [2]. 

 
Figure 1. Daily & Monthly Sun hours in Doha, Qatar  

 According to Qatar 2030 vision, steps are in place to become 
a global leader in solar power generated RE, including the goal of 
achieving 2∼4 GW of solar energy by 2030, in order to decrease 
CO2 emissions by 5 MPTA [4]. Nevertheless, the effort of moving 
towards clean energy in Qatar remains tentative. In 2021 Qatar 
deployed the first large-scale solar power plant at Al-Kharsaah, 80 
km west of the capital Doha, which intends to offer sustainable, 
affordable, and clean energy through supplying the Qatari grid 
with an initial of 350 MW power, seeking to reach full capacity in 
2022, covering around 10% of national electricity needs and 
achieving a CO2 emissions reduction of nearly 26 million tons [5]. 

Solar PV installation in homes and businesses in Qatar could 
contribute significantly to achieving the national clean energy 
strategy, as they are the major users of electricity in the country. 
They could contribute massively to sourcing 20% of energy from 
non-gas sources by 2030, particularly by operating air conditioning 
systems during daylight hours using solar panels, but related 
initiatives have failed to take off [6]. Therefore, this study seeks to 
identify challenges to solar energy deployment in Qatar’s homes 
and businesses.  

2. Solar Energy Projects in Qatar 

 Qatar aims to create more than 1 GW of renewable energy. It 
has many ongoing projects, mainly focusing on solar power. For 
example, the Qatari government has also built a 1000 MW solar 
PV plant in Doha and the Ras Lafin stadiums, which will feature 
solar technology cooling for the 2022 FIFA World Cup. 
Additionally, small-scale research on solar ponds for residential 
cooling was carried out at Qatar University in 1992 [7]. The 
Arabian Gulf's high average insolation (solar irradiation) rate of 
approximately 1800 kilowatts per square meter makes solar energy 
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the most promising renewable option for the entire Gulf region, 
including Qatar.  

Qatar has started an enormous initiative to develop and install 
solar energy globally. Qatar has several large-scale solar power 
projects in the works. For example, Qatar General Electricity & 
Water Corporation (KAHRAMAA) expects to complete a 200 
MW solar power plant by 2020. Pathak and Tribune [8]. It's worth 
mentioning that Qatar's total power-producing capacity was 8,750 
MW in 2013, which was 2,700 MW more than the total demand 
[9]. Furthermore, Qatar's food security programme has called for 
long-term water desalination utilising solar energy [9]. There have 
also been a handful of smaller solar panel installations on 
commercial building rooftops and parking lot blinds [9].  

According to the International Energy Agency (IEA), 
photovoltaics (PV) will provide 11% of world energy consumption 
by 2050, resulting in a 2.3 Gt decrease in carbon dioxide emissions 
per year. Existing structures account for more than 40% of 
worldwide primary energy use. These earnings are also vulnerable 
to global economic fluctuations, international commerce, political, 
social, and environmental issues, and fiercely growing rivalry. 
Large-scale PV facilities for PV energy conversion are built-in arid 
places with lots of sunlight [10] hours of light every year, 70% of 
which is bright, resulting in 6 kWh/m2 per day [11]. The peak 
energy consumption in the GCC occurs during the day in August 
and September when air conditioning usage is at its peak and GSR 
levels are at their maximum for the year [12]. 

For PV energy conversion, large-scale in 1992, Qatar 
University conducted small-scale research on a solar pond for 
domestic cooling [13]. Due to the high average insolation (solar 
irradiation) rate of around 1800 kilowatt/h per square metre in the 
Arabian Gulf, solar energy is arguably the most promising 
renewable alternative for the whole Gulf area, including Qatar 
[13]. With an estimated 2200 kWh/m2/y Direct Normal Irradiance 
and 2140 kWh/m2/y Global Horizontal Irradiance, Qatar's 
insolation rates are suitable for estimating PV and CSP potential 
which are higher than the Gulf average.  

The "Siraj Solar Energy" project, scheduled to produce roughly 
700 MW of power in the fourth quarter of 2021, is one of Qatar's 
major solar projects. According to Qatar's energy minister, in 
January 2020, the government inked a deal with Total, a French 
energy powerhouse, and Marubeni, a Japanese company, to 
develop a solar power plant capable of producing 800 MW, or a 
tenth of the country's peak energy consumption [14]. The Al-
Kharsaah solar power plant, which is Qatar's first large-scale solar 
power plant, will use cutting-edge solar energy technology such as 
twin panels to conserve space, automated sun-tracking systems, 
and robotic solar panel cleaning to boost production efficiency and 
lower operating costs. It is anticipated to be finished in 2022 [14].  

Al-Kharsaah Solar PV Independent Power Producer (IPP) 
Project is located 80 kilometres from Doha, Qatar's capital, is the 
country's first large-scale solar power plant (800 MWp), reducing 
Qatar's environmental imprint substantially. The Qatari grid will 
be equipped with sustainable, affordable, and clean power starting 
in 2021 with an initial capacity of 350 MWp before reaching its 
total capacity in 2022. The project will generate around 10% of 
Qatar's electricity peak demand and reduce the country's CO2 
emissions by 26 million tons [15]. On over 1000 hectares, the solar 

plant will be built and equipped with 2 million bifacial solar 
modules with trackers, providing substantial power gains and 
taking advantage of the region's exceptional solar exposure [14]. 
The solar facility will cover over 1000 acres and feature 2 million 
bifacial solar modules with trackers, allowing for considerable 
power increases and taking advantage of the region's excellent 
sunshine exposure [15]. The Al-Kharsaah Solar PV IPP Project, 
with an output of 800 MWp, will span 10 km2 (approximately 1400 
soccer fields) and include 2 million tracker-mounted modules [16]. 
This will allow for significant power improvements by utilising the 
region's abundant sunlight.  

Furthermore, using 3240 installed string inverters will increase 
yearly production even more by allowing for better tracking of the 
highest power point at the string level. A semi-automated solar 
module cleaning system will be installed at the factory every four 
days to remove dust and sand from each module. Al-Kharsaah 
power station has an 800 MWp and is projected to be fully 
operational in the second half of 2022 [17]. It will be constructed 
in two stages, each with a capacity of 400 MWp. In its first year of 
operation (P50 Year 1), it is expected to generate almost 2,000,000 
MWh, enough energy to power roughly 55,000 Qatari homes [16]. 
The project will provide 10% of the country's peak electricity 
demand at total capacity and cut CO2 emissions by 26 million 
metric tonnes throughout its lifetime, making it a watershed 
moment in the country's energy history [16].   

3. Developments Barriers in GCC 

This section summarizes possible challenges delaying the 
development of renewable energy in general and solar energy 
within the GCC and in particular at Qatar, based on analysing eight 
notable studies.  

The first study comprised an up-to-date assessment of GCC 
solar energy efforts and listed some recommendations for the 
following key challenges identified: technical challenges, lack of 
public/private initiatives, dependency on oil and gas, lack of 
research and development capabilities, lack of legislation and 
regulatory framework, and inadequate application of building 
integrated RE technology [18]. 

The second study examined issues affecting residential rooftop 
solar panel adoption in Qatar, analysing public levels of awareness 
and knowledge towards domestic solar systems. The study 
reported that there was latent acceptance among the general 
population for using solar energy, but government initiatives were 
needed to improve awareness, reduce electricity price subsidies, 
and increase subsidies for solar energy installations [19].  

The third study aimed to look at present situation of pollution 
and renewable energy in Saudi Arabia as per the national 
development plan, Vision 2030, which seeks to expand renewable 
energy use and to present possible obstacles facing the deployment 
of solar and wind energy. It identified the following major barriers 
to solar energy use: 

3.1. Environmental Challenges 

Effect of high temperature on performance of solar system, 
power loss due to UV rate, effect of humidity on solar panel 
performance, degradation of performance due to dust, possible 
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damage to solar panels due to dust storms, strong winds, and heavy 
rain. 

3.2. Economics / Managerial Barriers 

Low price of natural gas, lack of legal and regulatory 
framework to support investors, low revenue from renewable 
energy in comparison to oil, lack of education and training on 
renewable energy, lack of specialized manpower and issues related 
to connecting generated renewable to the main grid [20].  

The fourth study was conducted to assess the current electricity 
supply grid in Qatar and to explore the potential of incorporating 
different renewable energy sources (RES) into the main grid. The 
study simulation results presented promising possibilities to 
increase the share of RES in electricity production by up to 80%. 
Reaching 100% would require the integration of electricity storage 
systems into the main grid, grid stability and electricity access, 
availability of significant funding for investment in installations, 
and effective awareness campaigns [21].  

The fifth study aimed to pinpoint the key gaps in the current 
system and the obstacles facing the development of renewable 
energy technologies in Kuwait. The study highlighted that Kuwait 
is unlikely to meet the announced target of 15% of its local energy 
need from RE generated sources by 2030 due to a lack of effective 
legal and regulatory frameworks, a lack of support for RE 
infrastructure, and inadequate financing policies [22]. 

The sixth study amid to statistically examine the challenges and 
requirements for renewable energy implementation in the UAE 
from the opinions of 94 participants. The study found positive 
attitudes towards governmental efforts and RE infrastructure, and 
solid public awareness for achieving UAE 2050 RE goals [23].  

The seventh study was conducted in Qatar, with an aim to 
experimentally examine the ecumenical loss due to the solar panels 
environmental challenge associated with dust. The data from the 
study showed that without clearing solar panels the output power 
would be reduced by 43% following six months of exposure to dust 
with average density of 0.7 mg/m3, which leads to economic losses 
if panels remain uncleaned [24].  

The eighth study aimed to answer the question of why there is 
“almost no renewable energy in Oman” and argued that 
government subsidies for electricity produced from oil and gas 
resources are a key obstacle to RE technologies development in 
Oman [25]. 

It can be summarized from the review of the challenges facing 
renewable energy in the GCC that they fall within five interrelated 
key dimensions, as illustrated in Figure 2: technical issues related 
to the performance of solar panels in the local environment (i.e., 
dust issues); government initiatives and policies; the low return on 
investment from RE; low citizen awareness and willingness  to 
adopt renewable energy; and the availability of subsidized 
electrical energy generated  from oil and gas (provided free or at 
very cheap prices). The key impetus to foster   renewable energy 
in these countries remains with governments; once the right 
regulations and initiatives are in place, other challenges will 
dissipate. 

Moreover, it can be also concluded that challenges related to; 
monitoring the execution and sustainability of solar panels energy 

generation projects, to meet the national and global sited targets 
might emerge. Therefore, this is need further investigation.   

  
Figure 2. Five key challenges for renewable energy in the GCC countries.  

4. Methodology 

In order to achieve the main objective of this study, a mixed-
method approach was selected, using both qualitative and 
quantitative methods [26], as illustrated in Figure 3.  

 
Figure 3. Study research design. 

The first method was open-ended interviews conducted by 
phone with 10 key stakeholders; from the energy sector in Qatar to 
answer the main question (what the possible challenges are facing 
the deployment of solar panel energy within homes and 
businesses) [27]. Qualitative interviews enabled exploring 
participants’ perceptions and experiences in depth, whereby 
common challenges could be identified from different 
perspectives. Moreover, the outcomes of these interviews are used 
to establish the quantitative questionnaire used in the second part 
of the study. This used Likert-type questions to elicit views from a 
wider sample, to obtain the opinions of different households and 
business owners regarding the challenges identified from the 
qualitative phase. The Likert items assessed participants’ level of 
agreement with the listed challenges, facilitating data analysis [28]. 
SPSS v.20 is used to analyse the study data, answer its questions, 
and test its hypothesis [29]. 

5. Interview Findings 

The participants in the interview had the opportunity to see the 
early listed Five Key Challenges for Renewable Energy in the 
GCC Countries as showed in Figure 2.  Then have been asked two 
questions. The first question, if they still these challenges are valid 
for Qatar. While the second question was if they wanted to add any 
other challenges.  

After that, Thematic analysis [30] was the most suitable 
analysis method to analyse participants’ responses from different 
interview sessions, has been used keeping the first five main 
themes as listed early and new ten themes have been established, 
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that led to identification of the following common challenges to 
solar panel adoption among homeowners and business owners in 
Qatar: 

• There is a lack of awareness of renewable energy 
• There are safety concerns of solar panel installation 
• Solar panels give low return on investment 
• The upfront cost of solar panel installation is high 
• There is a lack of available solar panel technology 
• There are possible cultural barriers to solar panels installation 
• There is a lack of interest due to the availability of other 

sources of energy 
• There is a lack of government initiatives 
• There is fear of damaging buildings 
• There is fear of changes in the look of the building due to 

installation 
• There is a lack of technical support for solar panels 
• There are barriers related to connecting generated energy to 

the main electrical power grid 
• Unclear law and regulations governing solar panels 
• There is a lack of environmental interest 
• Subsidized conventional electricity makes RE uncompetitive 
5.1. Findings from Questionnaire 

Using SPSS [29] enabled reliability testing of the quality of 
responses, generating descriptive data with mean and standard 
deviation (SD) values, to provide a general overview of the results 
from each group. One-way analysis of variance (ANOVA) was 
used for comparative analysis between different groups, to 
establish any significant differences. The following statistical 
assumptions were used as shown in Table 1. 

Table 1: Descriptive statistics of the data. 

Descriptive statistics: 
Frequencies and percentages: To measure the distributions of the 
characteristics of the sample members. 
Mean: to measure the average answers of the sample members to the 
questions of the study questionnaire, which used a five-point Likert scale, 
weighted as follows: 

Score Strongly 
Agree Agree Neutral Disagree Strongly 

Disagree 

Approval 5 4 3 2 1 
Relative 
weight 81∼100% 61∼80% 41∼60% 21∼40% 1∼20% 

 

Length of the 
period = 

Upper ∼ lower 
= 

5 ∼ 1 
1.33 The number of 

levels 3 

Number of levels: 
Level Period 
Low 1 ∼ 2.33 
Medium 2.34 ∼ 3.67 
High 3.68 ∼ 5 

 

Standard deviation (SD): to measure the dispersion of the answers of the 
sample members from their arithmetic mean 

Inferential statistics: 

One Way ANOVA 
Consistency coefficient (Cronbach Alpha) for the variability of the stability 
of the study instrument 

5.2. Reliability of the Study Sample 
To avoid the data collection method shortcomings when 

participants fill the questionnaire, it was essential to perform 
reliability of the study sample. Hence, SPSS Cronbach’s alpha 
reliability was test conducted, its impotent that Cronbach’s alpha 
coefficient needs to be at least 0.6, which indicates that the 
questions from the questionnaire measure the appropriate 
variables, signifying a consistent and dependable instrument. The 
Cronbach’s alpha coefficient of the survey used in this study was 
0.88, indicating good valid for study purposes [4]. 

5.3. Data Analysis 

Participant characteristics (i.e., their status as either home or 
business owners, or both) are shown in Table 2. It can be seen that 
the majority of the same were exclusively homeowners (n = 804, 
70.5%), a quarter were exclusively business owners (n = 276, 
24.2%), and a small proportion (n = 60, 5.3%) owned both homes 
and businesses. 

Table 2: Nature of the Ownership of the Study Sample. 

Nature of ownership n % 
Business owner 276 24.2 
Homeowner 804 70.5 
Home and business owner 60 5.3 
Total 1140 100.0 

Table 3 shows the means, SDs, percentages, and degrees of 
participant responses concerning challenges facing the deployment 
of solar panels in Qatar. The average score for all items (3.38) 
indicates a medium level of challenges, and most of these related 
to “a lack of interest due to the availability of other sources of 
energy, the availability of subsidized conventional electricity, and 
there is a lack of awareness about renewable energy,” which 
received high scores. The remaining challenges were as follows: 
“There is a shortage of government initiatives, there is a lack of 
environmental concern, there is a lack of technical support for solar 
panels, there are barriers related to connecting the generated 
energy to the main electric power grid, law and regulations are 
unclear regarding solar panels, there is the possibility of cultural 
barriers to the installation of solar panels, the upfront cost of solar 
panel installation is too high, there is a lack of available solar panel 
technology, the solar panels give a low return on investment, there 
is a fear of changes in the appearance of the building due to 
installation, there is a fear of safety when considering solar panel 
insulation, and there is a fear of damaging buildings,” which got 
medium degrees of agreement.  

Researchers believe that, this result is due to the fact that it is 
natural and in any country that if there is free availability of 
electricity or its cost is very cheap, this will be a direct reason for 
not installing solar panels, so the person will not bear the burden 
of the cost of installing solar panels, as he will consider it 
unprofitable for home or business owner in the future, because 
electricity is available at a cheap cost, and in this case there will be 
no benefit from installing solar panels in terms of reducing the cost 
for the user. 
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Table 3: The Challenges Facing the Deployment of Solar Panels in Qatar. 

Challenges Mean SD % Degree 
Lack of interest due to availability of other sources of energy 4.03 1.261 80.6 High 
Subsidized conventional electricity makes RE uncompetitive 3.74 1.401 74.7 High 
There is a lack of awareness of renewable energy 3.68 1.284 73.7 High 
There is a lack of government initiatives 3.62 1.275 72.4 Medium 
There is a lack of environmental interest 3.52 1.231 70.3 Medium 
There is a lack of technical support for solar panels 3.48 1.239 69.7 Medium 
There are barriers related to connecting generated energy to 
the main electrical power grid 

3.45 1.255 69.1 Medium 

Unclear law and regulations governing solar panels 3.40 1.252 68.0 Medium 
There are possible cultural barriers to solar panels installation 3.35 1.344 66.9 Medium 
The upfront cost of solar panel installation is high 3.26 1.348 65.3 Medium 
There is a lack of available solar panel technology  3.26 1.409 65.3 Medium 
Solar panels give low return on investment 3.16 1.309 63.2 Medium 
There is fear of changes in the look of the building due to 
installation, 

2.96 1.399 59.2 Medium 

There are safety concerns of solar panel installation 2.89 1.302 57.9 Medium 
There is fear of damaging buildings 2.87 1.332 57.5 Medium 
Average 3.38 0.842 67.6 Medium 

Table 4: One-Way ANOVA to Test the Study Hypothesis. 

 

 

 

 

 

5.4. Test of Study Hypothesis 

To test the study hypothesis (H0): There is no different due to 
the nature of ownership (at the level of statistical significance p ≤ 
0.05) in the degree of challenges facing the deployment of solar 
panels in Qatar. One-way ANOVA results are shown in Table 4, 
indicating that the F value is not statistically significant (p ≤ 0.05), 
so we conclude that the nature of ownership does not significantly 
affect the degree of challenges facing the deployment of solar 
panel in Qatar.   

The researchers believe that, the reason behind this result is that 
all people when taking any step towards a specific business, the 
first thinking will be about the material cost of it and whether there 
is a need for it and future results that result in financial savings, 
and this thinking is prevalent among everyone regardless of the 
nature of ownership, as everyone They will agree on the same 
challenges that they will face in the event of installing solar panels. 

6. Conclusion  

As anticipated from the main objective of this study, there are 
various key challenges facing the deployment of solar panels in 
Qatar, with no differences in degree according to the nature of 
ownership. The top five major challenges identified from this 
study are summarized in Figure 4.  

It is clear that these top challenges are in line with the main 
challenges facing RE in other GCC countries. These and the other 
challenges remain to be tackled before considering deploying solar 

panel energy for houses and businesses in Qatar, with a national 
roadmap toward a sustainable energy profile within the medium to 
long term. In addition of setting further agenda future research.   
Moreover, the outcomes from this study can be useful for other 
stakeholders in other GCC countries to revisit their own challenges 
and see if new emerged ones are worth consideration.   

 
Figure 4. Five key challenges. 
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The Activity and Event Network (AEN) is a new dynamic knowledge graph that models different
network entities and the relationships between them. The graph is generated by processing
various network security logs, such as network packets, system logs, and intrusion detection
alerts, which allows the graph to capture security-relevant activity and events in the network. In
this paper, we show how the AEN graph model can be used for threat identification by introduc-
ing an unsupervised ensemble detection mechanism composed of two detection schemes, one
signature-based and one anomaly-based. The signature-based scheme employs an isomorphic
subgraph matching algorithm to search for generic attack patterns, called attack fingerprints, in
the AEN graph. As a proof of concept, we describe fingerprints for three main attack categories:
scanning, denial of service, and password guessing. The anomaly-based scheme, in turn, works
by extracting statistical features from the graph upon which anomaly scores, based on the bits
of meta-rarity metric first proposed by Ferragut et al., are calculated. In total, 15 features are
proposed. The performance of the proposed model was assessed using two intrusion detection
datasets yielding very encouraging results.

1 Introduction

The Activity and Event Network (AEN) is a new graph that models
a computer network by capturing various network security events
that occur in the network perimeter. The AEN has the purpose of
providing a base for the detection of both novel and known attack
patterns, including long-term and stealth attack methods, which
have been on the rise but have proven difficult to detect.

This paper is an extension of work originally presented in the
3rd Workshop on Secure IoT, Edge and Cloud systems (SIoTEC)
of the 22nd IEEE International Symposium on Cluster, Cloud and
Internet Computing (CCGrid 2022) [1]. In the present paper, we
present an unsupervised ensemble intrusion detection mechanism
composed of two detection schemes, one signature-based and one
anomaly-based, with the goal of leveraging the strengths of both
types of detection methods and mitigating their weaknesses.

Signature-based detection, also known as rule-based detection,
works by searching data for specific characteristics of previously
seen attacks. This makes it good at detecting known attack patterns,
but at the same time renders it ineffective when confronted with new
and unseen attacks. In contrast, anomaly detection methods rely on

the assumption that events deviating from normal usage patterns or
behaviours are potentially malicious. This method has the potential
to detect novel attack patterns but may generate a large number of
false positives due to the fact that atypical events are not necessarily
malicious [2, 3].

To validate the scheme, we provide a collection of attack finger-
prints covering a small subset of known scanning, denial of service
(DoS) and password guessing attacks.

The fingerprints are described using Property Graph Query Lan-
guage (PGQL) because it provides a standardized language for
describing graphical patterns, which we believe makes comprehen-
sion easier than describing the fingerprints algorithmically. We
also provide a subgraph matching algorithm specifically for finding
subgraphs that are isomorphic to the fingerprints.

The anomaly-based scheme, in turn, involves calculating
anomaly scores based on the bits of meta-rarity metric introduced
by [4] for a set of 15 statistical features and underlying distributions
extracted from the AEN graph.

To evaluate the proposed intrusion detection mechanism, we con-
ducted experiments with two datasets: the Information Security and
Object Technology (ISOT) Cloud Intrusion Detection (ISOT-CID)
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Phase 1 dataset [5] and the 2017 Canadian Institute for Cybersecu-
rity (CIC) Intrusion Detection Evaluation Dataset (CIC-IDS2017)
[6]. First, each of the two schemes were separately evaluated, and
then an ensemble classification was created that fuses the two re-
sults. The obtained results were promising for both the individual
detection schemes and for the combined method.

The remainder of this paper is structured as follows. In sec-
tion 2, we review the literature on graph-based intrusion detection,
anomaly detection and subgraph matching. In section 3 we give
a brief overview of the AEN graph. In section 4, we present the
fingerprint model and explain how the fingerprints are described and
searched for in the graph. In section 5, we provide detail about the
anomaly detection model, including a description of the anomaly
score calculation and the proposed features model. In section 6, we
present the experimental evaluation of the proposed scheme and
discuss the obtained performance results. Finally, in section 7, we
make concluding remarks.

2 Literature Review

2.1 Graph-based Intrusion Detection

Many different graphical models have been proposed for intrusion
detection or forensic analysis. One traditional focus is on non-
probabilistic models, such as attack graphs. These include state
attack graphs [7]–[9], logical attack graphs [10] and multiple prereq-
uisite graphs [11], each of which aims to either elucidate different
aspects of the system or network’s security issues or, at a minimum,
fix the limitations of the previous models. In general, there are many
open challenges when working with attack graphs [12].

Current approaches are plagued by the exponential growth of
the graph according to its vulnerabilities and network size, making
generation intractable, even for a few dozen hosts. They are limited
in scope, and while they provide static information about the attack
paths and the probability of a vulnerability exploitation, they do not
provide any information about other effective parameters, such as
current intrusion alerts, active responses or network dependencies.
Furthermore, current attack graphs do not capture the dynamic and
evolving nature of the long-term threat landscape. In practice, each
change to the network requires a complete recreation of the graph
and a restart of the analysis, which means they can only be applied
for offline detection.

Another important area of research is in probability or belief-
based models used for signature-based intrusion detection such as
those employing Bayesian networks (BNs) [13]–[15] and Markov
random fields (MRFs) [16, 17]. These models provide good results
for the modelled attacks but have some important limitations. The
first stems from the fact that the entity being modelled is not the
network itself. Instead, the graph is constructed based on prede-
fined features, which limits the extensibility of the models. This
is because each new attack type requires the definition of more
predefined features that must be incorporated into the graph as new
elements. Moreover, these methods require a training phase used
to define the graph’s probabilities, making them fully supervised
methods. Finally, like attack graphs, they need to be reconstructed
whenever the graph changes, which can be time consuming, and in
practice make them unable to perform online detection.

Moving to anomaly detection applied for intrusion detection,
numerous models have been proposed that have used a diverse
range of techniques, such as decision trees [18] and neural networks
[19]–[21]. These models obtain good performance but suffer from
the previously mentioned issues, including necessitating a training
phase, requiring multiple rounds of training in some cases, and
not supporting online detection. Moreover, despite being anomaly-
based, some models have a limited capability to identify novel
attacks due to their structure based on predefined features.

In our work we overcame these problems by modelling the net-
work itself. This allows for greater extensibility in describing new
attacks because, rather than attack features being predefined, they
may be extracted from the graph. Moreover, the AEN graph is fully
dynamic and in constant change. Each new subgraph matching
operation can be performed against the graph online without the
need to recreate it after every change. Finally, the proposed schemes
are all unsupervised, which eliminates the need for a training phase.

2.2 Isomorphic Subgraph Matching

Isomorphic subgraph matching is used to search graphs for sub-
graphs that match a particular pattern. It has been employed exten-
sively in diverse areas, including computer vision, biology, electron-
ics and social networks. However, to the best of our knowledge,
our work is the first to employ isomorphic subgraph matching for
signature-based intrusion detection.

The general form of this problem is known to be NP-complete
[22]; however, its complexity has been proven to be polynomial for
specific types of graphs, such as planar graphs [23].

Different algorithms have been proposed for this problem. For
example, Ullmann’s algorithm [24] uses a depth-first search algo-
rithm to enumerate all mappings of the pattern. Over the years,
many improvements have been proposed for that algorithm, such as
the VF2 algorithm [25], in attempts to more effectively prune search
paths. More modern algorithms, such as the Turboiso [26] and the
DAF [27], employ pre-built auxiliary indexes to accelerate searches
and facilitate search-space pruning. These algorithms can perform
several orders of magnitude faster than index-less algorithms like
Ullmann’s but require more memory to store the index and also
some pre-processing time to build the indexes.

In our work, we leveraged these ideas to design a custom-made
matching algorithm specifically to match fingerprints, given the
specific characteristics of the AEN and the proposed fingerprints.

3 AEN Graph Overview
The AEN graph was designed to model the variety, complexity and
dynamicity of network activity, along with the uncertainty of its
data, something that is intrinsic to the collection process, through a
time-varying uncertain multigraph. The graph is composed of dif-
ferent types of nodes and edges, with the nodes describing different
types of network elements, such as hosts, domains and accounts,
and the edges describing their relationships, such as sessions (sets
of traffic between two hosts of the same protocol, ports, etc.) and
authentication attempts (an account trying to authentication on a
host). Furthermore, each element type has different sets of proper-
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ties, including domain name, account identifier, session protocol and
start and stop time. To build such a graph, data from heterogeneous
sources (e.g. network traffic, flow data) and system and application
logs (e.g. syslog, auditd) are used.

The graph is built online, with elements added or modified as
soon as they are observed in the data and old elements removed
once they are considered stale. Consequently, the graph serves as a
stateful model of the network, and as such, can be used as a basis for
many different types of analyses and inferences. Interested readers
are referred to [28] for more details on the AEN graph model’s
elements and construction.

4 Attack Fingerprints in the AEN Graph
Model

4.1 AEN Fingerprints Framework

4.1.1 Attack Fingerprint Visualization

As a visual example of how attack fingerprints can be mined from
the AEN graph, Figure 1 shows how certain network activity can
create evident patterns in the graph. Specifically, the figure shows
a visualization of a subset of a graph generated from an example
dataset containing a distributed password guessing attack. The hosts
are represented by blue nodes at the center, accounts that were
used in authentication attempts are represented by orange nodes and
the attempts themselves (edges) are either blue when successful or
orange when unsuccessful.

Figure 1: Visualization of an AEN graph containing a password guessing attack.

The figure shows a “cloud” of failed authentication attempts
against the two central hosts using the same set of accounts. Fur-
thermore, the majority of the edges are orange, indicating failed
attempts, but there is a single blue (successful) edge. This pat-
tern makes evident a successful combined credential stuffing and
spraying attack where, after several failed attempts, one login was
successful.

Likewise, other types of attacks insert their own distinct attack
patterns in the graph. It follows that those patterns serve as finger-
prints of these attacks and can, therefore, be mined using subgraph
isomorphism matching algorithms to identify instances of an attack.

The statefulness of the AEN plays an important role here be-
cause it permits the formation of long term patterns. That is in

contrast with traditional intrusion detection systems (IDSs) which
can only identify short-term patterns. In the given example, the
attack could have been carried out over several weeks, which would
have created a challenge for traditional detection mechanisms. In
contrast, because the AEN maintains the relationships over a longer
term, those patterns can emerge and be identified.

4.1.2 Problem Definition

Given a graph G = (NG, EG) where NG is the set of nodes and
EG : NG × NG is the set of edges, the graph F = (NF , EF) is isomor-
phic to a subgraph G′ of G if all nodes and edges of F can be mapped
to nodes and edges of G. More formally, F � G′ ⊑ G if there is a
bijective function f : NF 7→ NG such that ∀u ∈ NF , f (u) ∈ NG and
∀(ui, u j) ∈ EF , ( f (ui), f (u j)) ∈ EG.

The definition above can easily be extended to apply to more
complex graphs that contain labels and properties, such as the AEN,
by applying f to those labels and properties as well.

Finally, the problem of matching a fingerprint is defined as the
following: Given an AEN graph G and a fingerprint F, find all
distinct subgraphs of G that are isomorphic to F.

4.1.3 Describing Attack Fingerprints

In this study, the attack fingerprints are described using the PGQL
query language [29] because it provides a standardized language
for describing queries, or patterns, that we wish to search for in a
property graph. We believe this makes comprehension easier than
when the fingerprints are described algorithmically. This is because
PGQL’s syntax follows SQL where possible, except that instead
of querying tables, it aims to find matches in the nodes and edges
of a graph. Doing so requires specific symbols and constructs for
that purpose, but is still easily understandable by those who already
know SQL.

Other graph query languages, such as Cypher [30], are also
descriptive for this purpose but are less like SQL and have a distinct
set of supported features. Still, in most cases, PGQL queries can
easily be adapted to other graph query languages.

A simple example of PGQL query is as follows:
Algorithm 1: PGQL query example

SELECT s, d
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.duration > 30

The SELECT clause specifies what values are to be returned,
while the MATCH clause specifies the pattern to match. The parenthe-
ses are used to describe nodes, while the square brackets describe
edges, with the arrow specifying the direction, if any. Inside the
brackets, the colon separates the variable name to the left and the
optional label, or type, to the right. The above example matches
any pattern in the graph that involves two nodes, s and d, of type
HOST connected by a directed edge, e, of type SESSION, from s to
d, whose duration is greater than 30, and then returns the two nodes
for each match.

In general, PGQL allows for a rich description of graph patterns;
however, it has limitations which make it impossible to fully express
certain attack patterns and, in particular, the information we wish to
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retrieve from it. For our specific use case, PGQL has the following
key limitations:

1. Subquery is not supported in the FROM clause.

2. There is limited array aggregation support: In some cases, it is
desirable to group matches by destination (the victim) and get
an array of sources. However, the current PGQL specification
supports only array aggregation of primitive types in paths
(using the ARRAY AGG function). Therefore, only properties
like IDs can be aggregated in this way. Note that there are
some cases where only the LISTAGG function is supported.
In those cases, we use the ARRAY AGG function to substitute
for LISTAGG as if the former had similar support as the latter
for simpler pattern description.

To overcome these limitations, the fingerprints contain a post-
processing phase during which the query results are processed to
reach a final match result.

4.1.4 Attack Fingerprint Matching

Finding matches to fingerprints in the AEN graph requires the
application of an isomorphic matching algorithm. How this is ac-
complished depends on the graph engine used to store the AEN
graph.

In engines that natively support PGQL, such as PGX and Or-
acle’s RDBMS with the OPG extension, the fingerprints can be
used directly to query the database, with only the post-processing
phase requiring further implementation. In this case, the matching
algorithm is implemented by the graph engine itself.

Similarly, in engines that support other graph query languages,
such as neo4j, the fingerprints need first to be converted to the sup-
ported query language, but after that, only the post-processing phase
requires implementation.

In contrast, when using any graph engine that does not support
a graph query language, the whole fingerprint matching algorithm
must be implemented. There are several general isomorphic match-
ing algorithms, including Ullmann’s algorithm [24] and its deriva-
tions (e.g. VF2 [25]), the Turboiso [26] algorithm and the DAF
[27] algorithm. However, the specific characteristics of the AEN
graph and the proposed fingerprints means that a simpler searching
algorithm can be employed.

Specifically, the small diameter of the fingerprints means that
recursion or any type of partial matching is unnecessary, while the
types and properties of the nodes and edges allow for large swathes
of the search space to be quickly pruned. In practice, the custom
graph engine implemented for the AEN speeds up searching at the
cost of extra memory by maintaining separate sets of nodes per
type, as well as separate sets of edges per type and per source and
destination pair. This can be considered analogous to the indexes
employed by the general algorithms mentioned previously, such as
the Turboiso and the DAF.

Consequently, finding pairs of nodes per type and edges between
them is a constant-time operation. Conversely, iterating the set of
edges or groups is done linearly because no index per property is
maintained. However, this operation can be trivially parallelized.

Aggregating values, such as summing up properties of elements in
groups, must also be done linearly.

A generic fingerprint matching algorithm equivalent is presented
in Algorithm 2. The algorithm starts by pairing nodes of the desired
types (note that each pair is directed). Then, for each pair, it finds
all edges between the source and the destination nodes. For each
of those edges, the matches function is used to test whether the
edge matches all of the WHERE clauses of the fingerprint and then
accumulates the matching edges.

Afterwards, edges are grouped into sets according to the GROUP
BY expression specified in the fingerprint. Subsequently, each set
(group) is tested for matches to all of the HAVING clauses of the
fingerprint. If true, the results are extracted from the elements in the
set based on the SELECT expression. These results map to what is
returned by the PGQL queries.
Algorithm 2: Generic fingerprint matching algorithm

pairs ← pairNodes(nodes, srcType, destType)

matched ← {}

foreach pair in pairs do
s, d ← pair

edges ← getEdges(s, d, edgeType)

foreach e in edges do
if matches(e, whereClauses) then
matched ← matched ∪ {e}

groups ← group(matched, groupingExpr)

preResults ← {}

foreach g in groups do
if matches(g, havingClauses) then
gr ← extractPreResult(g, selectExpr)

preResults ← preResults ∪ {gr}

return preResults

As mentioned previously, many fingerprints also require a post-
processing phase, for which Algorithm 3 is the generic algorithm
used. It returns a set of matches of the fingerprint as described in
the respective section of each fingerprint.
Algorithm 3: Generic fingerprint post-processing phase algorithm

postProcGroups ← group(preResults ,

postProcGroupingExpr)

results ← {}

foreach ppg in postProcGroups do
if matches(ppg, postProcClauses) then
r ← extractFinalResult(ppg,

postProcSelectExpr)

results ← results ∪ {r}

return results

Finally, as explained in the following sections, some fingerprints

www.astesj.com 47

http://www.astesj.com


P.G. Quinan et al., / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 44-63 (2023)

employ the sliding window algorithm to define time windows. In
those cases, Algorithms 2 and 3 are applied for each time window
separately, although it would be straightforward to apply the post-
processing phase to the combined results of all time windows and
group them accordingly. Because the consecutive time windows
share some elements, it is possible that the same results will ap-
pear on different windows. Therefore, an optional final step when
the sliding window is used is the deduplication of results in differ-
ent time windows, which can be applied to the results returned by
Algorithm 3.

Also, to speed up searching in those cases, the sets of edges
between nodes are sorted by the desired sliding property so that
the start and end indexes of each window can be quickly identified
through the application of a binary search. Moreover, the algorithm
maintains a cursor to the initial position of the previous window so
that older elements do not need to be searched.

4.2 Scanning Attacks

Scanning attacks consist of probing machines for openings that can
be further explored for vulnerabilities and then exploited. They are
part of the initial information gathering phase of an attack.

These attacks can target a variety of protocols and applications
but are most commonly employed for scanning TCP and UDP ports
[31]. They can be deployed by a single source or be distributed
among several attackers. In addition, there are many different tech-
niques used for scanning, with each focusing on different layers and
using different methods to avoid detection [32, 31].

Scanning attacks can be classified based on several different
properties. With regard to their footprints, they can be classified
into three major types [32]:

• Vertical scan, which scans multiple ports on a single host

• Horizontal scan, which scans the same port across multiple
hosts

• Block scan, which is a combination of both vertical and hor-
izontal scans, whereby multiple ports are scanned across
multiple target hosts

With regard to their timing, they can be classified as a slow scan
or a fast scan, with the latter being easier to spot than the former,
given its speed and short duration [33].

In the following, we propose a fingerprint for single-source fast
vertical scans. Fingerprints for other types of scans can be derived
by slightly modifying the fingerprint parameters as demonstrated in
subsection 4.3 for the different DoS attacks.

As already mentioned, vertical scans target a specific host by
sweeping across the port space, looking for open ports and running
services. Unique characteristics can be summarized as follows [31]:

• The packets are sent from one source host to one destination
host.

• The packets have several different destination ports.

• The amount of data/bytes exchanged is never large. For TCP
scans, for instance, connections are almost never even estab-
lished.

• The time frame of each single session is very short.

Taking into consideration these characteristics, we can define
a typical attack as one with a short duration and a small amount of
data exchanged, particularly from the victim. Otherwise the attack
would be too heavy and easier to spot, but with a large number of
ports involved. This definition can be described by the following
fingerprint:
Algorithm 4: Fingerprint for scanning attack

SELECT s, d
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.destSize < sizeThr
AND e.duration < durThr

GROUP BY s,d
HAVING count(DISTINCT e.destPort) > portThr

where:

• destSize corresponds to the cumulative size of the packets
of the session sent by the destination of the session, which in
this case is the target host;

• sizeThr defines a threshold for a maximum expected
destSize;

• duration corresponds to the total time duration of a session;

• durThr defines a threshold for a maximum expected
duration;

• destPort corresponds to the target ports; and

• portThr defines a threshold for the minimum number of
distinct destination ports.

When applied, the fingerprint returns all pairs of source and
destination hosts where the sources and destinations correspond to
the attackers and the victims, respectively, according to the afore-
mentioned characteristics.

4.3 Denial of Service

DoS is a family of attacks that aim to disrupt the service of a tar-
get server or network resource and make it completely or partially
unavailable to users. They are broadly divided into two categories
[34, 35]:

• Volumetric attacks, where the target is inundated with huge
amounts of traffic that overwhelm its capabilities. These
include most flood attacks and amplification attacks.

• Semantic attacks, also known as resource depletion attacks,
where weaknesses in applications or protocols are exploited
in order to render a resource inoperable without requiring the
same large volume of traffic as pure volumetric attacks. These
include attacks like TCP SYN flood and slow-rate attacks like
Slowloris [36].
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Based on the source of attack, DoS attacks can be single-source
or distributed, in which case they are commonly referred to as dis-
tributed DoS (DDoS). In this section, we use DoS to refer to both
types.

Another common characteristic of many DoS attacks is that the
source IP address can be spoofed in order to hide the true source
of the attack and to deflect replies away from the attacker. This
introduces asymmetry into the traffic load between the attacker and
the victim [37, 38]. In other words, the IP addresses identified by
the fingerprints as sources of attacks might be spoofed IP addresses
in many cases.

In this section, we focus on selected flood attacks covering
both categories of DoS attacks under different layers of the OSI
model, specifically layers 3 (network layer), 4 (transport layer) and
7 (application layer).

The fingerprints follow a basic pattern of counting the number of
matching sessions of a specific attack type within a short time frame.
For this reason, we employed a sliding window mechanism with
large overlaps between each window and applied the fingerprints
separately for each window. Sliding windows were used instead
of simply slicing the timeline so that any short duration attack that
would otherwise be divided between two windows could be fully
inside at least one window. This had no effect on long duration
attacks, as they would fully cover at least one window regardless.
In the fingerprints, the start and end times of a time window are
represented by twStart and twEnd parameters, respectively.

4.3.1 ICMP ping flood

ICMP ping flood is an attack where a high volume of ICMP
echo/ping requests are sent to a target IP address in the expec-
tation of flooding the victim with more traffic than it is capable of
handling [38].

Based on this, we identified the primary typical characteristics
of an ICMP ping flood as the following:

• The attacker host sends a large number of ping requests (i.e.
ICMP packets) to the target host.

• The packets correspond to echo requests and replies and thus
are small.

• The time frame for any single session is very short.

These characteristics can be expressed by the following finger-
print:
Algorithm 5: Fingerprint for ICMP Flood DoS attack

SELECT s, d, count(e)
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.protocol = 'icmp'
AND e.destSize < sizeThr
AND e.startTime > TIMESTAMP 'twStart'
AND e.stopTime < TIMESTAMP 'twEnd'

GROUP BY s,d
HAVING count(e) > sessionThr

where sessionThr defines a threshold for the minimum number of
distinct sessions to trigger the fingerprint.

The query returns the number of sessions between each pair
of hosts matching the defined conditions, where the source is the
attacker, or the spoofed host, and the destination is the victim. These
results might be enough for single-source attacks, but to obtain a
final result for distributed attacks, they need to be further processed.

This post-processing step is completed by aggregating the re-
sults for each destination host in each time window and applying a
further threshold, cntThr, on the aggregated count (sum) of match-
ing session per destination. The final result is then a set of attack
instances, each one containing the victim host, the cumulative sum
of matching sessions and a set of attacker hosts.

Since each time window is considered separately, longer attack
instances can end up being reported repeatedly in multiple adja-
cent windows. To improve on that, the results can be deduplicated
by aggregating the results of a same target that fall in contiguous
windows.

4.3.2 IP Fragmentation Attack

IP packet fragmentation is a normal event whereby packets larger
than the maximum transmission unit (MTU) of the route (normally
1500 bytes) are fragmented into smaller packets that are reassem-
bled by the receiver. A problem arises when systems have trouble
reassembling the packets or will expend too many resources doing
so. Attackers take advantage of the situration by crafting special
fragmented packets that are impossible to reassemble, causing tar-
gets to either crash due to related bugs or to expend more and
more resources trying to handle the reassembly of these degenerate
packets [35, 39].

Different protocols can be used for fragmented attacks, includ-
ing UDP, ICMP and TCP. Moreover, fragmented packets can be
used to deceive IDSs by crafting fragmented packets that are re-
jected by the IDS but not by the end system, or vice versa, such that
the extra or missing packets prevent the IDS from identifying an
attack it otherwise would [39].

From that, we identified the general characteristics of an IP
fragmentation attack as follows:

• A medium to high absolute number of fragmented packets
can be observed.

• The ratio of fragmented packets to all packets is high.

• The time frame of a single session is very short.

To be able to capture the ratio of fragmented packets, we intro-
duced two properties to the session edge: one that tracks the number
of packets, pktCnt, comprising the session and another that tracks
the number of fragmented packets among those, fragPktCnt.

The fingerprint can be expressed as the following query:
Algorithm 6: Fingerprint for IP Fragmentation attack

SELECT s, d, count(e), sum(e.fragPktCnt)
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.fragPktCnt / e.pktCnt > fragRatioThr
AND e.startTime > TIMESTAMP 'twStart'
AND e.stopTime < TIMESTAMP 'twEnd'

GROUP BY s, d
HAVING count(e) > sessionThr
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where fragRatioThr defines a threshold for the minimum ratio of
fragmented packets to all packets of each session that is considered
to be matching the fingerprint.

As before, this query returns the number of sessions matching
the defined conditions between each pair of hosts, where the source
is the attacker and the destination is the victim. In addition, it also
returns the sum of the fragmented packet counts from all grouped
sessions.

A post-processing phase is included where the results are aggre-
gated by destination host in each time window so that distributed
attacks can be identified. A further threshold, fragPckCntThr,
was applied to the aggregated sum of fragmented packet counts
to guarantee that normal absolute amounts of fragmented packets
exchanged between hosts are filtered out.

The final result is then a set of attack instances, each contain-
ing the victim host, the cumulative sum of matching sessions and
fragmented packet counts, and a set of attacker hosts.

Finally, a deduplication step can also be executed to combine
instances from adjacent time windows.

4.3.3 TCP SYN Flood

TCP SYN flood attacks exploit the three-way TCP handshake pro-
cess by sending a large volume SYN requests to a target host with-
out ever completing the handshake process with the expected ACK
requests. This causes the target server to hold multiple partially
initiated connections, eventually filling its connection buffer and
thus preventing subsequent real connections from being established.
In some cases, this will result in crashes due to unhandled resource
starvation [37].

Therefore, for this attack, we needed to keep track of the state
of the TCP connection. After the initial SYN packet is sent and a
session is created, we defined four possible states for the connection,
with the first three mirroring the TCP states related to connection
establishment [40], only with a slight change of semantics because
the client and server states are combined:

• SYN SENT: The initial session state when the session is cre-
ated from a SYN packet sent by the source host. This means
the SYN packet was sent and the source host is now waiting
for the SYN-ACK packet.

• SYN RECEIVED: With the session at the SYN SENT state, the
destination host has sent the SYN-ACK packet meaning it
received the original SYN packet and is now waiting for the
ACK packet that will conclude the handshake.

• ESTABLISHED: The source host has sent the ACK packet
while the session was at the SYN RECEIVED state, which con-
cluded the three-way handshake, establishing the connection.
Once established, only FIN and RST packets can change the
state of the session.

• OTHER: A catch-all state that indicates any other scenario,
such as when the first packet of the session is not a SYN
packet.

Moreover, two other related properties, synFlagCount and
ackFlagCount, were added to the session edge to track the number

of packets added to the session that had the SYN flag and the ACK
flag set, respectively.

A limitation of this technique is that it requires the packet infor-
mation in the graph to be correct, which is not guaranteed in all cases.
Examples include cases where the network data injected into the
model is not complete, whether due to sampling or an unexpected
data loss, and also cases where the system has just gone live and
thus only started receiving the network data after the connections
were established. Another is the case where the system is fed with
NetFlow data instead of raw network data and the NetFlow applica-
tion did not properly track the TCP state or the number of packets
containing each flag in any given flow. In these cases, the model
is not able to properly track the correct state of the connections.
This makes fingerprints that rely on that information ineffective in
identifying attacks.

To mitigate those issues, some correction heuristics were em-
ployed to change a session’s attributes, such as the TCP state, in
cases where inconsistencies between the data and the attributes are
encountered. An example is when it is observed that large amounts
of data are being exchanged between two hosts on a TCP session,
indicating a fully established connection, but the state of the con-
nection indicates otherwise.

In short, the characteristics of a TCP SYN flood attack can be
summarized as follows:

• The attacker keeps sending SYN packets to the victim and
never replies to the SYN-ACK packet, resulting in a large
number of sessions in the SYN RECEIVED state.

• The time frame of any single session is very short.

The above pattern can be expressed in the following query:
Algorithm 7: Fingerprint for TCP SYN flood attack

SELECT s, d, count(e)
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.tcpState = SYN\_RECEIVED
AND e.synFlagCount / e.ackFlagCount >

synAckRatio

AND e.startTime > TIMESTAMP 'twStart'
AND e.stopTime < TIMESTAMP 'twEnd'

GROUP BY s, d
HAVING count(e) > sessionThr

where:

• destSize corresponds to the cumulative size of the packets
in the session sent by the destination of the session, in this
case, the target host.

• sizeThr defines a threshold for the maximum expected
destSize.

• duration corresponds to the total length of a session.

• durThr defines a threshold for the maximum expected
duration.

• destPort corresponds to the target ports.

• portThr defines a threshold for the minimum number of
distinct destination ports.
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This query mostly follows the same pattern as the preceding
ones, with the distinction that it has a condition to only select a
session if its TCP state is SYN RECEIVED.

The post-processing phase follows the same pattern as the pre-
ceding ones as well, so distributed attacks can be identified and the
cntThr applied.

4.3.4 Other TCP “Out-of-State” Flood Attacks

Aside from the aforementioned SYN flood attack, there are many
other less common TCP-based layer 4 flood attacks variants that
exploit illegal or unexpected combinations of TCP packet flags sent
without first establishing a TCP connection (thus the “out-of-state”
term) with the objective of causing a DoS [41]. The lack of a prior
connection causes some systems to return RST packets, which can
exacerbate bandwidth consumption problems related to the attack.
Finally, bugs stemming from unexpected conditions can also cause
issues. Examples of flag combinations used in these attacks include:

• ACK-PSH

• PSH-RST-SYN-FIN

• ACK-RST

• URG-ACK-PSH-FIN

• URG

Because these attacks involve out-of-state packets that form the
initial packets of the sessions, it is possible to refine the session’s
TCP state property to track these cases. Specifically, a new property
called tcpFirstPktFlags was added to the session edge to track
the flags of the first packet of the session if it is a TCP packet and
the TCP state is set to OTHER.

With that, it is possible to define a generic query following the
same pattern as the SYN flood attack query, but parameterized by
the first packet flags corresponding to the sought after attacks:
Algorithm 8: Fingerprint for TCP “Out-of-State” flood attacks

SELECT s, d, count(e)
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.protocol = 'TCP'
AND e.tcpState = OTHER
AND e.tcpFirstPktFlags = attackFlags
AND e.startTime > TIMESTAMP 'twStart'
AND e.stopTime < TIMESTAMP 'twEnd'

GROUP BY s, d
HAVING count(e) > sessionThr

The query requires the same post-processing as the SYN flood
attack. It is also possible to modify the fingerprint so that it matches
any of the possible out-of-state attack flag combinations instead of
matching each one individually by allowing tcpFirstPktFlags
to be equal to any of the known invalid flag combinations.

4.3.5 UDP Flood

UDP flood attacks are flood attack aimed at UDP datagrams. It
is considered a volumetric attack because it does not exploit any
specific characteristic of the UDP protocol. Instead, it works by

sending a large volumes of UDP packets to random or fixed ports
on a target host, depleting its available bandwidth, which makes it
unreachable by other clients. The attack can also consume a lot of
the target’s processing power as it tries to determine how to handle
the UDP packets [42].

In summary, the key characteristics of a UDP flood attack are as
follows:

• The attacker sends UDP packets to the victim at a high rate
of frequency.

• The amount of data exchanged per session is relatively fixed
and mostly the same.

• The time frame for any single session is very short.

These characteristics can be expressed by the following finger-
print:
Algorithm 9: Fingerprint for UDP flood attack

SELECT s, d, count(e)
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.protocol = 'UDP'
AND e.destSize < sizeThr
AND e.startTime > TIMESTAMP 'twStart'
AND e.stopTime < TIMESTAMP 'twEnd'

GROUP BY s,d
HAVING count(e) > sessionThr

Once again, this query mostly follows the same pattern as the
preceding ones, with the distinction being the condition to only
select UDP sessions.

The post-processing phase follows the same pattern as the pre-
ceding ones as well, so distributed attacks can be identified and the
cntThr applied.

4.3.6 HTTP Flood

HTTP flood is a layer 7 DoS attack in which a target server is sat-
urated with a high volume of HTTP requests. This can slow the
server as it tries to handle the high volume and eventually makes
the servers unable to handle legitimate traffic [43].

Because a TCP connection must be established for these attacks
to be performed, the spoofing of IP addresses is not possible [35],
which makes the identification of source IP addresses more reliable.

An HTTP flood attack can use different types of requests and
methods (e.g. GET, POST), with the most damaging ones being
the heaviest requests for a server to handle, such as those involving
heavy processing of input or pushing large amounts of data into a
database [43, 35]. Consequently, less bandwidth is required to bring
down a web server using an HTTP flood attack than is required for
another type of DoS attack.

Several different techniques are employed in HTTP flood attacks.
Some send a large number of requests, while others send fewer, but
very large or very focused, requests. In either case, the attack in-
volves sending large amounts of IP packets to the target. Therefore,
the key characteristics of an HTTP flood attack as follows:

• The attacker sends HTTP packets to the victim at a high rate
of frequency.

• The amount of data exchanged per session is high.
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Naturally, the fingerprint for these attacks needs to be able to
identify HTTP sessions. For this reason, a service property was
added to the session edge so that sessions can be marked as HTTP-
related. Note that this property can be used for other reasons as well,
such as identifying SSH or FTP sessions.

The challenge in this case is populating the field, given that
HTTP is a layer 7 protocol and can, in many cases, be encrypted.
We employed two techniques for this purpose. The first was per-
forming deep packet inspection (DPI) to search for identifiers of
HTTP messages, such as the version, in packet content. Once a
session is identified as being “HTTP-related”, it is marked as such
and no DPI is required thereafter. A limitation of this technique
is that it requires clear text traffic, which in most scenarios today
would require the AEN to be deployed after a TLS termination
proxy. DPI is also computationally expensive.

For those reasons, a second technique was employed using a
service registry comprised of IP addresses and ports of services of
interest, such as web services and SSH. This allows for a quick
discovery of services but also for some false positives if invalid
packets are sent to those servers, such as when non-HTTP packets
are sent to an HTTP service.

With the capacity to identify HTTP sessions, a query can be
defined as follows:
Algorithm 10: Fingerprint for HTTP flood attack

SELECT s, d, count(e), sum(e.pktCount)
MATCH (s:HOST)-[e:SESSION]->(d:HOST)
WHERE e.protocol = 'TCP'
AND e.service = 'HTTP'
AND e.srcSize < sizeThr
AND e.startTime > TIMESTAMP 'twStart'
AND e.startTime < TIMESTAMP 'twEnd'

GROUP BY s, d
HAVING sum(e.pktCount) > pktCntThr

This query is somewhat distinct from the preceding ones be-
cause it is based on the number of packets exchanged in a given
time window rather than the number of sessions and also because it
does not consider short-term sessions. Both differences are a conse-
quence of the fact that HTTP flood attacks require fully established
connections. The seemingly redundant clause to select only TCP
sessions when there is already a clause to select only HTTP sessions
is included to filter out part of the invalid packets, such as UDP
packets sent to that specific service, in case the service registry was
used.

Finally, the post-processing phase follows the same pattern as
the preceding queries as well, with a further aggregation per destina-
tion host so that distributed attacks can be identified and the cntThr
applied.

4.4 Password Guessing

Password guessing is when the attacker tries to gain access to a sys-
tem by persistently attempting to guess user passwords [44, 45]. The
passwords attempted are normally derived from either leaked pass-
word associated with a particular user or dictionaries of common
passwords, in which case the attack is also known as a brute-force
attack.

There are a few different types of password guessing attacks, but
they all share the main characteristic of generating a high volume of
failed login attempts, which are normally logged by the applications
into which the authentications are attempted. For this reason, the
AEN ingests application and system logs, like those from SSH, to
extract authentication information and insert that it into the graph
through nodes of type ACCOUNT and edges of type AUTH ATT (“au-
thentication attempt”) that link an account with the target host of
the authentication. To track whether the authentication attempt was
successful, the edge has a Boolean property called succ.

Another important characteristic of password guessing attacks
is that they do not necessarily happen in a short time frame. Some-
times the whole process can last for days, or even longer. That
means there is no need to consider the time frame of the attempts.
Incidentally, that means the AEN must keep authentication-related
elements for longer than it would for many other types of elements.

In this study, we investigated three types of password guessing
attacks:

• Basic: One account on one host is targeted with a brute-force
attack.

• Spraying: Multiple accounts on one host are each attacked
one or a few times.

• Stuffing: The same account is targeted on multiple hosts one
or a few times per host.

4.4.1 Basic password guessing

A basic password guessing attack is one where a single account on
a single host is targeted with a brute-force attack. It is the most
common type of password guessing attack [44, 45]. Because it
only focuses on one-to-one relations, the graph patterns should be
(:ACCOUNT)-[:AUTH ATT]->(:HOST). For the sake of brevity the
whole fingerprint will not be described because it is a generalization
of the spraying password guessing fingerprint that follows.

4.4.2 Spraying password guessing

In a spraying password guessing attack, instead of multiple pass-
words being tried with a single account, the attacker tries to breach
multiple accounts with a single password or a few passwords [46].
In this manner, the attacker can circumvent the most common au-
thentication protection measures, such as account lockouts.

These attacks can be performed either from a single source, in
which case tracking attempts per IP address might be a useful de-
tection method, or from distributed sources, which makes detection
harder. This is one of the strengths of the proposed fingerprint, as
it focuses exclusively on authentication attempts per victim host,
which makes it, by design, effective regardless of the number of
source hosts involved.

In summary, spraying password guessing attacks have the fol-
lowing characteristics:

• One host is targeted with a high number of authentication
attempts.

• The attempts are spread over several accounts such that no
account has more than a few attempts.
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• One or more hosts can participate in the attack.

• The time frame of an attack can be very long.

Based on the above characteristics, the query is defined as fol-
lows:
Algorithm 11: Fingerprint for spraying password guessing attack

SELECT h, count(DISTINCT a), ARRAY_AGG(e.id) as
attempts

MATCH (a:ACCOUNT)-[e:AUTH_ATT]->(h:HOST)
WHERE count(!e.succ) > attemptThr
GROUP BY h
HAVING count(!e.succ) / count(e) >

authFailRatioThr

AND count(DISTINCT a) > accountThr

where:

• attemptThr defines a threshold for the minimum number of
failed attempts per account to exclude regular login attempt
failures from real users.

• authFailRatioThr defines a threshold for the minimum
ratio of failed attempts in relation to the total number of au-
thentication attempts.

• accountThr defines a threshold for the minimum number of
distinct accounts that will trigger the fingerprint.

Each match returned by the query contains the victim host, the
associated number of distinct target accounts on the host and, as a
special output, the array of identifiers of the matching edges, called
attempts, which is used in the post-processing step to retrieve the
list of targeted accounts by fetching from the graph the source nodes
of the edges in the array.

Furthermore, if retrieving the hosts responsible for the attack
is desired, another query can be performed to find the source hosts
of the authentication attempts in the attempts array based on its
source properties.

4.4.3 Credential Stuffing

The credential stuffing attack, also known as a targeted password
guessing attack, consists of trying the same credentials (e.g. user
name and password combination) on multiple hosts [45]. The cre-
dentials used in these attack are traditionally obtained from leaks of
previous attacks or are default passwords in systems that have them.
The latter type is particularly common in IoT devices [47]. More
advanced attacks use slight variations of the passwords for cases
where the user has the same base password with small modifications
per host. Ultimately, this type of attack targets password reuse by
the same user on different websites and hosts or poorly designed
systems. This consequently means the attacker will not try more
than a few different combinations per account but will try the same
combinations against multiple targets.

As with any password guessing attack, credential stuffing can
be performed from either a single source or distributed sources.
However, because this attack targets multiple hosts that normally
do not coordinate their detection and prevention efforts, the attacker

is more likely to be able to carry out the attack using a single source
than with other types of password guessing attacks.

In practice, a single attack campaign can perform credential
stuffing on several accounts at once. This type of attack would be
detected by the fingerprint as multiple credential stuffing attacks
happening together, or possibly as multiple spraying attacks, de-
pending on the number of accounts targeted. Also note that the
AEN does not have access to the password, so it cannot determine
if the same passwords are being used in multiple hosts, only that
multiple failed authentication attempts are being performed for a
given account on multiple hosts.

In summary, credential stuffing attacks have the following char-
acteristics:

• Multiple hosts are targeted with a high number of authentica-
tion attempts across them.

• Only one account is targeted.

• Only a few attempts are made per host.

• One or more hosts can participate in the attack.

• The time frame of an attack can be very long.

Based on the above characteristics, the query is defined as fol-
lows:
Algorithm 12: Fingerprint for credential stuffing attack

SELECT a, count(DISTINCT h), ARRAY_AGG(e.id) as
attempts

MATCH (a:ACCOUNT)-[e:AUTH_ATT]->(h:HOST)
WHERE count(!e.succ) > attemptThr
GROUP BY a
HAVING count(!e.succ) / count(e) >

authFailRatioThr

AND count(DISTINCT h) > hostThr

where hostThr defines a threshold for the minimum number of
distinct hosts that will trigger the fingerprint.

In contrast to the spraying query, this query groups by account
rather than host and counts the number of matching hosts instead
of the number of matching accounts. As a result, each match re-
turned by the query contains the targeted account, the associated
number of distinct hosts where authentications were attempted and
the attempts array, which in this case is used to retrieve the list of
victim hosts by fetching from the graph the destination nodes of the
edges in the array in the post-processing phase.

As with the previous query, retrieving the hosts responsible for
the attack is possible by performing another query to find the source
hosts of the authentication attempts in the attempts array, based
on its source properties.

5 Anomaly Detection based on the AEN
Graph Model

5.1 Measure of Anomalousness

Anomaly detection approaches use statistical methods to help
identify outliers or rare events, which are flagged as anomalous.
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Anomaly is defined as something that deviates from what is stan-
dard, normal or expected [3]. When applied to intrusion detection,
this involves assuming that anomalous events are more likely to be
malicious.

In [48], the authors defined the anomaly score of an event as
the negative log likelihood of that event, which was later adapted
by Ferragut et al. [4] as the bits of rarity metric. Formally, given a
random variable X with probability density or mass function f , the
rarity of an event x is defined as:

R(x) = − log2 P f (x) (1)

The negative means that rarer events have a higher rarity value.
Moreover, using the log helps with numerical stability, while the
base 2 causes the rarity of the event to be measured in bits. Finally,
note that the negative log of zero is defined by convention to be
positive infinity.

In [4], the authors also demonstrated that the bits of rarity metric
has some important limitations when used for anomaly detection
because it is not regulatable or comparable between two different
types of data. As a supporting example, the authors defined two
uniform discrete distributions, one with 100 values and one with
2000 values. If a threshold of 10 is chosen to define what is anoma-
lous or not, then no event of the first distribution will be considered
anomalous while all events of the second distribution will be even
though they are all equally likely.

Note how, in this example, a predefined threshold cannot be
used to regulate the number of anomalous events identified in a
sample of any distribution. Furthermore, note how it is not possible
to compare the rarity of the events of two distinct distributions be-
cause the rarity metric of an event is an absolute value that does not
describe the rarity of that event relative to its distribution.

For these reasons, the authors proposed a regulatable and com-
parable anomalousness metric called bits of meta-rarity based on
the “probability of the probability” of the event rather than just the
probability of an event. More formally, given a random variable X
with probability density or mass function f defined on the domain
D, the bits of meta-rarity anomaly score A : D → R≥0 of en event
x is defined as:

A(x) = − log2 P f ( f (X) ≤ f (x)) (2)

Going back to the previous example, note how for any value
x of either distribution, P f ( f (X) ≤ f (x)) = 1 and consequently
A(x) = − log2 1 = 0. This implies that neither distribution has any
anomalous event, regardless of the threshold used (as long as it is
greater than 0), and also that the anomaly scores of the different
distributions can be compared.

Moreover, for a given threshold θ, the probability that A(x) ex-
ceeds that value is bounded by 2−θ such that the ratio of events
flagged as anomalous in a sample is never more than 2−θ as long
as f fits the sample well. This condition applies for any f which
makes the anomaly regulatable through θ.

Note here the importance of a high goodness of fit of f , without
that the above condition will not hold.

For a continuous variable, P f ( f (X) ≤ f (x)) is defined as the
area under f restricted to those t such that f (t) ≤ f (x), that is

P f ( f (X) ≤ f (x)) =
∫
{t| f (t)≤ f (x)}

f (t)dt (3)

For a discrete variable, P f ( f (X) ≤ f (x)) is defined as the sum
of all probabilities less than or equal to P f (x), that is

P f ( f (X) ≤ f (x)) =
∑

{t| f (t)≤ f (x)}

f (t) (4)

As a further example, consider the discrete variable X =

{x1, x2, x3}, such that f (x1) < f (x2) < f (x3). Thus, the anomaly
scores of these events are given by

A(x1) = − log2( f (x1))
A(x2) = − log2( f (x1) + f (x2))
A(x3) = − log2( f (x1) + f (x2) + f (x3))

In this case, it is clear that A(x1) > A(x2) > A(x3); in other
words, as the events become more common, they become less
anomalous.

Bringing this to the scope of our work, the variables are the fea-
tures we extract from the graph as described in subsection 5.2. Each
feature is a multinomial variable with k categories, each defined by
an n-tuple. For instance, the categories of feature totalsessions
are defined by the 2-tuple (S ourceHost, DestinationHost), whose
values are defined by the total number of sessions between those
hosts.

Now recall the importance of a suitable distribution for each
variable. This is normally obtained through a training phase. How-
ever, because our model is fully unsupervised, it does not contain
a training phase. Instead, we estimate the probability of each ob-
served value online based on the frequency of that observation in
the sample extracted from the graph, which collectively describe
the probability mass function of the feature.

This implies that, although the values of each category of a
variable might be continuous in theory, they are discrete in practice,
which may cause some issues. Consider, for example, the following
sample of a feature: {x1 = 22, x2 = 11, x3 = 22, x4 = 555, x5 =

10, x6 = 9}.
Intuitively, x4 should have the higher anomaly score as its value

is farther from the values of the others, but that is not the case.
Instead, when considering the frequency of each value, x1 and x3
have the same values and thus the same higher probability (i.e. 2/6)
and the same anomaly score. The other values, including the value
for x4, each appear only once and thus result in the same lower
probability (i.e. 1/6) and the same anomaly score.

To overcome this issue, we discretize the values into bins such
that neighbouring values will be mapped to the same bins and thus
have a higher probability. In practice, given a bin width h, the
binned value of x is defined as

b(x) = h
⌊ x
h

⌋
(5)

Note that multiplying by h is only done to keep the binned values
near to the original values but is not required in practice.

To help with understanding, Table 1 shows the binned values of
a sample using different bin widths. The values with lower probabil-
ities, meaning the most anomalous, for each bin width are bolded.
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Table 1: Value binning examples

Category Bin Width

1 5 25
x1 22 20 0
x2 11 10 0
x3 22 20 0
x4 555 555 550
x5 10 10 0
x6 9 5 0

It can be seen that as the bin width increases, more similar values
are mapped into the same bins, which increases their probabilities.
With the bin width of 25, all values except that of x4 are mapped to
the same bin, resulting in a probability of 5/6, while x4 continues to
have a probability of 1/6, making it the most anomalous event in
the sample for this bin width.

To compute the features, we first split the time range of the data
into time windows, with the windows treated independently from
each other. For that, we employed the previously discussed sliding
window mechanism. Then, for each time window, we extract the
features from the AEN graph.

Afterwards, for each feature X = {x1, . . . , xk} where k is the
size or number of categories of X, its values are binned according
to (5). After this process, there will be n bins, with each bin rep-
resenting a value range. The probability of each bin, p(b j), where
j = {1, . . . , n}, is defined as the ratio of the number of elements in
the bin over the total number of categories of the feature:

p(b j) =
|b j|

k
(6)

Clearly, the distribution of p approximates the distribution of f
such that P f ( f (X) ≤ f (xi)) can be approximated through p(b(xi)).
Therefore, it is useful to define the anomaly score of a bin b j follow-
ing (2) and (4):

A(b j) = − log2

∑
{bm |p(bm)≤p(b j)}

p(bm) (7)

From that, the anomaly score of xi is defined as equal to the
anomaly score of its binned value:

A(xi) = A(b(xi))

= − log2

∑
{bm |p(bm)≤p(b(xi))}

p(bm) (8)

The last step of the anomaly detection is to compare the anomaly
scores with a predefined threshold such that if the anomaly score
of an element is greater than the threshold, that element is consid-
ered anomalous. Specifically, the source element of the anomalous
feature tuples are the ones actually considered anomalous. For in-
stance, for feature totalsessions, it is the source host, not the
destination host, that is reported as anomalous.

5.2 Feature Model

In this subsection, we describe the proposed feature model, which
contains a wide range of features extracted from the AEN graph.

The features are categorized into session features, which are ex-
tracted from session data, and authentication features, which are
extracted from authentication data.

Note that all features are contained within a time window, mean-
ing that each operation described below is performed only on the
edges that were created in that time window. Also note that the
features are directed, so any feature extracted for a pair of hosts h1
and h2 is different from that same feature between h2 and h1.

5.2.1 Session Features

The main type of edge in the AEN graph model is the session edge,
which represents a communication session between two hosts. Our
detection model leverages session edges to extract useful features
that can support threat identification.

There are a total of nine session features:

• Total sessions: The total number of sessions between a pair
of hosts.

• Unique destination ports: The number of unique ports of a
destination host for which there are sessions from a source
host.

• Unique destination hosts with same destination port: The
number of unique destination hosts to which a source host
connected with the same destination port.

• Unique destination ports for a source host: The number of
unique destination ports for which a host has sessions.

• Mean time between sessions: The mean time between the
start of the subsequent sessions between a pair of hosts.

• Mean session duration: The mean duration of the sessions
between a pair of hosts.

• Mean session size ratio: The mean ratio of the destination
size (bytes sent from the destination host of the session) over
the source size (bytes sent from the source host of the session)
for a pair of hosts.

• Mean session velocity: The mean velocity of the sessions
between a pair of hosts. The session velocity is defined as the
ratio of the total number of packets of a session to the total
duration of the session, which is expressed in packets/sec.

• Mean session source size: The mean source size of the ses-
sions sent from a host.

5.2.2 Authentication Features

The authentication data contained in the AEN graph are potential
sources of useful information for the detection of anomalous authen-
tication behaviour. There are a total of six different authentication
features:

• Total authentication failures: The total number of failed au-
thentication attempts between a pair of hosts.

• Total authentication failures per account per host: The total
number of failed authentication attempts by a host using a
specific account to all other hosts.
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• Total authentication failures per account: The total number of
failed authentication attempts between a pair of hosts using a
specific account.

• Unique accounts: The number of unique accounts that were
used in failed authentication attempts between a pair of hosts.

• Unique accounts per host: The number of unique accounts
that were used in failed authentication attempts by a host to
all other hosts.

• Unique target hosts per host per account: The total number of
hosts that a host attempted, but failed, to authenticated using
a specific account.

6 Experimental Evaluation

6.1 Setup and Procedures

The proposed ensemble intrusion detection mechanism was evalu-
ated in two separate sets of experiments, one using the ISOT-CID
Phase 1 dataset and one using the CIC-IDS2017 dataset. These
datasets were selected because they contain benign and malicious
network traffic data that can be used to build an AEN graph. Ad-
ditionally, both datasets include examples of the attacks for which
fingerprints have been developed, allowing their performance to be
assessed.

The goal of the experiments was to evaluate the model’s perfor-
mance in correctly classifying hosts as malicious or benign. Specifi-
cally, each of the two detection schemes were assessed individually,
and afterwards, a final ensemble classification was performed.

Separate experiments were performed for each day of each of
the datasets according to the following procedure:

• An AEN graph was generated based on the available data of
the specific day.

• Each of the two schemes were executed against the generated
graph, and the results were collected.

• Each host node was given three classifications, one for each
of the two detection schemes and one for the combined classi-
fication. The rules employed for each classifier are described
later.

• The classification performance of each of the two individual
schemes and that of the ensemble classifier were calculated
based on the actual and predicted classifications.

The details for each of the two schemes are described in the
following sections.

6.1.1 Fingerprint Matching

The fingerprint matching scheme classifies a host as malicious if the
host is found to be part of an attack by at least one fingerprint.

Table 2 shows the parameters adopted for the experiment. Pa-
rameters with the same values used by multiple fingerprints are
marked as “Multiple/Default”, while parameters that are unique to

a single fingerprint or values that are distinct from the default are
marked according to the fingerprint.

Table 2: Attack fingerprint experiment parameters

Fingerprint Parameter Value

Multiple/Default

attemptThr 50
authFailRatioThr 0.8
cntThr 700
sessionThr 100
sizeThr 600 bytes
twSize 20 seconds
twStep 10 seconds

Basic Pwd Guessing attemptThr 4
Credential Stuffing hostThr 4

HTTP Flood

pktCntThr 15000
sizeThr 1200 bytes
twSize 2 minutes
twStep 1 minute

IP Fragmentation Attack
fragPckCntThr 600
fragRatioThr 0.8
sessionThr 20

Spraying Pwd Guessing accountThr 4
TCP SYN Flood synAckRatio 100
UDP Flood sessionThr 300

Vertical Port Scanning durThr 1 second
portThr 50

Finally, to measure the performance of the fingerprints, we used
precision (positive predicted value – PPV) and sensitivity (true posi-
tive rate – TPR) because they describe the detection performance
of the scheme without taking into consideration the true negatives,
which is desirable for evaluating the performance of a signature-
based intrusion detection scheme. Specifically, precision is better
suited for the task because it describes the ratio of true positives
among all predicted positive elements, which is expected to be high
for a signature-based intrusion detection scheme. In contrast, sensi-
tivity, indicates the ratio of true positives among all actual positive
elements. This is not necessarily expected to be high given that the
provided fingerprints only cover a few specific types of attacks and
not all attack types that exist in the dataset.

6.1.2 Anomaly Detection

The anomaly detection scheme classifies a host as malicious if it is
found to be the source of any anomalous behaviour, that is, if any
of the features reports a score for the host above the experiment’s
threshold.

The algorithm has four parameters, bin width, time window size,
time window step and threshold. To assess the performance of the
scheme under different combinations of parameters, and identify
the optimal threshold value, we defined the following set of values:

• Bin width: 1, 2, 4, 12 and 64.

• Time window size: 30 minutes, 1 hour, 4 hours and 12 hours.

• Time window step: Half the time window size.
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• Threshold: From 0 to 20 bits at 0.5 intervals.

As a consequence, for each day experiment, the anomaly detec-
tion was executed 20 times, once for each parameter combination
(excluding the threshold). Afterwards, the scores were evaluated
against the 40 thresholds, resulting in a total of 800 sets of results.

Finally, to measure the performance of the anomaly detection
scheme, three metrics were chosen: F1 score, bookmaker informed-
ness (BM), and the Matthews correlation coefficient (MCC). As
discussed later, both datasets are unbalanced; therefore, traditional
metrics like the accuracy, precision and recall were not suitable, and
as such, they were not used for the evaluation. Conversely, the three
chosen metrics, particularly the latter two, were chosen because
they are generally considered to be better suited for this scenario
[49, 50].

Nonetheless, we provide the resulting receiver operating char-
acteristic (ROC) curve for each of the parameter combinations,
representing the classifications of the separate days combined to-
gether, to show the general performance behaviour of the scheme
under different parameters and different thresholds. This serves
as a basis for selecting the best parameter combinations and, ac-
cordingly, discussing the performance of the algorithm. We also
present the sensitivity and the false positive rate (1 − specificity)
when discussing the performance of the best parameter combination
so it can be correlated to the ROC curves.

6.1.3 Ensemble Classification

The ensemble classification was performed by fusing the classi-
fication of the individual schemes (classifiers) in two ways: One
with an and rule, meaning a host is only considered malicious if
both classifiers agree that it is malicious, and the other with an or
rule, meaning that a host is considered malicious if either of the
classifiers consider it malicious.

Naturally, the and rule is expected to generate few false posi-
tives and more false negatives. In contrast, the or rule is expected to
generate more false positives and few false negatives. In practice,
the classifier with fewer positive predictions sets an upper limit on
those numbers when using the and rule and a lower limit when the
or rule is applied.

6.2 ISOT-CID Phase 1

The ISOT-CID Phase 1 dataset [5] contains systems calls, system
and event logs, memory dumps and network traffic (TCPdump) data
extracted from Windows and Linux virtual machines (VMs) and
OpenStack Hypervisors collected from a production cloud comput-
ing environment, more specifically, Compute Canada’s WestGrid.
It includes both benign and malicious traces of several human-
generated attacks and of unsolicited Internet traffic.

The dataset includes the time stamps and IP addresses related to
each attack, as well as the IP addresses that generated benign traffic.
There is also a label file that labels each packet in the dataset’s net-
work traffic data as benign or malicious, and the malicious packets
are labelled by the type of attack. Unsolicited traffic is labelled as
malicious but does not have an attack type label.

6.2.1 Graph Generation

In this study, we used only the network traffic data from which we
extracted communication patterns between hosts, and system logs
from which we extracted authentication information.

The graph elements are labelled based on the dataset labels,
with host nodes labelled as malicious if they are the source of at
least one packet labelled as malicious. The labels of other elements
are derived from the host labels such that elements related to the
host inherit its labels. For instance, a session edge is labelled as
malicious if its source host is labelled as malicious. The malicious
session edges are also labelled with the attack type when available.
Note that labels are independent for each day of the data, meaning
that they are not maintained from one day to the next.

The details of the generated AEN graphs for each day are shown
in Table 3, and the sessions’ attack type labels are shown in Ta-
ble 4. As can be seen in both tables, there is a high prevalence of
malicious hosts and sessions; however, most malicious sessions are
not labelled with an attack type. Moreover, each day has at least a
few samples of different known types of attacks, but there were no
samples of any DoS attacks.

Table 3: Graph details for ISOT-CID Phase 1 dataset

Day Nodes
Hosts

(malicious) Edges
Sessions

(malicious)

Day 1 376
78

(60 – 77%) 12432
8313

(7279 – 88%)

Day 2 635
134

(116 – 87%) 45334
17544

(14276 – 81%)

Day 3 653
86

(70 – 81%) 31405
9355

(8741 – 93%)

Day 4 491
94

(78 – 83%) 8258
4637

(3882 – 84%)

Combined 2155
392

(324 – 83%) 97429
39849

(34178 – 86%)

Table 4: Malicious session attack type labels for ISOT-CID Phase 1 dataset. PG
stands for password guessing, PS for post scanning and UL for unauthorized login.

Day PG Ping PS UL Unknown
Day 1 21 1 3 13 7241
Day 2 38 – 11 4 14223
Day 3 20 – 12 2 8707
Day 4 – – – 2 3880

Combined 79 1 26 21 34178

6.2.2 Fingerprint Matching Results

The results obtained after running the fingerprints on the generated
graph for each of the four days of the dataset are shown in Tables 5
and 6, with the former showing the classification performance of the
proposed fingerprints combined for each day and the latter showing
the individual performance of each fingerprint. Fingerprints for
which no matches were found are omitted.
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Table 5: Classification performance of the proposed fingerprint matching scheme for
ISOT-CID Phase 1 dataset

Day TP TN FP FN PPV TPR
Day 1 28 17 1 32 0.97 0.47
Day 2 24 18 0 92 1.00 0.21
Day 3 38 16 0 32 1.00 0.54
Day 4 23 16 0 55 1.00 0.29

Combined 113 67 1 211 0.99 0.35

As shown in Table 5, the fingerprints had very high precision
for all days of the dataset with only a single false positive match
resulting in a combined precision of over 0.99, which, as discussed
previously, was expected given that the scheme is signature-based
and given the high prevalence of malicious hosts in the dataset. The
sensitivity was medium to low, depending on the day, which was
once again expected, given the small number of attack types covered
by the fingerprints.

Table 6: Individual fingerprint performance for ISOT-CID Phase 1 dataset. PG stands
for password guessing. Fingerprints for which no matches were found are omitted.

Fingerprint Day 1 Day 2 Day 3 Day 4

TP FP TP FP TP FP TP FP
Basic PG 24 0 19 0 35 0 22 0
Spraying PG 28 1 24 0 38 0 23 0

Looking at the performance of the individual fingerprints in
Table 6, we can see that there were only two fingerprints for which
matches were found, namely the basic password guessing finger-
print and the spraying password guessing fingerprint. To understand
the reason for that, we need to refer back to Table 4, where two
notable pieces of information are shown. The first is that there
are no known samples of DoS attacks in the dataset, which means
that none of those fingerprints were expected to be matched. The
second is that, while there were a few port scanning attacks, they
involved a very small number of sessions (the maximum being 26
on day 4), which maps to a small number of ports scanned in total
since each session only has one destination port. Moreover, as the
dataset documentation states, these attacks were horizontal scans
targeting only a few ports across several hosts in the network, while
the available port scanning fingerprint is designed for vertical scans.
Therefore, it was expected to find no matches for that fingerprint.

Note that it would be possible for samples of those attacks to be
unknowingly present in the dataset from the collected unsolicited
traffic. However, no instances of those attacks were observed, except
for some instances of password guessing attacks.

Also of note is the fact that the network data in the dataset were
sampled and thus contain gaps that can skew some of the graph
elements. This can also explain some false negatives and even cause
false positives.

6.2.3 Anomaly Detection Results

After running the experiments as previously described, the results
from different days were combined, and an ROC curve was plotted
for each of the parameter combinations. The curves are shown in

Figure 2. Marked in each plot is the point where the threshold is
equal to 0.5.
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Figure 2: ROC curves of the anomaly detection scheme for the ISOT-CID Phase 1
dataset under different parameter combinations. The point in each plot marks where
the threshold is equal to 0.5.

All curves show a similar pattern in which the sensitivity is poor
while the threshold is high, until a point where it sharply rises until
reaching its peak performance close to where the threshold is equal
to 0.5. After that, it just goes straight to the top-right endpoint. Both
of these characteristics can be explained by the exponential nature
of the score, which means that a linear increase in the threshold
will cause an exponential decrease in the true positives identified by
the model. For this reason, it is common for the maximum score
reported by any feature to be between 0 and 0.5, but the probability
is exponentially smaller for higher scores.

When comparing the different ROC curves with regard to the
other two parameters, a slightly better performance can be observed
with longer time windows of 4 and 12 hours and with smaller bin
widths of 1 and 2. That demonstrates that the extra information
available with longer time windows allows the model to better dis-
tinguish anomalous behaviour. However, there is a limit to this,
considering that too-long time windows could possibly be hiding
shorter duration attacks. Also, the smaller bin widths allow for a
greater variability of behaviours to be modelled. In practice, bin
widths that are too large result in low resolutions of the distribu-
tions of variables that is caused by very diverse values being binned
together.

These findings become even more clear when analyzing the
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other performance metrics, which are more suitable for the unbal-
anced nature of this dataset. Therefore, we selected a threshold of
0.5, bin width of 2 and time window size of 12 hours to discuss the
findings further. Table 7 shows the daily and combined results of
the model under that specific parameter combination.

Table 7: Performance of the proposed anomaly detection model for the ISOT-CID
Phase 1 dataset

Day TP TN FP FN TPR FPR F1 BM MCC
Day 1 52 8 10 8 0.87 0.56 0.85 0.31 0.32
Day 2 94 7 11 22 0.81 0.61 0.85 0.20 0.16
Day 3 61 7 9 9 0.87 0.56 0.87 0.31 0.31
Day 4 71 7 9 7 0.91 0.56 0.90 0.35 0.37
Comb. 278 29 39 46 0.86 0.57 0.87 0.28 0.27

As can be seen, under the selected parameters, the model was
able to detect the majority of the malicious hosts but also generated
a relatively high number of false positives. That behaviour can be
observed in the other metrics as well, with a combined F1-score of
0.87, a combined BM of 0.28 and a combined MCC of 0.27. An-
other notable aspect is the mostly consistent performance observed
for each individual day, with only the results for day 2 having a
greater deviation from the average.

In general, the observed behaviour was expected, given that the
model is anomaly-based and thus prone to generating false alarms.
Moreover, the high prevalence of hosts in the dataset means that
the malicious behaviour is in fact not anomalous in the dataset. On
the contrary, most of the traffic and hosts are labelled as malicious,
which explains why the scheme generated a high number of false
positives and points to a general limitation of anomaly-based de-
tection, which can produce degraded results when the malicious
behaviour is not uncommon.

6.2.4 Ensemble Classification Results

The ensemble classification using the and rule resulted in the same
predictions as the fingerprint matching already shown in Table 5.
This outcome means that all hosts classified as malicious by finger-
print matching were also classified as malicious with the anomaly
detection. In contrast, but for the same reason, the ensemble classi-
fication using the or rule resulted in the same predictions as the as
anomaly detection, which are summarized in Table 7.

In practice, in a real environment, where the anomaly detection
threshold is not optimally chosen, the divergence between the clas-
sifiers will be greater, thus causing the performance of the ensemble
classification to be distinct. Other ensemble classification rules,
such as soft voting could also be used as a middle ground between
the two rules evaluated in this paper.

6.3 CIC-IDS2017

The CIC-IDS2017 dataset [6] contains network traffic data (both
pcap and NetFlow) of benign traffic, as well as several samples of
attack scenarios including SSH and FTP password guessing, DoS,
web attacks and instances of host infiltration. The dataset is labelled
on the flow level, with each flow being labelled as either benign or
with the attack performed.

6.3.1 Graph Generation

To build the graph, the packet data (pcap files) were used to extract
the communication patterns between hosts since packets are more
finely detailed than flow data. Because no system or application
logs were available, we could not extract authentication information
from the data. As a consequence, no authentication-related elements
(account nodes and authentication attempt edges) are present in
the graphs of this dataset which in turn means that no password
guessing instances can be found with the fingerprints as designed.

The graph labelling followed the same rules as the previous
dataset, with host nodes labelled as malicious if they were the
source of at least one flow labelled as malicious and with the labels
of other elements being derived from the host labels. One distinction
was how to define the attack type labels. For that, we first combined
the dataset labels into generic attack type labels. For instance, the
“DoS slowloris” and “DoS GoldenEye” labels were combined into
the “Denial of Service” label. Then, each flow was matched with
its respective session edge that was labelled with the generic attack
type.

In a few cases, sessions had more than one attack type. This
was an artifact of how the sessions are created from packets such
that one session can map to more than one flow. Moreover, some
malicious sessions have no attack type labels in cases where none
of their mapped flows were labelled as malicious, even though their
source hosts were labelled as such.

The details of the generated AEN graphs for each day are shown
in Table 8, and the sessions’ attack type labels are shown in Table 9.
As shown by the tables, there was a very small prevalence of mali-
cious hosts, while the prevalence of malicious sessions varied from
low (approximately 3% on day 1) to high (approximately 87% on
day 4). As for the attack type labels, there was a high number of
attack samples from all days. However, the types of attacks present
for each day varied with most types of attacks only present for one
day. Moreover, the number of sessions with unknown attack was
high on days 3 and 4, which stems from the fact that those days had
combined multiple attack sessions.

Table 8: Graph details for the CIC-IDS2017 dataset

Day Nodes
Hosts

(malicious) Edges
Sessions

(malicious)

Day 1 27653
8498

(1 – 0.01%) 279271
243264

(6954 – 3%)

Day 2 29216
9017

(1 – 0.01%) 298033
259938

(16571 – 6%)

Day 3 27828
8545

(2 – 0.02%) 323502
287272

(89523 – 31%)

Day 4 27035
8331

(10 – 0.12%) 460893
425649

(370297 – 87%)

Comb. 111732
34391

(14 – 0.04%) 1361699
1216123

(483345 – 40%)
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Table 9: Malicious session attack type labels for CIC-IDS2017 dataset. BN stands
for botnet, Inf for infiltration, PG for password guessing, PS for port scanning, WA
for web attack and Unk for unknown.

Day BN DoS Inf PG PS WA Unk
Day 1 – – – 6953 – – 1
Day 2 – 16537 1 – – – 33
Day 3 – – 6 1363 – 643 87511
Day 4 1228 45392 – – 158678 – 165026
Comb. 1228 61929 7 8316 158678 643 252571

6.3.2 Fingerprint Matching Results

The results obtained after running the fingerprints on the generated
graph for each of the four days of the dataset are shown in Tables
10 and 11, with the former table showing the classification per-
formance of the proposed fingerprints combined for each day and
the latter showing the individual performance of each fingerprint.
Fingerprints for which no matches were found are omitted.

Table 10: Classification performance of the proposed fingerprints for the CIC-
IDS2017 dataset

Day TP TN FP FN PPV TPR
Day 1 0 8494 3 1 0.00 0.00
Day 2 0 9011 5 1 0.00 0.00
Day 3 2 8542 1 0 0.67 1.00
Day 4 6 8320 1 4 0.86 0.60

Combined 8 34367 10 6 0.44 0.57

Table 11: Individual fingerprint performance for the CIC-IDS2017 dataset. PS stands
for port scanning. Fingerprints for which no matches were found are omitted.

Fingerprint Day 1 Day 2 Day 3 Day 4

TP FP TP FP TP FP TP FP
HTTP Flood 0 0 0 0 0 0 1 0
TCP SYN Flood 0 0 0 0 2 0 1 0
UDP Flood 0 1 0 2 0 0 1 0
Vertical PS 0 2 0 4 2 1 5 1

As shown in Table 10, the general performance was not as high
as with the previous dataset. There were no true positive matches
on days 1 and 2, resulting is precision and sensitivity of 0 for those
days. In contrast, days 3 and 4 had better performance, particularly
day 4, with a precision of 0.86.

Having no true positives was expected for day 1 because this day
only had password guessing attacks but graph had no authentication
elements, which are part of the password guessing fingerprints. This
was not the case for day 2, which had DoS attacks that were HTTP-
based, but no matches were found for the HTTP flood fingerprint.
Still, this can be explained by the types of attacks performed, such
as Heartbleed and Slowloris, which are not flood attacks, making
the HTTP flood fingerprint unsuitable for this case. Tuning the
fingerprint parameters might allow for these attacks to be found but
might also result in some false positives. Moreover, the very low
prevalence of malicious hosts, with only a single one for both days
1 and 2, means that not finding that host will result in a precision
and sensitivity of 0 as observed.

Continuing onto day 3, there were matches for the two mali-
cious hosts for both the TCP SYN flood fingerprint and the vertical
port scanning fingerprint. Note that according to the dataset labels,
as shown in Table 9, neither type of attack was expected to be
present. However, the dataset documentation states that both port
scans and nmap scans were performed on that day, although not
labelled, which explains the positive matches.

As for day 4, there were matches for four different fingerprints,
including three DoS fingerprints and the port scanning fingerprint.
The day’s data are labelled as having both of those types of at-
tacks, as well as a botnet attack. Sessions with all three labels were
matched. Note that the dataset’s documentation is not clear on ex-
actly which attacks were executed as part of the botnet attack, but in
any case, the attack’s data were the source of some of the matches,
too.

Finally, all days had false positives, which would not be expected
from a signature-based scheme; however, the absolute number of
false positives was low compared to the total number of hosts in
the dataset. Moreover, as shown in Table 11, this was mostly from
the vertical port scanning fingerprint. When analyzing the benign
sessions that were matched by that fingerprint, almost 60% had port
UDP/137, which is used by the NetBIOS name service. However, in
these cases, it was not the destination port that was fixed at 137, but
instead, the source port was 137, while the destination port varied.
This behaviour is an artifact of how name queries are broadcast
in NetBIOS, but the replies are directed to the host that made the
query on what was originally the source port of the broadcast query.
The rest of the false positives do not have such a clear explanation.
Tuning the fingerprint parameters could reduce them but would also
reduce the detection rate.

6.3.3 Anomaly Detection Results

After running the experiments as previously described, the results
from different days were combined, and an ROC curve was plotted
for each of the parameter combinations. The curves are shown in
Figure 3. Marked in each plot is the point where the threshold is
equal to 0.5.

All parameter combinations showed high levels of performance,
with an area under the ROC curve (AUC) of over 0.99. However,
that metric by itself is deceiving, given the highly unbalanced nature
of the dataset. In reality, the model was able to detect all 14 mali-
cious hosts with thresholds between 0.5 to 5.5 under most parameter
configurations, but it reported a decreasing number of false positives
as the threshold increased. Nonetheless, the relative variation was
small in terms of the total number of benign hosts in the dataset.

Although not distinguishable from the ROC curves, the be-
haviour observed for the previous dataset with regards to the bin
width can also be observed for this dataset when analyzing the other
metrics, with values of 1 and 2 resulting in a better performance
on average than the others. However, the benefit of a longer time
window parameter is not as clear for this dataset, which shows a
more mixed performance with different values for this parameter.

Based on that, we selected a threshold of 5, bin width of 1 and
time window size of 12 hours for further discussion. Table 12 shows
the daily and combined results of the model under that specific
parameter combination.
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Figure 3: ROC curves of proposed scheme under different parameter combinations
for the CIC-IDS2017 dataset. The point in each plot marks where the threshold is
equal to 0.5.

Table 12: Performance of the proposed anomaly detection model for the CIC-
IDS2017 dataset

Day TP TN FP FN TPR FPR F1 BM MCC
Day 1 1 8481 16 0 1.00 0.01 0.11 0.99 0.24
Day 2 1 9001 15 0 1.00 0.01 0.12 0.99 0.25
Day 3 2 8529 14 0 1.00 0.01 0.22 0.99 0.35
Day 4 10 8313 8 0 1.00 0.01 0.71 0.99 0.75
Comb. 14 34324 53 0 1.00 0.01 0.34 0.99 0.46

As can be seen, under the selected parameters, the model was
able to detect all malicious hosts in all days with a relatively low
number of false positives. As a point of comparison, using the same
parameters as the previous dataset (threshold of 0.5 and bin width
of 2) would not affect the number of true positives but would result
in an extra 145 false positives and only slightly worse performance.

Because of the very small prevalence of malicious hosts in the
dataset, the observed performance resulted in a low F1-score and a
medium MCC for all days except day 4, which had a higher num-
ber of malicious hosts that can compensate for the false positives.
Conversely, the BM was above 0.99 for all four days.

In summary, the scheme obtained very good results for this
dataset with a varied number of parameter configurations. This
shows that the scheme is suitable for detecting malicious behaviour
when the prevalence of malicious hosts is low and, therefore anoma-
lous.

6.3.4 Ensemble Classification Results

As with the previous dataset, the ensemble classification using the
and rule resulted in the same predictions as the fingerprint matching
shown in Table 10, while the the ensemble classification using the
or rule resulted in the same predictions as the anomaly detection.
These are summarized in Table 12.

This again shows that hosts that were classified as malicious
by fingerprint matching were also classified as malicious with the
anomaly detection.

7 Conclusion
This paper presented an unsupervised ensemble intrusion detection
mechanism composed of two detection schemes, one signature-
based that employs isomorphic subgraph matching of graphical pat-
terns of known attacks, called attack fingerprints, and one anomaly-
based, which consists of an anomaly score developed based on the
work of Ferragut et al. [4].

To validate the proposed scheme we presented a collection of
attack fingerprints for the AEN graph model, which were expressed
using PGQL and covered common attacks, such as port scanning,
DoS and password guessing, along with a subgraph matching algo-
rithm specific for finding subgraphs isomorphic to the fingerprints.
Furthermore, a total of 15 anomaly features, including nine extracted
from session data and six extracted from authentication data.

The proposed schemes were evaluated individually and as an
ensemble in the capacity for identifying malicious hosts using two
datasets: The ISOT-CID Phase 1 dataset and the CIC-IDS2017
dataset.

The evaluation of the fingerprint matching scheme showed a
combined precision of 0.99 and a combined sensitivity of 0.35 for
the former dataset, while the latter dataset resulted in a combined
precision of 0.44 and a combined sensitivity of 0.57. The observed
results are promising, particularly considering the limited number
of fingerprints available and the specific types of errors encountered.
Ultimately, they demonstrate that the method is capable of identi-
fying known attacks and is particularly suited to identifying stealth
attacks, which is a weakness of traditional signature-based intrusion
detection systems.

The evaluation of the anomaly detection was particularly en-
couraging for the CIC-IDS2017 dataset, with a BM of over 0.99 and
an MCC of 0.46. This shows that the scheme has a high capacity for
detecting anomalous behaviour when there was a low prevalence of
malicious elements in the network.

The evaluation of the ensemble classification showed that one
classifier could end up dominating the ensemble classification. This
underscores the need for future exploration of possible benefits from
using ensemble classification rules, such as soft voting.

As limitations, we identified the amount of effort needed to cre-
ate the fingerprints, the binning of the values anomaly features that
can result in suboptimal distributions and the high computational
power required to build and maintain the graph. Another limitation
is the high computation cost involved in searching for isomorphic
subgraphs given the high complexity of the subgraph matching al-
gorithms, although the use of indexes helps alleviate that issue with
the cost of extra memory requirements.
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In our future work, we aim to improve and extend the proposed
fingerprint database to add other types of attacks, particularly those
that are traditionally harder to detect, such as HTTP request smug-
gling, and to increase the feature space of the anomaly detection
model by introducing more features. We believe this can help im-
prove detection accuracy, particularly in environments that have a
high prevalence of malicious hosts.

We also plan to implement more advanced classification rules
as part of the anomaly detection scheme and also in the ensemble
classification of the two detection schemes. In addition, we plan to
employ adaptive bin width values according to the value range of
each given variable to improve the fitness of the bin distributions.

Finally, we aim to conduct further evaluations using other
datasets, such as the ISOT-CID Phase 2 dataset and the 2018 CIC
Intrusion Detection Evaluation Dataset (CSE-CIC-IDS2018) [51].
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 This study presents an "Omnidirectional multi-view image measurement system", which can 
be used to provide multi-camera 3D reconstruction and multi-view image information. Its 
characteristic is that four cameras take images from multiple perspectives in the co-sphere 
framework. The C0 is the middle camera fixed as the geometric center point of measurement, 
and provides a front image. The other three cameras C1~C3 provide side images, and the co-
circular spheres are separated by 120 degrees to extend the circle. The arc rod adjusts the 
multi-angle imaging. Place the multi-view camera in the arc track and move to the specified 
position in the sphere to position and capture images. By changing the angle between the 
cameras, the range of images captured by the cameras can be changed. If the multi-view 
images of four cameras C0, C1, C2 and C3 are captured at the same time, a stereo camera 
pair can be formed by any two cameras. The stereo camera pair C0-C1, C0-C2 and C0-C3 can 
be compiled by using the parallax principle of left and right images matching. Finally, 
through the demonstration and verification of camera calibration and 3D reconstruction, it 
can be used for all-round multi-view image measurement. 
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1. Introduction   

The optical measurement method has the characteristics of 
global, non-contact, non-destructive, high measurement accuracy 
and real-time measurement, and is a very important part in the field 
of experimental mechanics. Among them, the advantage of non-
contact is that it will not cause damage to the object to be 
measured, and high precision and real-time measurement are very 
important measurement characteristics for the industry that 
pursues light, thin and small for research and development. 
Therefore, combining these advantages, Optical metrology has 
gradually become one of the current research focuses. The 
advantage of non-contact is that it will not cause damage to the 
object to be measured, and high precision and real-time 
measurement are very important. Combined these advantages, the 
optical quantity Measurement has gradually become one of the 
current research focuses. There are many optical measurement 
methods, such as Electronic Speckle Pattern Interferometry 

(ESPI), Photoelastic Method, Shadow Moiré Method and Digital 
Image Correlation (DIC). 

When using these optical measurement methods, different 
cameras are usually used together with image processing 
technology for research and analysis. There are many stereo vision 
systems for 3D reconstruction applications [2-6]. For example, in 
[7], the author presented the 3D-DIC method with stereo vision. 
The combination of DIC method and 3D stereo vision, that can be 
applied to 3D deformation measurement and becomes the basic 
framework of 3D-DIC method. The 3D-DIC method is applied to 
the surface profile measurement research. Whether it is applied to 
3D-DIC measurement or other non-contact image measurement 
systems, the camera structure is mostly composed of two cameras 
connected by a horizontal bracket. The distance and angle between 
them make the images overlap within a certain range. When the 
measurement range exceeds the visible range of the two image 
capture devices, only partial images of the object can be captured. 
The occlusion area is the camera cannot directly observe the 
measurement object. The camera posture must be adjusted 
according to the different shapes of the object, and the image 
capture device must be re-installed. In camera calibration 

ASTESJ 

ISSN: 2415-6698 

* Corresponding Author: Jin H. Huang, Department of Mechanical Engineering, 
Feng Chia University, Taichung, Taiwan, email: jhhuang@fcu.edu.tw 
“ This paper is an extension of work originally presented in 2022 IEEE 
International Conference on Consumer Electronics - Taiwan [1]” 

Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 64-70 (2023)  

www.astesj.com   

Special Issue on Computing, Engineering and Multidisciplinary Sciences 

https://dx.doi.org/10.25046/aj080207  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj080207


Y.H. Chen et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 64-70 (2023) 

www.astesj.com     65 

procedure, the range of camera angle of view and the need for 
continuous calibration of the adjusted camera are application 
constraints. It is necessary to simplify and repeat the definition of 
the relationship between the coordinates of the calibration 
measurement system and the object to be measured. 

In order to solve the visible range of the two image problems, 
some scholars proposed a dual-axis parallel motion mechanism 
with two degrees of freedom of vertical motion and horizontal 
motion [8]. The device uses a servo motor as a positioning control, 
and is mounted on a camera device, which can precisely control 
the camera's imaging angle. Each servo motor of the X and Y axes 
operates independently, and will not become the load of another 
servo motor for image capture and analysis. Those three cameras 
to build a co-circular geometric multi-camera imaging platform 
system [9], connect the three cameras in series with a semi-circular 
measuring rod, make the optical axes of the multi-cameras co-
intersect at a point in space, and the distance between the cameras. 
The mechanism can be used to adjust the spacing along the semi-
circular measuring rod. With the superimposition feature of 
multiple cameras, the system can increase the range of overlapping 
areas of 3D reconstruction feature points and the correction 
parameters established inside, and simplify the complex correction 
procedures required for on-site measurement and reconstruction of 
3D information, expanding the original 3D-DIC observation. The 
scope of field of view, and simplify the procedure of repeatedly 
defining and determining the relationship between the coordinates 
of the calibration measurement system and the object to be 
measured. According to the application of displacement and strain 
measurement, when observing objects of different sizes, as long as 
the camera distance is adjusted, it can be applied to reconstruct the 
three-dimensional space information of the object, and explore and 
increase the image data of the three-dimensional scene object in 
the overlapping area. 

2. Research methods 

The development of image measurement is bound to develop 
towards global, large-scale and rapid measurement. In order to 
meet practical purposes, multi-view images cannot be measured 
by only one or two cameras. It is necessary to develop an all-round 
multi-view image measurement system. The development of a 
multi-view large-scale measurement system is a very important 
topic. Based on this, this study proposes omnidirectional multi-
camera 3D reconstruction and provide multi-view images. 

In the application of 3D vision, two images taken at different 
positions are generally used, and the relative depth of the entire 
scene can be reconstructed from the 2D images. Developed 3D 
reconstruction products for non-contact image measurement of 
structural deformation. It is a system that uses two cameras to 
form a stereo vision measurement entity structure that can be used 
to measure the 3D global surface of an object. This technology 
uses the characteristics of the object surface as a surface 
comparison target to obtain 3D reconstruction measurements. 
When the measurement range exceeds the visible range of the two 
cameras, only partial images can be observed, and the area 
covered by the object cannot be measured. 

In order to overcome the limitation of image occlusion, the 
"Omni-directional Multi-view Image Measurement System" with 
the co-sphere to solve the problem of object occlusion. The 

intersecting area can be increased by multiple cameras for 3D 
reconstruction. Provides a camera imaging device, which is 
convenient for shooting multiple sets of images. This device 
includes three arc measuring rods, so that the multi-camera 
circular motion can be captured by changing the movement of the 
multi-camera. That adjust the angle of the camera through the 
rotating seat. It is characterized in that multiple cameras are fixed 
on the arc frame, and the observation angle of the cameras is 
adjusted so that it has the characteristic of a co-sphere.  

 
(a) 

 
(b) 

 
(c) 

Figure 1: Omni-directional multi-view image measurement system 

Figure 1 is the proposed omni-directional multi-view image 
measurement system. The C0 is the middle camera fixed as the 
geometric center point of measurement, and provides a front image. The 
other three cameras C1~C3 provide side images, and the co-circular 
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spheres are separated by 120 degrees to extend the circle. The arc rod 
adjusts the multi-angle imaging. Place the multi-view camera in the arc 
track and move to the specified position in the sphere to position and 
capture images. By changing the angle between the cameras, the range of 
images captured by the cameras can be changed. If the multi-view images 
of four cameras C0, C1, C2 and C3 are captured at the same time, a stereo 
camera pair can be formed by any two cameras. The stereo camera pair 
C0-C1, C0-C2 and C0-C3 can be compiled by using the parallax principle 
of left and right images matching. Table 1 is omni-directional multi-view 
image measurement system specifications. Fig. 2 is four cameras 
captured the multi-angle images. 

   
(a) C0 image                              (b) C1 image 

  
(c) C2 image                              (d) C3 image 

Figure 2: Four cameras captured the multi-angle images. 

The internal camera calibration parameter is the camera 
mapping relationship between the 3D calibration target point and 
the 2D image point in the camera coordinate system. The external 
camera calibration parameter is the camera refer to the rotation 
and translation relationship between the world coordinate system, 
where the target point is located and the camera coordinate system. 
Camera calibration is the process of obtaining the internal and 
external parameters of the camera, that are defined the 
corresponding relationship between the three-dimensional 
coordinates and the image pixels through the calibration points 
marked on the calibration target. 
Table 1: Omni-directional multi-view image measurement system specifications 

Specifications Characteristic 

Number of cameras 

Four-camera multi-view image. The C0 is 
the middle camera fixed as the geometric 
center point of measurement, and provides 
a front image. The other three cameras 
C1~C3 provide side images, and the co-
circular spheres are separated by 120 
degrees to extend the circle. 

Camera 

UI-3130CP Rev. 2 - IDS Imaging 
Development Systems GmbH, USB 3.0, 
CMOS, 575.0 fps, 800 × 600, 0.48 MPix, 
1/3.6", ON Semiconductor, Global 
Shutter. 

Lens 
UH1220-10M, Focal Length: 12 mm, 
Aperture: f/2.0~C,Min. Working Distance: 
10 cm, Distortion: <0.1%  

Arc measuring rod Three arc rods have a radius of 15 cm. 

Measurable range  
Measurable range: 3 cm × 3 cm × 3 cm 
(L×W×H), Minimum measurable 
resolution: 0.375 mm. 

Dimension size 40 cm × 40 cm × 40 cm (L×W×H). 

Power 110 V / 60 Hz. 

In [10], the author presented a two-step correction method, 
using radially consistent constraints, so that the correction of 
camera internal parameters is not affected by radial distortion. The 
method requires a high-cost three-dimensional high-precision 
calibration target. In [11], the author proposed the plane 
calibration method, which is uses image coordinate estimation to 
obtain a two-dimensional homography matrix. The internal and 
external parameters of the camera calibration and the radial 
distortion coefficient can be linearly solved. In [12], the author 
proposed a camera calibration method based on one-dimensional 
camera calibration points. This study in order to collect 360° 
omni-directional image information, the polar coordinate system 
is used. The advantage of polar coordinates is that it can describe 
the system directivity of the azimuth angle position of single/ 
multiple cameras relative to the calibration target on an image 
plane. In the polar coordinate system are represented by radius 
and angle, which are included cylindrical coordinate system and 
spherical coordinate system. Fig. 3 shows the spherical coordinate 
system and the hemispherical calibration model. A point P in the 
spherical coordinate system is defined by two angles φ, θ and 
radius r. The corresponding relationship between spherical 
coordinates ),(r, ϕθ and rectangular coordinates ),(x, zy  is as 
follows: 
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r
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where, O is the origin point. r is the radius length coordinate 
value, that is the distance from point P to the coordinate center. φ 
is the coordinate value of the azimuth angle (0≤φ≤2π), that is the 
counterclockwise rotation angle from the X axis. θ is the elevation 
angle coordinate value (0≤θ≤π), that is the upward rotation angle 
from the XY plane. 

 
(a) spherical coordinate system 
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(c) hemispherical calibration model 

Figure 3: The spherical coordinate system and the hemispherical calibration 
model 

3. Experimental result 

Fig. 4 is the calibration targets. Fig. 4(a) is a 30mm×30mm 
chess plane calibration target, which is composed of 9×9 square 
grids intersecting micro-dots with an equidistant distance of 5mm. 
Figure 4(b) is a hemispherical calibration target with a radius of 
15mm and a height of 15mm, which is used to verify the 
feasibility of 3D reconstruction of the omnidirectional multi-view 
measurement system. Place the calibration piece in the middle of 
the measurement system, move the multi-camera in the arc track 
to the designated position in the sphere to position and take 
images, and change the range of images captured by the multi-
camera by changing the angle between any two cameras . 

                 
(a) Chess-board                           (b) Hemispherical 

 Figure 4: The calibration targets 

 
3.1. Omni-directional multi-camera calibration results 

Calibrate each stereo pair separately using the checkerboard 
pattern of calibration target. To calibrated multi-camera system 
for stereo camera pair C0-C1, C0-C2 and C0-C3. The internal and 
external of multi-camera calibration parameters are showed as 
Table 2 and Table 3. That are respectively to find out the three-
dimensional correspondence in space. Fig. 5 is the experimental 
result of omni-directional multi-camera calibration.   

Fig. 5 (a) is the C0-C1 stereo camera as an example. The 
calibration parameters of the C0 and C1 single cameras are obtained 
respectively, and the C0-C1 stereo calibration parameters are 
obtained by binocular vision to find out the stereo correspondence 
in space. Similarly, another two sets of stereo cameras can be 

arranged to perform local three-dimensional reconstruction on C0-
C2 and C0-C3. Finally, the multi-view cameras calibration and pose 
estimation are shown in Fig. 5(b). 

Table 2:  The internal camera calibration parameters 
(a) C0-C1 

Parameter C0 C1 

Principal point (u0, v0) 415.2, 277.1  403.7, 288 

Focal length (fx, fy) 2593, 2593.2 2561.4, 2562.7  

Skew 0.234  6.753  

kappa 1 -0.038  0 

(b) C0-C2 

Parameter C0 C2 

Principal point (u0, v0) 416.5 , 271 410.3, 292.3  

Focal length (fx, fy) 2619.5, 2619.9  2611.7, 2612.6  

Skew -0.012 -0.012  

kappa 1 -0.043 -0.043 

(c) C0-C3 

Parameter C0 C3 

Principal point (u0, v0) 415.4, 265.1  364.2, 270.4  

Focal length (fx, fy) 2618.3, 2618.5  2584.9 , 2585.2  

Skew 0.006 -2.413 

kappa 1 -0.041 -0.034  

Table 3: The external of camera calibration parameters 
(a) C0-C1 

Parameter Rotation [°] Translation [mm] 

X axis 41.38 ± 0.0031 94.36 ± 0.64 

Y axis -34.19 ± 0.0021 110.3 ± 0.76 

Z axis -7.591 ± 0.00014 87.28 ± 7.5 

Baseline  169.405 mm 

(b) C0-C2 

Parameter Rotation [°] Translation [mm] 

X axis -40.67 ± 0.0026 107 ± 0.35 

Y axis 2.595 ± 0.00042 60.76 ± 0.15 

Z axis 118.1 ± 0.00048 57.3 ± 3.2 
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Baseline  135.734 mm 

(c) C0-C3 

Parameter Rotation [°] Translation [mm] 

X axis 18.32 ± 0.0048 93.07 ± 0.53 

Y axis 38.01 ± 0.0064 83.63 ± 0.4 

Z axis -108.4 ± 0.0019 66.92 ± 7.8 

Baseline  141.901 mm 

 

  
(a) Stereo camera C0-C1    

 
   (b) Multi-view cameras   

Figure 5: The experimental result of omni-directional multi-camera calibration.  
 

3.2. Simulated omni-directional multi-camera image results 
This study used the IDS UI-3130CP color camera as an 

example to discuss the calibration and 3D reconstruction of an 
omni-directional multi-view image measurement system. The 
omni-directional multi-camera image system is used to analyze 
the simulated omni-directional multi-camera image. Fig. 6 is IDS 
UI-3130CP color camera. Table 4 is IDS UI-3130CP color camera 
specifications. According to the optical design parameters of the 
measurement system: The image resolution is 800×600 pixels. 

The chip size of the image sensor is 4.8 µm×4.8 µm with a 12mm 
1:2.0 1/1.8” lens. The best working distance is 15cm, and the 
simulation results can be measured within the working range of 
3cm×3cm×3cm (L×W×H). 

 
Figure 6: IDS UI-3130CP color camera 

Table 4. IDS UI-3130CP color camera specifications 

Name UI-3130CP Rev. 2 
Family CP 
Interface USB 3.0 
Sensor type CMOS 
Manufacturer ON Semiconductor 
Frame rate 396 fps 

Resolution (h×v) 800×600 pixels 

Optical Area 3.84 mm×2.88 mm 
Shutter Global Shutter 
Optical class 1/3.6" 
Resolution 0.48 MPix 
Pixel size 4.8 µm×4.8 µm 

     
Figure 7 is the simulated the setup of omni-directional multi-

view measurement with four cameras. Fig. 8 is the simulated four 
cameras captured multi-view image. Four-camera multi-view 
image. The C0 is the middle camera fixed as the geometric center point 
of measurement and provides a front image, is showed as Fig. 8(a). 
The other three cameras C1~C3 provide side images and the co-circular 
spheres are separated by 120 degrees to extend the circle, is showed as 
Fig. 8(b)-(d). 

 
Figure 7: Simulated the setup of omni-directional multi-view measurement with 

four cameras 
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(a) C0 simulated image                  (b) C1 simulated image 

   
(c) C2 simulated image                  (d) C3 simulated image 

Figure 8:  Simulated four cameras captured multi-view image 
3.3. Omni-directional multi-view 3D reconstruction results 

The hemispherical calibration target is a radius of 15mm and a 
height of 15mm in the middle of the omnidirectional multi-view 
camera. The multi-view images of four cameras C0, C1, C2, and C3 
through any two cameras to form a stereo camera pair. Using the 
principle of parallax matching of the left and right images, the 
stereo camera pair C0-C1, C0-C2, and C0-C3 can be compiled 
performs three-dimensional reconstruction of each part. We used 
the hemispherical calibration target for the omnidirectional 3D 
reconstruction. Fig. 9 is the omni-directional original multi-view 
images. Fig. 10 is the omni-directional multi-view of 3D 
reconstruction for hemispherical calibration target.     

 

 
(a) Experimental setup                (b) Original image 

Figure 9: The omni-directional original multi-view images 

  
(a) C0-C1         (b) C0-C2         (c) C0-C3       

  
(d) Right-view of 3D 

 
(e)Top-view of 3D  

Figure 10: The omni-directional multi-view of 3D reconstruction for 
hemispherical calibration target 

4. Conclusion 

This research successfully developed an "omnidirectional 
multi-angle image measurement system". Any camera can move 
along the arc measuring rod to a designated position within the 
sphere to position and capture images. The three local 3D 
reconstructions of C0-C1, C0-C2, and C0-C3 are performed through 
the arrangement of stereo cameras, and the same position 
superposition calculation is performed, and the optimal 3D 
reconstruction calculation is performed using the ICP (Iterative 
Closest Point) iterative closest point algorithm. Finally, the 3D 
reconstruction experiment results of the 14.8 mm-high 
semicircular sphere calibration piece were obtained, and the 
measurement error was 1.3%. With the current best measurement 
working distance is 15 cm, the multi-angle imaging optical 
imaging analysis has been completed the measurement range of 
3cm×3cm×3cm to 0.375 mm resolution. 
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 This research presents a "Multi-camera for pilot’s cockpit measurement system", which uses 
four multi-view images to eliminate the instrument and human body shielding and record the 
touched area. That could record the body reaction time (velocity and acceleration) and 
trajectory of the tested personnel. Real-time conversion of multi-view images corresponding 
to the 3D skeletal joint coordinate information of the human body, which measure the 
human-computer interaction human factors engineering integration of limb reaction time 
and trajectory measurement system. Finally, make prototypes, test and optimize, and achieve 
the research on the optimal cockpit touch area by conducting multi-view image simulation 
feasibility experiment framework and measurement process method. Using multiple depth-
sensing cameras to perform low-cost, standardized automatic labeling of human skeleton 
joint dynamic capture. 
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1. Introduction   

Considering human factors engineering design is the 
foundation of workplace planning and the basis for product design 
development. Its anthropometric data is very important for work 
and daily life, and the correct anthropometric data is of great help 
to workplace design, work planning and human-machine interface 
safety considerations. Due to the rapid development of camera 
technology in recent years, the image resolution has also been 
greatly improved. It can achieve a certain accuracy in 
experimental measurement applications. It can also be used for 
non-contact optical measurement with image analysis software. 
The human motion tracking technologies are included 
marker/markerless. Markerless motion applications are such as 
sports science. For example, in [2], the author presented captured 
of an athlete for sport research. The basic concept of digital 
photogrammetry is to locate the specific punctuation point of the 
measurement position in the image, compare the measurement 
punctuation position at different times, and then obtain the 
displacement of the measurement point. Camera measurement 

can get good measurement results as long as the punctuation 
points in the image are clearly visible. The image analysis method 
has the advantages of non-contact measurement method, and the 
influence of the local environment on the measurement is also 
very small. Therefore, this research chooses to apply the camera 
to develop the metrology technology. 

In [3], the author presented the DIC (Digital Image Correlation) 
method with 3D stereo vision. The DIC method is applied to 3D 
deformation measurement. The 3D-DIC method is applied to the 
surface profile measurement research. Whether 3D-DIC or other 
non-contact image measurement systems is composed of stereo 
cameras. The distance and angle between two cameras overlap 
within a certain range. When the measurement range exceeds the 
visible range of the two image capture devices, only partial 
images of the object can be captured. The camera must be adjusted 
according to the different shapes of the object, and the image 
capture device must be re-installed. The range of camera angle of 
view and the need for continuous calibration of the adjusted 
camera are application constraints. It is necessary to simplify and 
repeat the definition of the relationship between the coordinates 
of the calibration measurement system and the object to be 
measured. 

In order to solve the aforementioned problems, in [4], the 
author presented a two-axis parallel motion mechanism for 
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vertical and horizontal motion. The device uses a servo motor as 
a positioning control, and is mounted on a camera device. That 
can precisely control the camera's imaging angle. Both X and Y 
axes operates are independently, and will not become the load of 
another servo motor for image capture and analysis. Using three 
cameras to build a semi-circular geometric multi-camera imaging 
platform system [5]. Those multi-camera are set with a semi-
circular measuring rod and the optical axes of the multi-cameras 
co-intersect at a point in space. The mechanism can be used to 
adjust the spacing with the semi-circular measuring rod. With the 
superimposition feature of multiple cameras, the system can 
increase the range of overlapping areas of 3D reconstruction 
feature points and the correction parameters established inside. 
It’s required for on-site measurement and reconstruction of 3D 
information. The field of view and simplify the procedure of 
repeatedly defining and determining the relationship between the 
coordinates of the calibration measurement system and the object 
to be measured.   

The image analysis techniques and photogrammetric image 
acquisition are precisely and quickly measure. The 3D-based 
machine vision in metrology is popular. The aircraft pilot’s 
cockpit design needs to meet pilots’ feasibility in 5~95% of body 
figuration. MIL-STD-1333 [6] is defined the pilot's reach zone 
and MIL-STD-1472 [7] is defined schematic diagram of the pilot's 
cockpit reach zone area.  The analysis of actions related for the 
pilot's reach zone. That is necessary to detect the human head and 
movement of the upper and lower limbs.  

The conventional technology can only measure the static 
human body of a single person, and it is necessary to manually 
adjust the human body measurement data multiple times, 
manually select the measurement mark points, and manually edit 
and superimpose the 3D human body model. This innovative 
technology provides dynamic human trajectory calculation 
reaction time, and can automatically mark human bone joints and 
superimpose standardized 3D human joint coordinates. 

Most studies discuss pilots’ eye gaze strategies, is lack of pilot's 
movement monitoring with optical tracking in the aircraft cockpit 
[8-12]. The aim of this research evaluate human-computer 
interaction and human factors engineering on multi-camera for 
pilot’s cockpit measurement system. Using multiple depth-
sensing cameras to perform dynamic capture and record the 
reaction time and trajectory of the subject's limbs, including real-
time conversion of multi-view images corresponding to the 3D 
skeletal joint coordinate information of the human body. 

2. Research methods 

Fig. 1 is the aircraft pilot’s cockpit design for pilots’ feasibility 
in 5~95% of body figuration. When pilot wear a flight suit, 
comfort, easy operation and visual display, are the requirement to 
be concerned. And the maneuverability of control and display of 
information have to be effectively functioned under the constant 
high G (gravity) force condition. At present, the evaluation of 
pilots’ human factors engineering, is used the research of physical 
model and interview as the basis for the adjustment of the aircraft 
cockpit design. The information presents from the research is 
difficultly analyzed and takes lots of time and manpower. The 
common improper design of human factors engineering are 

showed as: over-sized helmet, close instrument panel, the pilot 
body touches the control lever, the hand is too short to reach the 
control lever, and the pilot's long foot touches the instrument 
panel. 

 
(a)5%                                              (b)95% 

Figure 1: The aircraft pilot’s cockpit design for pilots’ feasibility in 5~95% of 
body figuration 

 
Figure 2: MIL-STD-1333 [6] is defined the pilot's reach zone.   

Fig. 2 is MIL-STD-1333 [6], that defined pilot's reach zone. 
The pilot reach zones are divided into three areas. (1) ZONE 1 
[Natural arm-reach mechanism zone (shoulder strap locked)]: 
Both hands can operate naturally to reach in ZONE 1, while 
shoulders are attached to the back of the seat, and arm and 
shoulder muscles do not need to be stretched forcefully. (2)ZONE 
2[Maximum arm-reach mechanism zone (shoulder strap locked)]: 
The maximum arm-reach mechanism zone is defined while arm 
and shoulder muscles are stretched to the maximum. All the 
critical control devices in flight are included within ZONE 2. 
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(3)ZONE 3 [Maximum arm-reach mechanism zone (shoulder 
strap unlocked)]: The maximum mechanism arm-reach zone is 
defined while shoulders are as far forward as possible and arms 
fully reach. All the none-critical and none-essential control 
devices in flight are included within ZONE 3. 

 Fig 3 is MIL-STD-1472 [7] defined the touched area of aircraft 
cockpit.  The motion of pilot's head and upper limbs are needed 
to detect in accord with the analysis of pilot’s motion around 
touched area. To record and analyze the posture the pilot's upper 
body muscles touching the cockpit reach zone and motions around 
area, we proposed to use four cameras to build up a multi-view 
image. The pilot executes the instrument operation according to 
the instructions of different subjects. The system analyzes where 
each instrument should be located in tested pilot’s touching area 
by image processing and motion detection of human upper limb. 

 
Figure 3: MIL-STD-1472 [7] defined the touched area of aircraft cockpit  

Fig. 4 is the schematic diagram of multi-view image 
measurement system setup with human factors engineering. First, 
simulate the pilot operation in different positions and height of 
instrument panel. Then, utilize the concept of human skeleton 
detection to measure the position which the pilot reads or touches 
the instrument. Subsequently, develop an automatic measure 
evaluation system in pilot’s reachable areas, with the utilization 
of multi-view imaging by four cameras and 3D machine vision 
method.  

Fig. 5 is the multi-camera for pilot’s cockpit measurement 
system. Using multiple depth image sensors to measure and track 
the operation of cockpit personnel with optical measurement 
technology, that measure pilot’s reaction time and trajectory. 
Where, C0 is placed in front of the pilot for pilot’s head and eyes. 
C1 is above the pilot’s seat. The head is defined as the origin of 
the measurement. The reachable area of the upper limb in the X-
Y plane is recorded in different conditions. Both C2 and C3 are 
arranged on the left and right sides of the pilot respectively. That 
is exclude the shielding of instruments and the human body and 
record the contact area of the X-Z plane. This technology 
proposes multi-view images to correspond to human body 3D 
skeletal joint coordinate information and explores human-
computer interaction human factors engineering integration of 
limb reaction time and trajectory measurement system. 

 
(a) 

 
(b) 

 
(c) 

Figure 4: Schematic diagram of multi-view image measurement system setup 
with human factors engineering 

 
(a) Multi-camera for measured pilot’s reaction time and trajectory 
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(b) human body 3D skeletal joint coordinate information  

Figure 5: The multi-camera for pilot’s cockpit measurement system. 
3. Experimental result 

In order to verify the feasibility of a multi-view measurement 
system, the schematic diagram of simulated multi-view image 
setup is showed as Fig. 6. Where, fig 6(a) is a top view, Fig. 6(b) 
is a right view and Fig. 6(c) is a front view. Fig. 7 is the simulated 
multi-view image, in which Fig. 7(a) uses a hemispherical 
calibration target for 3D analysis, and the simulation result is 
shown in Fig. 7(b). The C0 image is placed in front of the pilot to 
measure the head and eyes. 

Fig. 7(c) is the C1 image is on the top of the seat. The pilot’s 
head is defined as the measurement reference point.  The upper 
limbs in the X-Y plane can be touched under different constraints 
with MIL-STD-1333 definition. Figs. 7(d) and (e) are C2 and C3 
image respectively, which are installed on the left and right sides 
of the pilot. Those exclude the cockpit instruments and human 
body shielding and record the touched area on the X-Z plane.  

 

 
Figure 6: Schematic diagram of simulated multi-view image setup 

 
Figure 7:  Simulated multi-view image 

Fig. 8 shows that the Kinect camera includes a motor and color 
image (RGB camera in the middle). Those are include a 3D depth 
image (two lenses on the left and right), an infrared emitter, an 
infrared CMOS camera and sound (array microphone). 3D 
machine vision human skeleton detection results, as shown in Fig. 
9. The Kinect camera defines the human skeleton joint coordinate 
map. This research selected Kinect camera to cost reduction. The 
Kinect v2 depth camera is cheap than high speed camera, and the 
measurement accuracy is mostly under 2 mm at 1.5 m [14]. Those 
condition would be meet our measurement system demonstration. 
The system utilizes four multi-view cameras to perform dynamic 
capture and record the reaction time and trajectory of the subject's 
limbs, including real-time conversion of multi-view images 
corresponding to the 3D skeletal joint coordinate information of 
the human body based on references. The proposed method have 
been practically tested in Figure 11. In Fig. 11 is captured 3D 
skeletal joint of the human body with Kinect.  

  
(a) Physical diagram  

 
(b) System architecture diagram 

Figure 8: Kinect camera [13] 

 
Figure 9: The Kinect camera defines the human skeleton joint coordinate map 

[13] 
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Pilot will isn’t wear any equipment in our system, which is 
direct collection the joints information of the human skeleton. Use 
Kinect to obtain the coordinates of each joint point of the human 
body in space. The distance formula and vector inner product 
formula to calculate the distance and bending angle of the human 
joint points. Kinect is cheap, easy to carry, and used to evaluate 
the reaction time of the body of the test personnel. Due to the 
complex movements of the subject or the influence of 
environmental factors, occlusion may occur. Multi-angle shooting 
through multiple Kinects can successfully solve such problems. 
The integration of information collected by multiple Kinects can 
reduce occlusion. Real-time measurement and on-site operation 
testing analysis the cockpit instruments and human body. 

Fig. 10 is the “Reach to Grasp” action sequence diagram. The 
six human skeleton joint coordinates verify the feasibility of the 
human reaction time and trajectory calculation of the cockpit 
personnel operating the measurement tracking system. Fig. 11 
illustrates captured 3D skeletal joint coordinate information of the 
human body with Kinect   

 
(a) Start                                    (b) End 

 
(c) “Reach to Grasp” action sequence  

Figure 10: “Reach to Grasp” action sequence diagram 

  
(a) Experimental setup  

  
(b) C2 image 

 
(c) C3 image 

Figure 11: Captured 3D skeletal joint coordinate information of the human 
body with Kinect 

Fig. 12 is the 3D space trajectory of pilot's skeleton joints. Fig. 
13 is the reaction time of the right arm of the pilot's body. Among 
them, the action of “Reach to Grasp” moves from point O1 to point 
O2 at 485 ms. The starting action is within 0.4-1.4 seconds, the 
maximum grasping action starts, the elapsed moving time MT1: 
790 ms and the highest moving speed APV1: 1165 mm/s. Finally, 
the moving speed of the right arm feature points #4~#6 exceeds 
800 mm/s, and the rest of the head and shoulder feature points 
#1~#3 are almost still. 

 
(a) 3D space trajectory  
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(b)C0 image trajectory (front view)  

 

 
   (c)C1 image trajectory (top view)  

 

 
(d)C2 image trajectory (left view)  

 

 
   (e)C3 image trajectory (right view) 

Figure 12: The 3D space trajectory of pilot's skeleton joints  

 

 
Figure 13: The reaction time of the right arm of the pilot's body. 

4. Conclusion 
The study successfully proposes a measurement and tracking 

system for movements of the pilot's body during flight operations. 
In order to overcome the limitation of image occlusion, the "Omni-
directional Multi-view Image Measurement System" is used. The 
intersecting area can be increased by multiple cameras for 3D 
reconstruction. Measurement system flowchart is record skeleton 
detection of posture and touch area trajectory data, and then 3d data 
fitting with four multi-Kinect analysis. This system uses four 
multi-view images to eliminate the instrument and human body 
shielding and record the touched area. That could record the body 
reaction time (velocity and acceleration) and trajectory of the 
tested personnel. Real-time conversion of multi-view images 
corresponding to the 3D skeletal joint coordinate information of 
the human body, which measure the human-computer interaction 
human factors engineering integration of limb reaction time and 
trajectory measurement system. Finally, make prototypes, test and 
optimize, and achieve the research on the optimal cockpit touch 
area by conducting multi-view image simulation feasibility 
experiment framework and measurement process method. Using 
multiple depth-sensing cameras to perform low-cost, standardized 
automatic labeling of human skeleton joint dynamic capture. 
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 Power losses exist naturally and have to be cared for in the operation of electrical power 
systems. Many researchers have worked on various methods and approaches to reduce 
losses by incorporating distributed generators (DG), particularly from renewable sources. 
These studies are based on the maximum unit penetration of the DGs, which is rarely 
achieved, resulting in inaccurate calculations. This paper proposes an advanced solution 
for calculating power losses by incorporating an Extreme Learning Machine (ELM) 
method for forecasting the solar irradiation.  The ELM algorithm was used to create a 
model for forecasting solar radiation in the Manokwari region and its surroundings. Daily 
solar radiation in the region has been predicted using the model. NASA's 8016 data on 
temperature and solar irradiation were used to train the ELM model. With an MAE value 
of around 0.6392 and a training time of 4.4375 seconds, the test results demonstrate that 
the built model has good accuracy. The operation of a 1000 kWp solar power plant based 
on the ELM data forecasting can reduce the power loss of the existing distribution network 
around the location from 1.5095 kW/hour to 0.9068 kW/hour. Furthermore, the power 
plant operation can minimize the power loss by 39.9249 percent, from 36.2280 kW to 
21.7640 kW. 

Keywords:  
ELM 
Forecasting 
NASA 
Solar irradiation 
Power loss 

 

 

1. Introduction  

Solar energy is the bedrock of alternative energy sources 
since it may be used to develop other renewable energies [1]. In 
addition, photochemical power operations and other physical 
processes both heavily rely on solar energy. The earth's surface 
will receive solar energy via a radiation mechanism. The 
radiation will be filtered into the atmospheric layer, which 
contains gaseous substances as well as other solid forms 
including water vapour, dust, and aerosols, before it reaches the 
surface of the planet [2]. This filtration procedure has lowered the 
solar radiation's intensity to the point where it will not damage 
earthly life. The geographic position of a region on the earth's 
surface affects the amount of solar energy that reaches that region 
[3]. As a result, there are three ways to gather information about 
the intensity of solar radiation in a given area: directly using 
pyranometers, pyrheliometers, and Campbell Stokest measuring 
instruments; using satellite image data; and numerical simulation 

through computer modeling to determine the potential for future 
radiation. However, due to a lack of measuring tools, there is still 
extremely little and difficult-to-access sun irradiation data 
available in Indonesia. Since satellite image data is 
internationally available, it is widely used [4]. 

The escalation of world energy demand and the need for 
environmentally sustainable development have attracted human 
attention to renewable energy sources [5]. Among the renewable 
energy sources, solar power has become increasingly prevalent as 
a utility-scale renewable energy supply due to its simplicity of 
installation and maintenance.  Furthermore, solar technology has 
matured, and mass manufacturing of PV panels as the core 
component of a solar power plant has reduced the cost. Thus, 
solar power integration into the grid is on the rise, and facilities 
might be present in the coming years [6]. 

Power losses in an electric power grid are caused by the 
current flowing in the conductor lines, where long conductor 
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lines with large loads will result in significant power losses. 
However, this power loss cannot be avoided, so the only thing 
that can be done is to minimize the loss. Some of the methods 
that have been offered in previous research to minimize the losses 
include power injection through flexible alternating current 
transmission systems (FACTS) [7,8], distributed generators 
(DGs) [9–13],  and optimal sizing and placement of capacitors 
[14–16], so that the voltage profile can be corrected, which 
results in minimal power losses. 

In this paper, a model for forecasting solar irradiation was 
created for use in the Manokwari region and its surrounds, which 
are located at latitude -0.8457 and longitude 134.0504. The 
model was created using an extreme learning machine (ELM) 
algorithm that is modified from a neural network to improve 
learning speed. The model is used to forecast the local daily solar 
irradiation intensity. The data is then used to calculate the 
potency for minimizing power losses through the interconnection 
of a 1 MWp solar power plant to an existing power grid around 
the location. Then the objectives of this paper are given as: 1) 
designing a suitable model for the specific area based on the 
ELM algorithm, 2) forecasting the day-ahead solar irradiance for 
that location, and 3) investigating the possibility of power loss 
minimization in a power grid based on the forecasting data. This 
paper is an extension of work originally presented at the 
CyberneticsCom conference [1]. 

The frame of the paper is structured as follows: Section II  
provides problem statement. Section III describes the research 
approach and the methods used. The data source, results, and 
explanations of the findings are presented in Section IV. The 
paper's primary research findings are summarized in Section V. 

2. Problem Statement 

Previous research on power losses has been argued in [17],  
who have developed the Power Voltage Sensitivity Constant 
(PVSC), which has been developed to determine the location and 
size of multiple DG units so that active power losses in a 
distribution system can be reduced. The method was tested on an 
IEEE 69 reconfigured bus system under three different total loads 
and heavy conditions. It can be concluded from the results that 
the proposed methodology gives maximum loss reduction while 
considering DG size. Authors in [18] presented the use of the 
multiobjective cuckoo search (MOCS) algorithm to strategically 
place the unified power flower controller (UPFC) in order to 
reduce transmission losses. For the multiobjective issue under 
consideration, the pareto-optimal technique is used to extract the 
pareto-optimal solution. The best compromise option is extracted 
from the set of pareto-optimal solutions using the fuzzy logic 
method. A typical IEEE 30 bus test setup is used to evaluate the 
suggested method. The results show that the MOCS algorithm is 
relatively more effective in optimizing the multiobjective 
problem. Authors in [19] presented a multiobjective optimization 
methodology to optimally place a STATCOM in electric power 
distribution networks. Total cost and power loss are the 
objectives to be met so that the STATCOM placement can 
minimize these issues. The combination of multiobjective ant 
colony optimization (MACO) and the bacterial foraging 
optimization algorithm (BFOA) successfully solved the problems 
of minimization by testing the method's effectiveness in a 5-bus 

system. Authors in [20] proposed a method to control droop 
optimization strategically for inverter control of the islanded 
microgrid operation, which includes PV penetration and battery 
energy systems. Two-level controls are used to achieve maximum 
power loss minimization. A perturbation and observation (P&O) 
method is used to make the droop functions more adaptable. Load 
and inverter capacity are changed in three cases to check the 
effectiveness of the proposed method. Under various loading 
scenarios and system topologies, simulation studies have shown 
that it is capable of minimizing microgrid power loss while 
maintaining frequency and voltage stability. The fundamental 
disadvantage of this approach is that it only relies on the blind 
exploration of unknown functions, which degrades performance 
as the complexity of the grid increases and makes it possible that 
complex power systems will not achieve the lowest global power 
loss.  

An extreme learning machine (ELM) is a single-layer feed-
forward neural network (FFNN), which is a family of artificial 
neural networks (ANN). Implementing a single hidden layer 
minimizes the computation while minimizing the FFNN 
structure. This simplification can shorten calculation time by 
thousands of times while overcoming the FFNN's primary 
learning speed drawback. ELM is one of the most well-liked 
model-based systems because of the continued high accuracy of 
the system. The use of ELM algorithms is widespread in control 
[21,22], diagnosis [23,24] and forecasting [4,25]. When it comes 
to particular forecasting, ELM excels at predicting the solar 
irradiation of the Lamongan and Muara Karang regions [4], and 
the stock performance of PT. Telkom [25]. 

The existing methods have provided outstanding solutions for 
power loss minimization in the power grid through the 
penetration of solar power. However, the methods are based on 
maximizing the penetration of solar PV. This condition is not 
fully true, since solar irradiation is very dependent on weather 
conditions. Therefore, this disadvantage can be addressed by 
incorporating solar irradiation forecasting into the calculation of 
optimal power flow. The proposed method is capable of 
achieving detailed power loss minimization, which improves 
system reliability. 

3. Methods 

3.1. Extreme Learning Machine 

A single hidden layer feed-forward neural network (SLFN), 
which has an effective training method, is the basis of an Extreme 
Learning Machine (ELM) [21]. This brilliance results from the 
absence of iteration in ELM. However, the hidden layer requires 
more neurons to provide effective prediction. The right number 
of neurons in the hidden layer of the ELM must also be 
determined using the trial-and-error method  [4].  

The ELM algorithm allows for the weightings to be selected 
at random without necessarily adjusting the input weights and 
hidden layer biases. The hidden layer output matrices can then be 
used to perform a generalized inverse operation to determine the 
SLFNs' output weight. The time for both training and 
performance has been shortened by this approach [21].  
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For a given n training set samples (xj, tj) where xj=[xj1, xj2,..., 
xjn]T and tj=[tj1, tj2,..., tjn]T, an SLFN with N hidden neurons and an 
activation function g(x) is expressed as [1,21,26]: 

 ( ) Nibxwgo
n

j
ijiij ,,2,1,

1
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=

β  (1) 

where wi=[wi1, wi2,..., win]T, βi=[βi1, βi2,..., βin]T, bi, and oj are 
the connecting weight of the i-th hidden neuron to the input 
neuron, the connecting weights of the i-th hidden neuron to the 
output neurons, the bias of the i-th hidden node, and the actual 
network output with respect to input xj respectively.  

The standard SLFN can minimize the deviation between tj 
and oj, so that (1) can be rewritten as follows. 
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The simplification of (2) is T=Hβ and the output weight 
matrix β can be solved using the least squares method as 
specified in (3). 

 β=ΗϯΤ  (3) 

The completed forms of the network output matrix T and 
hidden layer output matrix H are given as follows. 
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3.2. Solar Power Plant 

The sun emmits electromagnetics radiation with an effective 
temperature of 5777 K. Radiant energy, the ammount of energy 
within the radiation, is spread over the time and measured as 
radiant power also known as irradiance. The radiant power that 
reach the Earth surface is normaly measured in square meter 
through a pyranometer. Extraterrestrial irradiance (EXT) is very 
observable due to the absence of interference when the radiance 
traveling thru the space. The amount of irradiance reaching the 
earth's surface is approximately 1361.1 W/m2, which is also 
known as global horizon irradiance (GHI) expressed in terms of 
clear-sky irradiance and is one of the most useful variables to 
calculate when working with solar data. This variable represents 
the best scenario for a photovoltaic system since it represents the 
maximum that could be received on the day, resulting in 
uninterrupted generation [2]. 

A solar power plant has at least one solar panel to convert 
energy directly from the sun. An inverter is also required to meet 
the output needs, and some accessories are involved to protect the 
process. The energy from a solar power plant depends on solar 
irradiation, while the constant parameters in calculating output 
power are the covered area and efficiency of the solar PV 

modules. Therefore, the output power of a solar power plant is 
formulated as follows [27].  

 ηirPVcPV SNAP =  (6) 

where PPV, Ac, Sir, and η are output power (W) dimension of 
solar PV modules (m2), number of PV modules, solar irradiance 
(W/m2) and efficiency of the solar PV modules.  

3.3. Forward Backward Method 

The voltage, power, and power loss in a radial distribution 
network are calculated in this research using the forward 
backward approach. This approach was created by reference [29] 
as it is described in their paper. By figuring out three fundamental 
computations, this method expands on the Distflow method to 
finish the analysis of power flow in distribution networks. The 
computations are used to determine the voltage magnitude, active 
power, and reactive power. 

Pi, Qi

Pi0, Qi0

VnVi+1ViV0

PLi+1, QLi+1

Vi1

Vin

P0, Q0

QCi+1

 
Figure 1: Single line diagram of a general distribution system 

Consider the balanced three-phase, radial distribution feeder 
in Figure 1 with n branches/nodes and nc shunt capacitors. 
Without a branch from Vk to Vkn on the figure, the power and 
voltage at each node from V0 to Vn can be calculated by the 
following equations [28–30]. 
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where PLi+1 and QLi+1 are loads connected at node i+1; Pi+1 and 
Qi+1 are the effective real and reactive power flows from node 
i+1; ri+1 and xi+1 are resistance and capacitance of the line leading 
to bus i+1; Pi and Qi are real and reactive power flowing from 
bus i; Vi and Vi+1 are the voltage magnitudes on bus i and bus 
i+1; and QCi+1 is an additional reactive power of the capacitor on 
the bus i+1. 
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The aforementioned equations are referred to as the forward 
equation, and each procedure is referred to as a forward update. 
Other calculating techniques and sequences in the Distflow are 
known as "backward updates" and "backward equations." The 
initial values of P0 and Q0 in this approximation method are 
determined by summing the active and reactive power of loads. 
V0 is the initial voltage, which is also utilized as the system's base 
voltage in the approach method's calculation procedure [29]. The 
parameters in the bracket of equations (7) and (8) denote active 
and reactive power losses. At the end of each branch, the active 
and reactive power should be equal to zero [28–30].  

3.4. Optimal Power Flow  

An important method for improving a system's performance 
and lowering operational costs is optimization. A power system 
subject to dispersing loads amongst power plants is called 
optimal power flow (OPF). It is possible to decrease the overall 
fuel cost of all committed plants while still adhering to network 
limits. The OPF problem was generally expressed as follows [31–
33]: 

 Min f(x, u) (10) 

subjected to 

 g(x, u) = 0  (11) 

 h(x, u) ≤ 0 (12) 

Where f, g and h are the objective functions, the equality 
constraints represent power flow equations and the system 
operating constraints, respectively.  

The vector x is the dependent variable and consists of the 
voltage magnitude of load buses, the phase angle of all buses 
except that of the slack bus, the active power of the slack 
generator, and generators' reactive power. The vector of x is also 
called a state variable, and it is formulated in the following 
equation: 

 ]S,,S,,,,V,,V,[P lTLl1GNCG1LNLL1G1
T  QQx =  (13) 

The vector u is a control variable that includes the active 
output power of generators at generator buses PG, the terminal 
voltage magnitude at generation bus bars VG, the output of shunt 
VAR compensators QC, and the tap setting of the tap regulating 
transformers T. Therefore, the vector u can be modeled as 
follows: 

 ]T,,T,Q,,Q,V,,V,P,,[P NT1CNCC1GNGG1GNGG1
T =u  (14) 

where Sl is transmission line loading and the subscripts NL, TL, 
NG, NC, and NT denote the number of load buses, transmission 
lines, generators, shunt VAR compensators, and regulating 
transformers, respectively. 

The objective function in an OPF problem is to minimize the 
generators' costs in the operations. The cost function represents 
the relationship between operating costs and output power as 

expressed in equation (15), where ai, bi, and ci are the coefficients 
of the fuel cost model. 

 ∑
=

++=
NG

1

2

i
iGiiGii cPbPaF  (15) 

There are certain equality and inequality restrictions in the 
problem of optimal power flow. The power flow equations are 
represented by the equality constraints g, as computed as follows: 

 ( )( )∑
=

−+=−
NB

j 1
ijijijjiDiGi cosYVVPP δδθ  (16) 

 ( )( )∑
=

−+−=−
NB

j 1
ijijijjiDiGi sinYVVQQ δδθ  (17) 

Where PGi and QGi are the i-th generator's active and reactive 
power; PDi and QDi are the i-th bus's active and reactive demand. 
Vi and Vj are the voltage magnitudes at buses i and j; Yij models 
the element of the admittance bus matrix at row i and column j; 
NB is the number of buses; δi, δj, and θij are the angels of Vi, Vj, 
and Yij, respectively. 

The inequality constraint h limits the physical devices as well 
as system security. The inequality constraints consist of generator 
constraints in equations (18) to (20), transformer constraints in 
equation (21), and shunt capacitor constraints in equation (22). 
System security constraints, on the other hand, are given in 
equations (23) and (24). 

 NGiPPP GiGiGi ,,1maxmin =≤≤  (18) 

 NGiQQQ GiGiGi ,,1maxmin =≤≤  (19) 

 NGiVVV GiGiGi ,,1maxmin =≤≤  (20) 

 NTiTTT iii ,,1maxmin =≤≤  (21) 

 NGiQQQ CiCiCi ,,1maxmin =≤≤  (22) 

 NLiVVV iii ,,1maxmin =≤≤  (23) 

 TLiSS ijij ,,1max =≤  (24) 

where PGi
min and PGi

max are the minimum and maximum active 
power of i-th generator and QGi

min and QGi
max denote the 

minimum and maximum reactive power of i-th generator; Sij and 
Sij

max are line flow and maximum line flow between bus i and j. 

3.5. Model Validation  

The developed model needs to be evaluated in order to detect 
and prevent any potential problems that might appear after 
running the ELM model. The mistakes will be eliminated through 
the validation process, making the model sufficiently precise for 
the simulation to match reality as predicted. The model is verified 
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using the mean absolute error (MAE). It can be expressed as 
follows [4]: 

 
Y

y-y
 = MAE 1

ii∑
=

Y

i



 (25) 

where ŷi, yi and Y are forecasting data, real data and number of 
samples, respectivelly. 

4. Result and Discussion 

4.1. Datasets 

NASA [34] provided the datasets used to train the ELM 
model, which are located at latitude -0.8457 and longitude 
134.0504. The data is based on Modern-Era Retrospective 
analysis for Research and Applications, Version 2 (MERRA-2) 
that starts to provide data from 1980. The elevation from 
MERRA-2 is average for a 0.5 x 0.625 degree latitude/longitude 
region about 944.25 meters. For the entire year 2021, there are 
8016 data items in the dataset for both solar irradiance and 
ambient temperatures. The solar irradiance data ranges from 0 to 
1033.38 Wh/m2, which is clear-sky surface shortwave downward 
irradiance combined with the all-sky insolation clearness index. 
In same way the ambient temperature ranges from 18.47 to 26.5 
°C, which is the MERRA-2 temperature at 2 meters.  The model 
can be used in the research area based on location-specific data. 
In fact, the model can be used in any other field that has the 
necessary data for the defined domains and is available to be 
trained. 

4.2. Training and Validation 

The training is carried out using the Windows X-compatible 
MatLab 2021b program. The PC’s hardware includes a Core i7-
2600 CPU running at 3.40 GHz with 4 GB of RAM. 

The datasets of 8016 from NASA are used to train the ELM 
model. The training time of 4.4375 seconds demonstrates the 
ELM's superiority, and its precision is sufficient, as indicated by 
a little modest MAE value. The test data is made up of data for 24 
hours, which is the average amount of time for the entire year 
2021. Training and testing with 5000 neurons take approximately 
4.4375 seconds and 0.0625 seconds, respectively. The validation 
of the model was done using mean absolute error (MAE), with an 
error of about 0.6392 for the developed model. 

4.3. Simulations 

The simulations are performed to forecast the Manokwari 
region's daily solar irradiation and ambient temperatures. Then 
the results are presented in Figures 2 to 5.  

The distribution of solar irradiation data is depicted in Figure 
2 as fluctuating between 0 and a maximum of 1022.9 Wh/m2. On 
the other side, hourly fluctuations occur at 14:00, when the 
difference between the minimum and maximum is rather large, 
measuring about 142.45 Wh/m2. The graph also demonstrates 
that the forecasted results were located within these gaps [1]. 

 
Figure 2: Solar irradiation distribution 

 
Figure 3: Forecasting of solar irradiation 

As shown in Figure 3, a candlestick diagram is used to 
present the data between the minimum and maximum as well as 
factual and forecasted data. A thin line in this graph joins the 
minimum and maximum data points. On the other side, a thick 
line connects the error rate, which is the discrepancy between the 
actual and forecasted data. According to the simulation results in 
Figure 3, the highest error rate occurs at 8:00, around 55.75 
Wh/m2. The thick line is currently white, implying that the 
difference is negative in size as a result of the projected result 
being greater than the actual data  [1]. 

 
Figure 4: Ambient temperature distribution 

 
Figure 5: Forecasting of ambient temperature 
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The ELM model also outputs ambient temperature in 
accordance with solar irradiation forecasts. The forecasted 
environmental temperatures are given in Figures 4 and 5 [1]. As 
seen in Figure 4, the data distribution simultaneously displays a 
relatively significant variation in the Manokwari region, in 
contrast to the distribution of data from solar irradiation. This 
region is close to the equator and directly adjacent to the Pacific 
Ocean, which indicates a considerable change in environmental 
circumstances. 

The candlestick diagram in Figure 5 depicts data changes 
between maximum and minimum data for the remainder of the 
year, with the highest data difference occurring at noon and being 
4.02 °C. The figure also shows the discrepancy between the actual 
and anticipated data, with the largest variance of approximately 
1.10 °C occurring around 16:00  [1]. 

4.4. Model Performances  

Using the same ELM data for both training and testing, a 
straightforward feedforward neural network (FFNN) is used to 
assess the model's performance. The results of the performance 
test indicate that more than 1000 neurons cannot be operated on 
the same machine, while the FFNN requires 203.3281 seconds 
for training and 0.1250 seconds for testing. The average 
deviations for both approaches are 0.03 °C and 0.28 Wh/m2, 
respectively  [1]. The comparisons revealed that the ELM model 
has the same accuracy as the FFNN in extremely fast computing. 
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Figure 6: Single line diagram 

4.5. Power Losses Minimization  

Surrounding the research location, a distribution line, namely 
the Rajawali feeder, is operated. The feeder consists of 33 load 
buses connected to 32 lines, as figured in Figure 6, with data 
attached in Tables 1 and 2 [29].  

Based on Figure 6, it can be seen that the distribution lines are 
connected in a radial connection. The longest line is from bus 1 to 
bus 18, where some tabs are taken from bus 6 to connect buses 26 

and 33 and a tab is added for the solar power plant penetration. 
The other branches of the feeder are taken from bus 2 to connect 
buses 19 and 22 and from bus 3 to connect buses 23 and 25. 

Table 1: Bus data 

No Bus 
Type* 

Voltage 
(pu) 

Angle 
(deg) 

Load Generation 
P (kW) Q (kVar) P (kW) Q (kVar) 

1 1 1.00  0.00  0.00  0.00  0.00  0.00  
2 2 1.00  0.00  100.00  60.00  0.00  0.00  
3 2 1.00  0.00  90.00  40.00  0.00  0.00  
4 2 1.00  0.00  120.00  80.00  0.00  0.00  
5 2 1.00  0.00  60.00  30.00  0.00  0.00  
6 2 1.00  0.00  60.00  20.00  0.00  0.00  
7 3 1.00  0.00  200.00  100.00  1000.00  0.00  
8 2 1.00  0.00  200.00  100.00  0.00  0.00  
9 2 1.00  0.00  60.00  20.00  0.00  0.00  
10 2 1.00  0.00  60.00  20.00  0.00  0.00  
11 2 1.00  0.00  45.00  30.00  0.00  0.00  
12 2 1.00  0.00  60.00  35.00  0.00  0.00  
13 2 1.00  0.00  60.00  35.00  0.00  0.00  
14 2 1.00  0.00  120.00  80.00  0.00  0.00  
15 2 1.00  0.00  60.00  10.00  0.00  0.00  
16 2 1.00  0.00  60.00  20.00  0.00  0.00  
17 2 1.00  0.00  60.00  20.00  0.00  0.00  
18 2 1.00  0.00  90.00  40.00  0.00  0.00  
19 2 1.00  0.00  90.00  40.00  0.00  0.00  
20 2 1.00  0.00  90.00  40.00  0.00  0.00  
21 2 1.00  0.00  90.00  40.00  0.00  0.00  
22 2 1.00  0.00  90.00  40.00  0.00  0.00  
23 2 1.00  0.00  90.00  50.00  0.00  0.00  
24 2 1.00  0.00  420.00  200.00  0.00  0.00  
25 2 1.00  0.00  420.00  200.00  0.00  0.00  
26 2 1.00  0.00  60.00  25.00  0.00  0.00  
27 2 1.00  0.00  60.00  25.00  0.00  0.00  
28 2 1.00  0.00  60.00  20.00  0.00  0.00  
29 2 1.00  0.00  120.00  70.00  0.00  0.00  
30 2 1.00  0.00  200.00  600.00  0.00  0.00  
31 2 1.00  0.00  150.00  70.00  0.00  0.00  
32 2 1.00  0.00  210.00  100.00  0.00  0.00  
33 2 1.00  0.00  60.00  40.00  0.00  0.00  

*Type of bus: 1:slack; 2:load; 3:generator 
Table 2: Line data 

No 
Line 

(From - 
To) 

Impedance (Ohm) 
No 

Line 
(From - 

To) 

Impedance (Ohm) 

R jX R jX 

1 1 - 2 0.0922 0.0470 17 14 - 15 0.5910 0.5260 
2 2 - 3 0.4930 0.2511 18 15 - 16 0.7463 0.5450 
3 2 - 19 0.1640 0.1565 19 16 - 17 1.2890 1.7210 
4 3 - 4 0.3660 0.1864 20 17 - 18 0.7320 0.5740 
5 3 - 23 0.4512 0.3083 21 19 - 20 1.5042 1.3554 
6 4 - 5 0.3811 0.1941 22 20 - 21 0.4095 0.4784 
7 5 - 6 0.8190 0.7070 23 21 - 22 0.7089 0.9373 
8 6 - 7 0.1872 0.6188 24 23 - 24 0.8980 0.7091 
9 6 - 26 0.2030 0.1034 25 24 - 25 0.8960 0.7011 
10 7 - 8 0.7114 0.2351 26 26 - 27 0.2842 0.1447 
11 8 - 9 1.0300 0.7400 27 27 - 28 1.0590 0.9337 
12 9 - 10 1.0440 0.7400 28 28 - 29 0.8042 0.7006 
13 10 - 11 0.1966 0.0650 29 29 - 30 0.5075 0.2585 
14 11 - 12 0.3744 0.1238 30 30 - 31 0.9744 0.9630 
15 12 - 13 1.4680 1.1550 31 31 - 32 0.3105 0.3619 
16 13 - 14 0.5416 0.7129 32 32 - 33 0.3410 0.5302 
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A solar power plant has been prepared to be installed on the 
Rajawali feeder, which is planned to be integrated into the grid 
through the feeder. The power plant has an output power of 1000 
kW, and the plant consists of 3498 PV panels with an output 
power of 260 Wp. The PV panel data is provided as follows. 

Optimum operating voltage (Vmp) : 30.60 V 
Optimum operating current (Imp) : 8.50 A 
Open–circuit voltage (Voc) :37.70 V 
Short–circuit current (Isc) : 9.15 A 
Maximum power (Pmax) : 260 W 
Efficiency :16 % 
Operating module temperature : -40 to 85 °C 
Maximum system voltage :1000 VDC 
Maximum series fuse rating :15 A 
Power tolerance : 0–3% 
Solar cell type : Monocrystalline 
Number of cells : 60 
Dimensions (mm) : 1636x992x45 

The solar power plant will be used as a model to investigate 
the use of ELM forecasting results to investigate the penetration 
effect of the solar power plant in increasing the voltage profile 
and thus improving power losses. The results will be compared 
with the existing operating conditions, which probably have high 
power losses in operation. 

The simulation is carried out using forecasting data from both 
NN and ELM methods. The forecasting results will then be 
converted into electrical energy, which will be integrated into the 
grid according to the specifications of the solar panels used and 
calculated using equation (6). The results of hourly load 
forecasting will also be influenced by the pattern of changes in 
load on each bus, which varies according to peak load times. The 
simulation results show an improvement in the voltage profile 
and power loss, as shown in Tables 3 and 4, and also illustrated in 
Figure 7. 

Table 3: Average voltage magnitude (p.u.) and load profile (kW) 

Bus Existing NN ELM Load Bus Existing NN ELM Load 
1 1.000 1.000 1.000 135.06 18 0.928 0.941 0.941 59.64 
2 0.997 0.998 0.998 85.47 19 0.995 0.996 0.996 74.16 
3 0.986 0.987 0.987 120.79 20 0.992 0.991 0.991 84.24 
4 0.983 0.985 0.985 66.00 21 0.990 0.990 0.990 93.02 
5 0.976 0.981 0.981 96.91 22 0.989 0.989 0.989 80.38 
6 0.968 0.978 0.978 80.29 23 0.985 0.984 0.984 73.44 
7 0.963 0.984 0.984 99.46 24 0.983 0.978 0.978 133.77 
8 0.955 0.976 0.976 113.71 25 0.983 0.975 0.975 63.01 
9 0.954 0.970 0.970 73.32 26 0.962 0.974 0.974 88.08 
10 0.953 0.965 0.965 94.15 27 0.961 0.971 0.971 67.16 
11 0.948 0.962 0.962 73.55 28 0.956 0.960 0.960 65.13 
12 0.941 0.958 0.958 69.21 29 0.953 0.952 0.952 62.47 
13 0.936 0.951 0.951 85.46 30 0.951 0.948 0.948 65.37 
14 0.935 0.949 0.949 69.00 31 0.949 0.944 0.944 77.83 
15 0.933 0.947 0.947 82.24 32 0.948 0.943 0.943 78.92 
16 0.929 0.944 0.944 140.82 33 0.948 0.942 0.942 99.92 
17 0.928 0.942 0.942 98.08 Avg 0.962 0.968 0.968 86.37 
 

The outer buses on the feeder are those of 18, 22, 25, and 33, 
which have the lowest average voltage on the lines. After the 
penetration of the solar power plant, the average voltages are 

increasing on the buses, except for bus number 22, which is 
highly influenced by the slack bus voltage, as shown in Table 3. 
Overall, the average voltage of the feeder is increased by the solar 
power plant from 0.962 to 0.968 for both NN and ELM 
forecasting. The voltage profile improvement also occurs in many 
cases of power plant injection into a grid, which acts as a 
distributed generator, as reported in references [9–11,14,17]. 

Table 4: Power Loss Minimization (kW) 

Time Existing NN ELM Time Existing NN ELM 
1 1.4050 1.4050 1.4050 14 1.6290 1.0760 0.4550 
2 1.4270 1.4270 1.4270 15 1.6020 1.0760 0.4660 
3 1.4110 1.4110 1.4110 16 1.5960 1.0760 0.4560 
4 1.4810 1.4810 1.4810 17 1.5510 1.0760 0.4560 
5 1.4840 1.4840 1.4840 18 1.5460 1.0760 0.4480 
6 1.4960 1.0760 0.4270 19 1.5640 1.5640 1.5640 
7 1.5020 1.0760 0.4320 20 1.5060 1.5060 1.5060 
8 1.5210 1.0760 0.4320 21 1.4780 1.4780 1.4780 
9 1.5060 1.0760 0.4380 22 1.4020 1.4020 1.4020 
10 1.5270 1.0760 0.4350 23 1.4050 1.4050 1.4050 
11 1.5960 1.0760 0.4420 24 1.4020 1.4020 1.4020 
12 1.5980 1.0750 0.4580 Σ 36.2280 29.9520 21.7640 
13 1.5930 1.0760 0.4540 % 100.0000 17.3236 39.9249 

The data in Table 4 shows that at night, the power loss 
forecast for the line will be the same as the existing condition. 
Therefore, the power loss simulation is carried out using the 
forward backward sweep (FBS) method. Furthermore, when the 
sun starts to shine, the power loss is analyzed by the Optimal 
Power Flow (OPF) method. This is a fact of the system because it 
is a pure radial distribution system without solar power 
penetration. Then the power loss problem needs to be solved with 
the FBS method because it will cause simulation calculation 
errors with the OPF method that is used for a complex power 
system. In a different way, during the day, there is energy 
penetration on the system's bus 7, transforming the system into a 
multi-machine system connected to a radial distribution system, 
where power loss problems should be counted using the OPF 
method.  

When the solar power starts to penetrate at 6 a.m., the ELM 
simulation shows a decrease in power loss until it reaches a 
maximum at around 12 p.m., and after noon, the power loss 
slowly increases as the solar radiation reaching the PV panel is 
reduced. The ELM method is smaller than the NN method 
because the ELM prediction gives more accurate results 
compared to the NN forecast, which yields a high percentage of 
power loss minimization. Data on the table shows that average 
power loss without solar power penetration is about 1.5095 
kW/hour, which is reduced in average by the penetration of about 
1.2480 kW/hour and 0.9068 kW/hour of NN and ELM 
forecasting, respectively. 

On the other hand, the simulation results show that the power 
loss simulated through NN forecasting tends to be constant 
throughout the solar power plant's operation. This resulted in less 
solar power penetration, and its contribution to the power loss is 
also less, as indicated by the small percentage of power loss, 
which is only 17.3236 % compared to the ELM forecasting 
percentage that reached 39.9249 %. 
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The standard deviations of power losses have decreased from 
6.9441 in the existing condition to 5.7440 and 4.2015 for both 
NN and ELM, respectively. This indicates that the performance 
of the system has improved with the penetration of solar power 
plants. However, the smallest standard deviation values indicate 
that power loss minimization represents a more accurate result of 
the ELM algorithm. 

 
Figure 7: Power losses improvement 

Figure 7 depicts the difference in power loss for the following 
day of the normal calculation versus the improved results due to 
the penetration of the 1000 kWp solar power plant on bus 7. The 
figure shows that there is a high power loss improvement 
predicted with ELM compared to the NN prediction, which tends 
to be stable throughout the operating time of the solar power 
plant. The prediction results show the accumulated power loss 
through NN predictions of 29.9520 kW and ELM predictions of 
21.7640 kW, which is slightly lower than the normal calculation 
of about 36.2280 kW. This prediction result is not high for 
predictions in the day ahead, but it will change significantly for 
long-term forecasting. 

Overall, the proposed method is done in the sequence of 
forecasting solar irradiation a day ahead in [1], injecting the solar 
irradiation into a power grid, calculating power flow in the grid, 
and investigating the power losses by comparing the results with 
another method. It is found that by applying the proposed method 
in a microgrid system, the average voltage is raised to 0.968 p.u. 
and further power losses in day-ahead operation can be 
minimized to 0.79% of the total load of 2763.84 kW. The 
proposed method is also valid in terms of accuracy as measured 
by standard deviation.  

5. Conclusions 

In this study, an ELM model has been developed to forecast 
solar data for the following day as well as data on the ambient 
temperature. The ELM model includes 5000 neurons in the 
hidden layer and was trained using annual datasets of about 8016 
items. The forecasting process takes 0.0625 seconds, while 
training takes 4.4375 seconds of CPU time. The model has been 
verified using the MAE approach and has a relatively low error 
rate of 0.6392, making it considered accurate enough to be used 
to forecast solar irradiation and the surrounding air temperature at 
the sampling sites. The ELM model's performances have also 
been compared with those of a straightforward feed-forward 
neural network (FFNN), which has the same accuracy but 
requires less time to train and evaluate. 

Power loss minimization for the day-ahead operation of a 
1000 kWp solar panel based on the ELM data forecasting can 

reach 21.7640 kW, or about 39.9249 percent, compared to the 
existing operation without solar penetration of about 36.2280 
kW. The power loss is reduced by the penetration of the solar 
power plant from 1.5095 kW/hour to 0.9068 kW/hour. 
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 In this paper, an automatic method for detection of olive trees in RGB images acquired by 
an unmanned aerial vehicle (UAV) is developed. Presented approach is based on the 
implementation of RetinaNet model and DeepForest Phyton package. Due to fact that 
original (pretrained) model used in DeepForest package has been built on images of 
various types of trees but without images of olive trees, original model detection was 
unsatisfactory. Therefore, a new image dataset of olive trees was created using sets of 
images chosen from five olive groves. For neural network training, individual olive trees 
were manually labeled, and new models were generated. Each model has been trained on 
different set of images from selected olive groves. Pretrained model and new models were 
compared and evaluated for various test scenarios. Obtained results showed high precision 
and recall values of proposed approach and great improvement in performance compared 
to the pretrained model. 
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1. Introduction 

It is predicted that close to 10 billion people will live on Earth 
by 2050 [1]. At the moment, about 37% of the total land surface is 
used for food production [2], and it is estimated that the necessary 
increase in food production between 2010 and 2050 will be 
between 35% to 56% [3]. Needed increase in production can be 
achieved by increasing the share of agricultural land and/or 
increasing productivity on existing agricultural land by applying 
the so-called precision or smart agriculture [4]. Olive (Olea 
Europea) is one of the most widespread plants and plantations in 
the world. Olive oil is a basic ingredient in Mediterranean cuisine, 
and it is popular all over the world. Worldwide, consumption of 
olive oil has been constantly increasing [5]. According to the latest 
reports of the International Olive Council 
(https://www.internationaloliveoil.org), worldwide olive oil 
production for 2020/2021 crop year was just above 3.000.000 tons. 
Spain is the largest producer of olives and olive oil in the world 
(close to 50% of world production) and EU countries in total 
produce around 70% of world production. In 2019, the global olive 
oil market size was above 13 billion US dollars, and it is projected 
to reach 16.64 billion US dollars by 2027, with annual growth of 
3.2% during the forecast period (2020-2027) [6].  

Therefore, olive trees and olive oil are economically very 
important for the producing countries. On the demand side, world 
consumption of olive oil has also witnessed a substantial growth in 
the course of the three past decades [7]. This makes olive growing 
and oil production a good choice for research and implementation 
of new approaches aiming to respond to the challenges in food 
production. Complex systems such as those in agriculture should 
be continuously monitored, measured, and analyzed. The above 
implies the use of new information and communication 
technologies [8]. Remote sensing is the process of detecting and 
monitoring physical characteristics of larger areas [9] using 
satellites, aircraft, and drones. Therefore, farmers don’t need to 
physically visit all parts of the land to gather data that can be used 
to analyze different aspects of the crop and yield. The application 
of artificial intelligence and machine learning in agriculture is 
increasingly intensive due to its ability to understand, learn and 
react to different situations (based on learning) in order to increase 
the efficiency and quality of production.  

Images collected for agricultural applications can be obtained 
from satellites such as ESA Sentinel-2A. However, these types of 
images depend on weather conditions (cloudiness) and have a low 
spatial resolution (Sentinel up to 10 m), which is not satisfactory 
for certain treatments [10]. It is to be expected that the temporal 
and spatial resolution will improve over time, but problems with 
clouds will certainly remain. The use of drones for data collection 

ASTESJ 

ISSN: 2415-6698 

* Corresponding Author: Vladan Papić, FESB, Ruđera Boškovića 32, Split, 
Croatia, vpapic@fesb.hr 

Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 87-96 (2023)  

www.astesj.com   

Special Issue on Computing, Engineering and Multidisciplinary Sciences 

 

https://dx.doi.org/10.25046/aj080210  

http://www.astesj.com/
https://www.internationaloliveoil.org/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj080210


I. Marin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 87-96 (2023) 

www.astesj.com     88 

enables higher spatial resolution, the time of recording images is 
determined by the user, and data can be collected even in cloudy 
weather. A greater number of camera types are available (RGB, 
multispectral, hyperspectral, thermal). The collected data are of 
significantly higher quality than those collected by satellite [11]. 
Also, UAV-based imaging implies lower operational costs 
compared to imaging systems on manned aircraft or satellites, so 
it can be considered a preferred solution for monitoring smaller 
regions. The collected images can be used after applying different 
computer vision algorithms for different types of applications, 
such as counting and estimating the size of trees [12,13], assessing 
fruit maturity [14], assessing crops [15], plant diseases [16], etc. 

Importance of counting and identification of olive trees in 
aerial images can be explained by multiple reasons. Perhaps the 
most obvious reason is that the number of trees is a fundamental 
criterion for the access to public grants by olive tree farmers. 
Another reason is the fact that crop yield estimation is based on the 
number of trees in the orchard (along with other parameters such 
as number and volume of fruits). Furthermore, irrigation plans and 
water management are based on inventory and arrangement of the 
trees in the orchard [17][18]. Also, detection and localization of 
individual tree is prerequisite for more advanced analysis of plant 
health and fruit status using remote sensing technology. 

Counting of trees by humans is prone to errors but, first of all, 
it is tiresome and time-consuming. Therefore, automatization of 
this process is lately in focus of research community [19]. 
Availability of various sources of aerial images such as high-
resolution satellite images, images acquired by unmanned aerial 
vehicles (UAVs) combined with advanced image processing 
algorithms, makes this task solvable.  

The availability of different sensors has enabled different 
approaches in the detection of individual trees during the last 
decade. For example, some authors use hyperspectral and airborne 
laser scanning (ALS) for tree detection and classification [20]. In 
contrast to hyperspectral sensors that can use several hundreds of 
narrow frequency bands (10-20 nm) for detection, multispectral 
sensors usually use 3 to 15 frequency bands.  The width of these 
bands is usually slightly larger. For example, the multispectral 
camera used by the popular UAV DJI Phantom 4 has, in addition 
to the RGB sensor (visible spectrum), 5 more monochrome sensors 
with a width of 32 or 52 nm. Captured wavelengths are: blue (450 
nm ± 16 nm), green (560 nm ± 16 nm), red (650 nm ± 16 nm), red 
edge (730 nm ± 16 nm), near-infrared (840 nm ± 26 nm). Images 
obtained from hyperspectral sensors contain much more data than 
images from multispectral sensors and have a greater potential to 
detect differences among land and water features. However, 
multispectral sensors are very popular for precision agriculture 
because they are much cheaper than hyperspectral sensors. Also, 
from available multispectral information, various vegetation 
indexes can be calculated [21]. Vegetation indexes calculated for 
each image pixel can be used to enhance the presence of green, 
vegetation features and thus may distinguish plants from the other 
objects present in the image [22-24]. One of the most frequently 
used and implemented vegetation indexes calculated from 
multispectral information as normalized ratio between the red and 
near infrared bands is the Normalized Difference Vegetation Index 
(NDVI). NDVI correlates with chlorophyll, which in turn 
correlates with plant health (Figure 1). Based on calculated NDVI 

and utilization of red band thresholding, the algorithm for detection 
of olive trees, resulted in an overall estimation error of 1.3% [22]. 
Jan Peters et al. proposed an object-based classification method for 
detection of olive trees from multi-spectral images [23]. This 
approach was comprised of a four-step model: image 
segmentation, feature extraction, classification, and result 
mapping. Obtained overall accuracy was 84.3%. 

 
Figure 1: Example of a NDVI olive orchard image obtained with multispectral 

camera. 

Sensor data can be used for more advanced image processing 
and analysis. The most popular classical methods of image 
analysis include machine learning (K-means, support vector 
machines - SVM), wavelet-based filtering, vegetation indices and 
regression analysis [25, 26]. In the image processing procedure, a 
preprocessing step is common (image segmentation, contrast 
enhancement and edge detection, color model selection, noise 
removal by filtering, feature extraction by various transformations, 
dimensionality reduction), after which object-based image analysis 
(OBIA) is performed [27].  

An approach that uses classical image methods for the 
automatic detection and recognition of a single tree and labelling 
is presented in [28]. Authors pre-processed the images with the 
unsharp masking followed by improved multi-level thresholding-
based segmentation. The circular Hough transform was applied for 
the identification of the circular blobs that presented single trees. 
Another study presented an algorithm that used RGB satellite 
images for a classification system. The system consists of several 
steps: it includes image pre-processing, image segmentation, 
feature extraction and classification [29]. All images were 
preprocessed to suppress the additive noise. Next, the region of 
interest was segmented from the pre-processed images using K-
Means segmentation, through which statistical features were 
extracted and classified. The best classification results reported in 
that paper were achieved with Random Forest that outperformed 
other tested algorithms by an overall accuracy of 97.5%. 

As in many other areas, deep learning has played an 
increasingly important role in the field of image processing in 
agriculture in recent years [30]. Changes in lighting, camera 
position and camera distance (height) to the ground significantly 
affect the performance of classical methods compared to methods 
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that use deep learning. Compared to classical methods, the 
approach using deep learning requires larger computing resources 
and larger databases of labeled images for learning. The 
aforementioned limitations have been overcome or largely 
removed in recent years due to the availability of advanced 
graphics processors and tools for easy labeling of learning images. 
Also, publicly available image databases such as PASCAL Visual 
Object Classes (PASCAL VOC), Microsoft Common Objects in 
COntext (COCO) and ImageNet, which contain thousands of 
object classes and millions of images and are available to 
researchers for model training, are also useful in this area. Deep 
learning models can be tuned and trained to detect fruits on these 
bases using transfer learning. However, it can be noted that the 
mentioned bases do not contain images of orchards [31]. 

One recent example of implementation of deep learning for 
identification and mapping of trees can be found in [32]. In the 
presented approach, the UAV RGB photograph of the forest was 
automatically segmented into several tree crown objects using 
color and 3D information and the slope model. After that, an 
object-based CNN classification was applied for each crown 
image. Classification results of the presented system showed good 
results in classifying seven tree classes, including several tree 
species with more than 90% accuracy. Another recent paper 
presents deep learning-based approach for estimating the 
biovolume of individual trees [33]. In this paper, authors used 
Mask R-CNN and UAV images for olive tree crown and shadow 
segmentation. 

DeepForest is an open-source (MIT license) Python package 
that uses deep learning object detection networks to predict 
bounding boxes corresponding to individual trees in RGB imagery 
[34]. In order to make training models for tree detection simpler, 
DeepForest use the RetinaNet model [35, 36] from the 
TorchVision package [37]. More precisely, the model was trained 
on images from 40m x 40m windows obtained from 1km x 1km 
maps downloaded from National networks of ecological 
observatories (NEON) using a semi-supervised LiDAR-based 
algorithm to generate millions of moderate-quality annotations for 
model pretraining. In the next step, the pretrained model was 
retrained on over 10,000 hand annotations of RGB imagery from 
six NEON sites which further improved generalization abilities. 
Obtained model can be used directly to make predictions for new 
data or used as a foundation for retraining the model using labelled 
data from a new application. 

Individual tree detection may not seem particularly difficult 
computer vision task at first, but it can be a demanding task for 
various reasons. Perhaps the biggest problem are closely planted 
trees forming joint crowns. In olive growing, this type of problems 
is related to extensive types of orchards (orchards with lower 
productivity per hectare, low mechanization level, small amount 
of labor relative to the area under cultivation) which is not usual 
for larger plantations with larger production of olive fruits and oil. 
Other challenges are related to varying sizes of trees in an orchard, 
misaligned plantation of trees, different types of soil and 
vegetation under trees, etc. As a result, there is quite vivid research 
activity in this field. 

Although the use of other types of sensors, such as 
multispectral ones, could make the detection and labeling of 

individual trees simpler (as could be assumed by analyzing Figure 
1), in this work we are focused on the use of RGB sensors as the 
most widespread and cheapest. In order to simplify and speed-up 
the process, only 2D information from the obtained terrain maps 
was used. Our approach is based on the implementation of deep 
neural networks for detection, more precisely on adaptation of the 
DeepForest package. Due to fact that original (prebuilt) model 
used in DeepForest package has been built on images from various 
types of trees but without images of olive trees, it was expected 
that results obtained on that model would not be good enough for 
implementation on olive groves.  Therefore, a new image dataset 
of olive trees was created, individual olive trees were labeled, and 
new models were created. New models were built using different 
sets of images chosen from five olive groves. Since those olive 
groves had different characteristics, choice of olive groves used for 
model creation was important for detection results. This paper is 
an extension of work originally presented in conference 2022 
International Conference on Software, Telecommunications and 
Computer Networks [38]. In this work, comparing to conference 
paper, a more detailed explanation of multiple models creation will 
be given. Also, in addition to detailed comparison of various 
models, analysis of the detection results for one olive orchard 
monitored in different seasons of year will be done.  

Contributions of this paper are following: we propose a 
methodology for automatic olive trees detection based on 
adaptation of publicly available open source DeepForest package. 
Image dataset of five olive orchards were annotated and used for 
further research. Also, we present analysis on the variability of the 
olive trees detection results with the same neural network model in 
the case of olive grove surveillance at different times of year. 

 The remainder of the paper is organized as follows: in Section 
2 the proposed methodology is described, along with the test sites 
description and used software tools. In Section 3, a detailed 
description of used procedure is given. Section 4 presents the 
results of the tree detection based on implementation of our 
models. The discussion and conclusion are then presented in 
Section 5. 

2. Materials and Methods 

2.1. Study Sites 

For this study, five olive orchards were surveyed (Figure 2). 
Two orchards were in Mravinci, north of Split, Croatia 
(Mravinci01: 43°31’40.7” N, 16°30’57.8” E and Mravinci02: 
43°31’37.4” N, 16°30’57.8” E). Both olive orchards at this 
location can be classified as extensive. They are characterized with 
irregular pruning and non-uniform shaping of trees. Most of the 
trees are free vise shaped while smaller number of trees have 
monoconical and globe shaped plants. Other three orchards were 
located in Tinj, south-west of city of Benkovac in Zadar County, 
Croatia (Tinj01: 44°00’49” N, 15°28’13.2” E, Tinj02: 44°01’10.6” 
N, 15°28’19.5” E and Tinj03: 44°00’26” N, 15°29’31.0” E). All 
olive trees at this location were vise shaped and rather heavy 
pruned. Since olive orchard at Tinj03 location is quite large 
(12.000 olive trees), surveillance with UAV did not cover all 
plants. In four separate flights (Flight01, Flight02, Flight03, 
Flight04), around 5% of total area was covered (around 600 olive 
plants detected and annotated). Each flight for this olive grove was 
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used for generating separate map and, in this paper, each is treated 
individually for the analysis. 

 
Figure 2: Locations of surveyed olive groves (Dalmatia region, Croatia). Three 

olive orchards in Tinj and two in Mravinci. 

Also, one of the orchards (Tinj02) has been mapped in two 
different seasons of year (May and December) in order to analyze 
differences in detection performance not only for different 
orchards but also for the same orchard surveilled at different 
seasons and times of day.   

Both observed regions have a Mediterranean climate 
characterized by dry summers and mild, wet winters. The UAV 
flights were performed on five dates: 10 May 2021 (Mravinci01), 
11 May 2021 (Tinj01 and Tinj02), 20 December 2021 (Tinj02), 18 
January 2022 (Mravinci02) and 5 April 2022 (Tinj03). 

2.2. UAV for Images Acquisition 

Nine image datasets were acquired using high resolution 
sensors onboard UAV platform to monitor the olive groves. RGB 
and multispectral images were collected using the camera on DJI 
Phantom 4 Multispectral drone. DJI Phantom 4 Multispectral 
drone is equipped with camera with six 1/2.9” CMOS 
(Complementary metal–oxide–semiconductor) image sensors. 
One CMOS sensor is RGB sensor for visible light imaging while 
other five sensors are used for multispectral imaging. Each sensor 
has 2.08 megapixels (MP).  

For this research, we used only information from RGB sensor. 
In order to collect images needed for making the map of an olive 
orchard, UAV was programmed to fly at 35 m above ground 
altitude (AGL) with airspeed of 5 m/s. The forward and sideway 
image overlaps were 75%. Ground sampling distance (GSD) was 
2 cm. 

2.3. Software Tools 

DJI Terra (https://www.dji.com/hr/dji-terra) was used as a 
flight planner software. Also, this software was used for stitching 

of the collected multispectral and RGB images and production of 
2D terrain maps of monitored olive orchards (Figure 3). Since 
maps generation is a compute-intensive process, minimum 
hardware configuration for map reconstruction using DJI Terra is 
16GB RAM and a NVIDIA graphics card with at least 4GB 
VRAM. For this purpose, one NVIDIA GForce RTX 3060 GPU 
with 12 Gb VRAM was used.  

 
Figure 3: Maps of olive groves. a) Mravinci01, b) Mravinci02, c) Tinj01, d) 

Tinj02, e1) Tinj03 – Flight01, e2) Tinj03 – Flight02, e3) Tinj03 – Flight03, e4) 
Tinj03 – Flight04. 

Labeling of individual olive trees on generated olive orchard 
maps was done using Computer Vision Annotation Tool 
(https://www.cvat.ai/). It is a free (for individual data scientists and 
small teams) web-based image and video annotation tool used for 
labeling data for computer vision algorithms. Labeled annotations 
for object detections was done in Pascal VOC format [39]. Each 
label is defined with four values (xmin, ymin, xmax, ymax): where xmin 
and ymin are coordinates of the upper left corner of the rectangle 
label and xmax and ymax are coordinates of the lower right corner of 
the rectangle label. 
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Implementation and evaluation of object (olive tree) detectors 
and image processing was done using Python 3.10.4. programming 
language with the DeepForest package that comes with the prebuilt 
RetinaNet model from the torchvision package. Proposed 
implementation has been done on Windows operating system 
although the package has been tested also on MacOS, and Linux. 

2.4. RetinaNet Detector 

Popular object detection models can be broadly classified into 
two categories: two-stage and single-stage detectors. Two-stage 
detectors are using one model to extract regions of objects (first 
stage), and a second model is used to classify and further refine the 
localization of the object (second stage). Single-stage detectors 
have only one model which skip the region proposal stage of two-
stage models and run detection directly over a dense sampling of 
locations. Comparing to two-stage detectors, these types of models 
usually have faster inference (possibly at the cost of performance) 
[40]. RetinaNet is a single-stage detector which is fast and has 
accuracy comparable to two-stage detectors. RetinaNet uses a 
feature pyramid network (FPN) [41] which enables the detection 
of objects at multiple scales and introduces a new loss, the Focal 
loss function [35], to alleviate the problem of the extreme 
foreground-background class imbalance. Focal Loss function 
approach addresses this problem that occurs in single-stage 
detectors by assigning less weight to easily classified examples and 
focusing on correcting misclassified ones. RetinaNet’s network 
architecture FPN backbone is on top of a feedforward ResNet 
architecture [42] with the goal of generating rich, multi-scale 
convolutional feature pyramid. RetinaNet attaches two 
subnetworks to this backbone, one for classifying anchor boxes 
and one for regressing from anchor boxes to ground-truth object 
boxes (Figure 4). 

 
Figure 4: ResNet network architecture. 

3. Procedure 

After collecting sets of images for five olive orchards 
(parameters described in Section 2.2.), maps of olive groves for 
each flight were obtained with DJI Terra software. Each map was 
annotated using CVAT i.e. individual olive trees were labeled as a 
ground truth. However, generated maps have higher resolution 
than the images used for training the prebuilt RetinaNet model 
from the DeepForest package. Furthermore, their resolution may, 
generally, vary depending on the flight parameters and used 
sensor.  

In order to get better predictions, it is necessary to divide each 
map into smaller windows that are more similar to the data on 
which the DeepForest model was trained. When forecasting, the 
input map is divided into smaller overlapping windows and then 
the model in each window tries to detect trees. Detections from all 
windows are then collapsed into detections (predictions) on the 

entire map, while redundant filtering is carried out frame by the 
non-max suppression method. This method keeps only the highest 
reliability frame from all detections whose predicted limit frames 
match more than the default intersection over union (IoU) 
threshold (Figure 5).  

 
Figure 5: IoU illustration. 

First detection results were obtained using the pretrained 
DeepForest model. Different window sizes (ranging from 600 x 
600 to 1000 x 1000 pixels with a step of 50) with different 
"overlaps" (10-40% with a step of 5%) were tested and evaluated 
on maps Tinj1 and Tinj2 (Figure 3). During inference, the model 
tries to detect olive trees on each window, and afterwards, 
detections from all windows are compressed into detections on the 
whole map.  

Finally, the windows size of 750 x 750 pixels was chosen with 
an overlap of 20%. For the pretrained model, the best predictions 
were obtained using confidence limit (τ) of 0.3. 
Table 1: Models trained, N – total number of trees in maps (ground truth objects) 

Model Trained on maps N 
M1 Tinj02 69 
M2 Tinj03 – Flight01 133 
M3 Tinj02, Tinj03 – Flight01 202 
M4 Tinj02, Tinj03 – Flight01, Tinj03 – Flight04 356 
M5 Tinj03 – Flight01, Tinj03 – Flight04 287 
M6 Tinj02, Tinj03 – Flight01, Mravinci02 277 
M7 Tinj02, Tinj03 – Flight01, Tinj03 – Flight04, 

Mravinci02 
431 

M8 Tinj01, Tinj03 – Flight01, Tinj03 – Flight04, 
Mravinci02 

381 

Since the prebuilt model had been trained on various types of 
trees and not olives, further steps were needed in order to improve 
predictions and reduce the number of other trees being detected as 
olive trees. Therefore, an adaptation of the pretrained RetinaNet 
model to the local data using transfer learning was done. During 
this step, eight new models were trained. For each model, different 
labeled maps were used for training (Table 1). 

Again, for new models, various windows sizes with different 
"overlaps" were tested. After tests, an image size of 1000 × 1000 
pixels with 40% overlap was chosen. 

Each network was trained for five epochs with stochastic 
gradient descent with a momentum of 0.9, a learning rate equal to 
0.001 and a confidence threshold of 0.7. All trained models used a 
confidence threshold of 0.5 at inference time. As already written, 
a confidence threshold of 0.3 was chosen for the pretrained model 
because, in this case, all predicted bounding boxes had low 
confidence scores. 
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4. Results 

4.1. Performance Evaluation 

In order to evaluate the proposed methodology, exact number 
of olive trees in the evaluation areas was determined by a human 
observer (ground truth). The performance assessment of the 
methodology was approached by comparing the actual number of 
plants, and their distribution with the results of detection of a deep 
neural network for eight created models (and pretrained model).  

A number of metrics defined below are proposed for 
quantitative assessment.  

 
Figure 6: Examples of TP, FP and FN bounding boxes when default IoU = 0.5. 

Using the calculated IoU value each predicted bounding box is 
classified into one of the following categories (illustrated in Figure 
6): 

• True Positive (TP): detection is correct (predicted frame 
matches with correct) if valid IoU >= threshold, 

• False Positive (FP): the detection is wrong (a frame is 
provided for the object which is not in the picture, or the 
intended frame does not match the correct one) if IoU < 
threshold, 

• False Negative (FN): the object in the image is not detected.  
Precision: presents the hit ratio for the trees found by the 
algorithm. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

= 𝑇𝑇𝑇𝑇
𝑎𝑎𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

  (1) 

where TP (true positives) is the number of olive trees correctly 
identified by the algorithm, and FP (false positives) is the number 
of instances wrongly proposed by the algorithm as potential olive 
trees. 

Recall: presents the proportion of the trees correctly found by 
the algorithm. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

= 𝑇𝑇𝑇𝑇
𝑎𝑎𝑎𝑎𝑎𝑎 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

  (2) 

where FN (false negatives) is the number of olive trees that were 
not identified.  

F1 score: the harmonic mean of precision and recall, 

𝐹𝐹1 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 1
1

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+
1

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
= 2𝑥𝑥 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑥𝑥 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃+𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
 (3) 

For the calculation of previous metrics, IoU value of 0.5 was 
used (the most commonly used values for IoU are 0.5 and 0.75 
[43]). 

Average precision (AP): summarizes the precision recall curve 
into one number, it can be interpreted as the area under the 
precision-recall (PR) curve. 

𝐴𝐴𝐴𝐴 = ∫ 𝑝𝑝(𝑟𝑟)𝑑𝑑𝑑𝑑1
0    (4) 

where p(r) is Precision for particular Recall value.  

Precision – Recall (PR) curve is obtained by plotting points 
(r(τ), p(τ)) where r(τ) and p(τ) denote precision and recall at 
confidence threshold τ. In practice, the area is calculated under 
interpolated monotone curve instead of the actual ”zig-zag” PR 
curve. Average precision is calculated according to MS COCO 
[44]. For AP calculation, 101 recall points on the PR curve are used 
(0 to 1 with a step size of 0.01). More precisely, AP@0.5 
calculated with a fixed IoU threshold of 0.5 is used, while AP is 
obtained by averaging AP@α for IoU thresholds α from 0.5 to 0.95 
with a step size of 0.05. 

4.2. Evaluation Results 

In this section, the evaluation results for the trained olive tree 
detectors will be presented. Tables 2 and 3 show evaluation results 
of all 9 models on maps Tinj03 - Flight02 and Tinj03 - Flight03. 
As it can be seen from Table 1, these maps weren’t used for any 
model’s training. 

Combined results for both maps (Tinj03 - Flight02 and Tinj03 
- Flight03) are presented in Table 4.  

This maps present parts of a large orchard (each map 
corresponds to one drone flight). Since the implementation of  
computer-based tree counting and labeling is particularly 
interesting for large orchards (small orchards are economically less 
significant), results for that type of orchards are the focus of our 
interest and basis for a future applications. 

As expected, model (M5) for which training phase used only 
other parts (maps) of the same orchard (Tinj03), showed slightly 
better results than others but differences were not significant, 
moreover, two models have higher precision (M2 and M8) and one 
(M8) has higher AP. Recall and F1 measure, as can be seen, of the 
pretrained model lags significantly behind models trained on  
images of olive groves obtained by drone. 

Table 2: Results for map Tinj03 – Flight02 

Model Precision Recall F1 AP@0.5 AP 
pretrained 0.1212 0.0258 0.0426 0.0069 0.0044 
M1 0.3333 0.1935 0.2449 0.1034 0.0354 
M2 0.9434 0.9677 0.9554 0.9585 0.6484 
M3 0.9212 0.9806 0.9500 0.9754 0.6652 
M4 0.9375 0.9677 0.9524 0.9567 0.6037 
M5 0.9500 0.9806 0.9651 0.9750 0.6441 
M6 0.9379 0.9742 0.9557 0.9632 0.6408 
M7 0.9157 0.9806 0.9470 0.9645 0.6367 
M8 0.9487 0.9548 0.9518 0.9479 0.6512 

Table 3: Results for map Tinj03 – Flight03 

Model Precision Recall F1 AP@0.5 AP 
pretrained 0.2667 0.0500 0.0842 0.0194 0.0092 
M1 0.4545 0.2188 0.2954 0.1565 0.0352 
M2 1.0000 0.8875 0.9404 0.8812 0.5256 
M3 0.9605 0.9125 0.9359 0.9094 0.5650 
M4 0.9813 0.9813 0.9813 0.9787 0.6016 
M5 0.9691 0.9813 0.9752 0.9799 0.6514 
M6 0.9419 0.9125 0.9270 0.8968 0.5034 
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M7 0.9398 0.9750 0.9571 0.9604 0.5981 
M8 0.9810 0.9688 0.9748 0.9601 0.6474 
Table 4: Mean metrics value on maps Tinj03 – Flight02 and Tinj03 – Flight03 

Model Precision Recall F1 AP@0.5 AP 
pretrained 0.1939 0.0379 0.0634 0.0131 0.0068 
M1 0.3939 0.2061 0.2701 0.1300 0.0353 
M2 0.9717 0.9276 0.9479 0.9199 0.5870 
M3 0.9409 0.9466 0.9429 0.9424 0.6151 
M4 0.9594 0.9745 0.9668 0.9677 0.6026 
M5 0.9596 0.9809 0.9701 0.9774 0.6478 
M6 0.9399 0.9433 0.9413 0.9300 0.5721 
M7 0.9277 0.9778 0.9520 0.9625 0.6174 
M8 0.9649 0.9618 0.9633 0.9540 0.6493 

According to the results from table 4, it can be commented that 
models M5 and M8 stand out as the best possible options in this 
case.  

Since majority of models used some maps from Tinj03 orchard 
(7 out of 9), more objective detection results may be the ones 
obtained for Tinj02 orchard (5 out of 9). Results for Tinj02 are 
presented in Table 5. 

Again, the best model (M4) in this case, used map of the 
orchard in the training phase. The best model for previous case 
(M5) showed rather low precision result (0.7941) while one of the 
best models for detections on Tinj03 maps – M8 showed rather 
high precision (0.9552) and recall (0.9275) values on this map, 
also.  Both models, M5 and M8 have not used Tinj02 maps in 
training phase. Detections obtained by applying these two models 
to two evaluation maps and the Tinj02 map (neither of these 
models used Tinj02 map for the training) compared to detections 
of the pretrained model are presented in Figure 7.  

Table 5: Results for map Tinj02 (flight from May 2021). 

Model Precision Recall F1 AP@0.5 AP 
pretrained 0.6585 0.7826 0.7152 0.669 0.2795 
M1 0.9296 0.9565 0.9429 0.9465 0.5526 
M2 0.873 0.7971 0.8333 0.7472 0.2496 
M3 0.8481 0.971 0.9054 0.9669 0.5378 
M4 0.9571 0.971 0.964 0.9661 0.5688 
M5 0.7941 0.7826 0.7883 0.7358 0.1567 
M6 0.9286 0.942 0.9353 0.9374 0.5684 
M7 0.9167 0.9565 0.9362 0.9291 0.512 
M8 0.9552 0.9275 0.9412 0.9146 0.4582 

Corresponding to this, Table 6 presents the exact number of 
detected olive trees, ground-truth labels, TP, FP, and FN. It can be 
noted that, on map Tinj03 - Flight 02 (Figure 7), in both models 
(M5 and M8), some of the fig trees planted between olives were 
mistaken for olive trees.  

Next evaluation was done on the detection results for an 
extensive orchard that has not been used for training of any model 
(Mravinci01 – Figure 3.a.). Mravinci01 can be seen as a special 
case of the olive grove because it is characterized by irregular 
pruning, overlapping tree crowns, and the non-uniform shaping of 
trees. Moreover, in this aerial image, various types of trees are also 
present, apart from olives. In the case of the map Mravinci01, even 

human annotators have a hard time labeling olive trees. Precision 
and recall values are significantly lower than in previous cases. 

 
Figure 7: Detections made by model M5, model M8 and pretrained models. True 

positive (TP) detections are shown in blue, false positive (FP) detections are 
shown in red. 

Table 6: Model M5, model M8 and pretrained model detections on maps Tinj03 
– Flight02, Tinj03 – Flight03 and Tinj02 

map true 
boxes 

model detections TP FP FN 

Tinj03 – 
Flight02 

155 M5 160 152 8 3 
M8 156 148 8 7 
pretrained 33 4 29 151 

Tinj03 – 
Flight03 

160 M5 162 157 5 3 
M8 158 155 3 5 
pretrained 30 8 22 152 

Tinj02 69 M5 68 54 14 15 
M8 67 64 3 5 
pretrained 82 54 28 15 

Best precision was achieved with model M6 (0.5068) and 
highest recall was achieved with model M3 (0.6138). This is 
expected due to aforementioned reasons, as well as lack of proper 
training examples for model generation (only Mravinci02 map can 
be considered as extensive orchard but with larger distances 
between trees). However, even here, significant improvement of 
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generated models over pretrained model can be confirmed - 
precision for pretrained model was 0.1205 and recall 0.0516. The 
pretrained model produced drastically more false positives, 
especially on the part of the map with the pine trees (Figure 8). 

 
Figure 8: Special case: M6 vs Pretrained model comparison for olive grove 

Mravinci01. 

Finally, we present analysis results of differences in detection 
performance for the same orchard surveilled at different seasons 
and times of day.  One of the test orchards (Tinj02) has been 
mapped in May (and used for generating some of models presented 
in Table 1) and later in December of the same year (2021). 
Detection results for second flight (map) are given in Table 7. 

Table 7: Results for map Tinj02 (flight from December 2021). 

Model Precision Recall F1 AP@0.5 AP 
pretrained 0.6706 0.7215 0.6951 0.5425 0.1995 
M1 0.8462 0.8354 0.8408 0.8217 0.367 
M2 0.75 0.6456 0.6939 0.4926 0.1676 
M3 0.8222 0.9367 0.8757 0.9039 0.4976 
M4 0.9605 0.9241 0.9419 0.92 0.5043 
M5 0.9016 0.6962 0.7857 0.6863 0.2983 
M6 0.9737 0.9367 0.9548 0.9302 0.5083 
M7 0.9012 0.9241 0.9125 0.9124 0.4457 
M8 0.9733 0.9241 0.9481 0.9196 0.4576 

As opposite to results presented in Table 5, for the second 
flight, the best performance has been achieved with model M6. 
Interesting, performance of some models was better for December 
flight than for May flight (M6, M8). Precision and recall 
comparison for all models is presented in Figures 9 and 10.  

 
Figure 9: Precision comparison for Tinj02 maps. 

 
Figure 10: Recall comparison for Tinj02 maps. 

When compared to variations (absolute differences) in results 
for all models between two similar maps taken the same day in the 
same large orchard, absolute differences were similar. For 
instance, average absolute difference for precision results between 
maps generated for Tinj02 flights is 0.048 while the average 
absolute difference for precision results between maps generated 
for Tinj03-Flight02 and Tinj03-Flight03 is 0.054. This implies that 
detection results for the same olive orchard are not to be 
significantly degraded during period of several months. However, 
this should be confirmed on a larger number of test cases.   

5. Discussion and conclusion 

Automatic olive tree detection is a task with many challenges. 
Acquired images of the olive groves can vary significantly due to 
different types of soil and vegetation in orchards, changes in 
vegetation during seasons, the age of the orchard and tree sizes, 
irregular pruning and pruning types, the non-uniform shaping of 
trees, changes in weather conditions and illumination. Also, trees 
in the orchard can be planted very closely, forming joint crowns, 
and making it very difficult, even for human annotator, to label 
individual tree. In this paper, we presented a procedure for 
development of a deep learning object detector for detecting 
individual olive trees from aerial RGB images by fine-tuning the 
prebuilt RetinaNet model on local data.  

During development of the olive trees object detector, several 
models were trained using a different training set of images - 
different olive grove maps. Maps of five diverse olive groves 
(small and large) were generated but the focus was on 
automatization of monitoring a large olive grove such as Tinj03. 
Comparison of model performance for the olive tree detection in 
different times of the year was presented. As it can be seen from 
the obtained results, there was generally no degradation in 
detection. For some particular tests such as evaluation of detections 
from diverse parts of the orchard in Tinj03, the best performing 
models were the model M5 which uses only other parts of the same 
orchard as the training data, and model M8, which expands that 
data with images from two other olive groves (Tinj01 and 
Mravinci02). As already said, even though the olive groves such 
as Tinj03 will be the focus of future research, a trained detector 
should be generalizable to orchards with diverse vegetations and 
various-sized olive trees. In this context, for further use, we 
propose the model M4 and, alternatively, M8. Although there is no 
clear winner between tested models, perhaps M4 could be 

http://www.astesj.com/


I. Marin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 87-96 (2023) 

www.astesj.com     95 

considered as the most reliable. Proposed model (M4) has been 
trained on 356 ground truth olive trees while the runner-up (M8) 
has been trained on 381 ground truth olive trees which classifies 
them in top 3 models according to the number of trees used for 
training. This indicates that further improvements can be expected 
with additional training examples.  

Comparing to the prebuilt model that showed very poor 
performance in olive trees detection, experimental results have 
shown the dominance in performance of fine-tuned models. 
Achieved precision and recall even with the relatively small 
training dataset (generally > 95% for heavy pruned orchards) 
makes this approach useful for the implementation. 

Findings related to the fairly stable detection results of the same 
olive orchard taken several months apart are certainly interesting 
because, to the best of our knowledge, there has been no such 
analysis in the literature so far. 

There are several directions for future research. The most 
imminent one should be utilizing the olive-tree detector for olive 
groves analysis, such as crop yield estimation and monitoring plant 
health and fruit status using vegetation indices. Automated 
collection of images of individual olive trees will greatly speed up 
and facilitate the analysis process. Image processing procedures 
aimed at obtaining information about plant health (e.g. from NDVI 
index values) or plant water status (e.g. from thermal camera data) 
will be able to be automated, because in this way only the part of 
the image related to an individual tree (output from the detector) 
will be brought to the input. 

Moreover, as noted, there is still room for further improvement 
of the obtained detection model(s) by expanding the existing 
training datasets with more aerial images of olive trees from 
different localities, types of pruning and in different seasons to 
obtain more robust olive detectors. 
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 Decision-makers must make a suitable sequence of decisions under uncertainty in a 
relatively long period for particular projects and situations. Conventional decision-making 
approaches under uncertainty are based on expected utility theory and do not sufficiently 
reflect the one-time nature of decisions. Similarly, the conventional approaches do not 
adequately incorporate the decision-maker’s intuitions in the decision-analysis process. 
Numerous studies have demonstrated that salience information (attention-grabbing) is 
crucial in human decision-making exercises. However, there is limited information on the 
decision-making approaches incorporating the salience information and the applications of 
such approaches in actual practice. This study applies an approach called the multistage 
one-shot decision-making approach (MOSDMA) to reevaluate a previous decision problem 
related to a department technology project from the sultanate of Oman. Unlike traditional 
lottery-based approaches, MOSDMA is scenario-based, introducing an essential alternative 
for multistage decision-making under uncertainty. The paper is the first contribution to using 
the passive focus point introduced in MOSDMA in actual applications. The aim is to verify 
the explicability and effectiveness of the suggested method for solving decision-making under 
uncertainty problems in actual practice. The paper exhibits positive findings and promising 
potential of the approach advocating further future studies in theory and application aspects. 
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1. The Introduction 
The case presented in this paper is the first application of the 

new multistage one-shot decision-making approach (MOSDMA) 
in reevaluating a former decision problem. The paper is an 
extension of work originally presented at the 2021 IEEE 
International Conference on Industrial Engineering and 
Engineering Management (IEEM)[1]. In decision-making, 
decisions are typically made with a certain level of uncertainty. 
Uncertainty is principally deemed inherent in decision-making and 
significantly influences the decision alternatives. Uncertainty can 
be generally defined as the lack of knowledge about the 
probabilities of the future state of events that cannot be entirely 
eliminated [2]. Numerous theories have been suggested to cope 
with decision-making under uncertainty (e.g.,  [3–14]). Most 
existing theories adhere to the Bernoullian framework of the 
weighted average. Nevertheless, some decisions under uncertainty 
are irreversible and can be made only once, where the probability 
distribution is partial or insufficient. These types of decision 

problems are known as one-shot decision problems that could lead 
to significant gains or losses. In such problems, a decision-maker 
has only one chance to make a decision under uncertainty. Typical 
examples are private real-estate investments, new technology 
innovations, product developments, and emergency management 
for abnormal events. The accelerated industry clock speed 
environment makes one-shot decision problems extremely 
applicable in the technology project management fields. 

Psychological experimentations studies have demonstrated 
that individuals systematically disregard the axioms for the 
expected utility and for the subjective expected utility 
(e.g.,[15,16]) and do not perform a  summing process and 
weighting process (e.g.,[17–19]). Empirical studies have revealed 
that salience (attention-grabbing) information is crucial in human 
decision-making (e.g.,[20,21]). Accordingly, in [22,23] the author 
discusses that a decision-maker assesses alternatives based on 
some associated event or scenario called (the focus of a decision), 
which is most salient to the decision-maker because of its 
consequent payoff and probability, thus offering a one-shot 
decision theory (OSDT)  [22]. In place of conventional (lottery-
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based) methods, the  author reasons that the OSDT is needed to 
solve one-shot decision problems because it is scenario-based, 
appealing to common phenomena and intuition. When making 
such a one-shot decision with little or partial information, it is most 
common to take on one scenario, which is crucial to the decision-
maker and the decision-maker’s basis for reaching the desired 
conclusion. The OSDT presents twelve focus points that describe 
the decision-maker’s attitude towards the possibility, satisfaction, 
and optimality criteria. The OSDT is generalized to the focus 
theory of choice (FTC) in [24–26], employing (positive and 
negative) evaluation systems and relative likelihood. Relative 
likelihood is used to measure probabilities by the highest 
probability event in a subset of events. Hence, as the FTC is event-
based, it offers a model for practical rationality. 

Detailed comparisons are offered in [23,27], to explain the 
advantages of OSDT and to address the differences between other 
decision theories based on optimistic and pessimistic utilities such 
as SEU. In SEU, for example, if the optimal alternative reappears 
many times, the total payoff gained almost confidently attains the 
maximum. In contrast, OSDT provides a clear answer to why an 
alternative is optimal when only one decision chance is left to a 
decision-maker. In brief, as OSDT is close to the human way of 
thinking, the OSDT appeals to intuition, ease of application, and 
explicability. A decision with OSDT results directly from human-
centric decision-making, involving the decision-maker rather than 
just the decision analyst. This is because the decision analyst 
usually develops decision models based on non-human-centric 
methods such as the SEU. The OSDT has been successfully 
applied to production planning problems [28], auction problems 
[29], newsvendor problems for innovative products [30–32], 
duopoly markets of innovative products [27,33], and private real 
estate investment [34].  

Founded on the OSDT success, the multistage one-shot 
decision-making approach (MOSDMA) is proposed in [35] as an 
extension of OSDT to cope with multistage decision-making under 
uncertainty problems, where decision-making can be performed 
only once for each stage. Extending the advantages of OSDT, 
MOSDMA  is an essential option for multistage decision-making 
under uncertainty because it is scenario-based and different from 
other lottery-based approaches. In multistage problems, decisions 
are made only once at each stage to reach a final result in a series 
of interdependent decisions.   In [36], the authors have proposed a 
decision model for individual multi-period consumption–
investment problems utilizing the MOSDMA.   In MOSDMA, 
according to the decision-maker’s attitude towards satisfaction and 
likelihood, one state (focus point) is chosen at each stage. The 
indicated backward induction determines the sequence of optimal 
decisions. In such problems, the obtained sequence of optimal 
decisions is suitable for making a final decision. However, studies 
on MOSDMA are still at an early stage, particularly from the 
applied aspects. 

 Uncertainty oversight and risk management fields have 
evolved as essential to decision-making and project management 
science [37–39]. Nonetheless, studies need to gain a mutual 
comprehension of the portrayal of risk and uncertainty in various 
fields and sufficient ways to handle it [40]. For example, 
managerial decision-making research discussed the significance of 
practical and applicable models to assist decision-making under 
uncertainty [41], as decision-makers will be compelled to make 
critical decisions based on appropriate assessments. 

Correspondingly, recent research [41–43] established difficulties 
in employing mathematical models and scientific approaches in 
practice. For example, some challenges include limited evidence 
on the approaches’ efficiencies, not reflecting past experiences, 
practicality, and lack of capabilities to apply them.  

In this paper, the MOSDMA is applied to reevaluate a former 
information technology (IT) project decision problem. This is the 
first time utilizing the MOSDMA to solve a decision-making 
problem in actual practice. The aim is to verify the explicability 
and effectiveness of the proposed approach to solving decision-
making under uncertainty problems in actual practice. The 
MOSDMA is relatively newer than OSDT; the research can 
contribute to closing the gap between the theory and application 
aspects. In the theoretical contribution, this paper extends 
MOSDMA for a multiple-criteria evaluation problem concerning 
qualitative and quantitative data [44]. Consequently, research can 
offer real-life applications for further improvement in the 
approach, alternatives evaluation stage, and decision-making 
process in similar fields such as IT project decision-making, 
decision governance, and activities related to former decision 
evaluation. For example, evaluations of the former decisions can 
be relevant to lesson-learned activities, assurance, consulting, and 
governance-related activities.   

 The remainder of the research is arranged in the following 
structure. Section 2 presents the case study decision problem. 
Then, in section 3, the problem is solved by applying the approach. 
Finally, sections 4 and 5 present the discussion and conclusion of 
this research. 

2. The case study 

The case study is a former Information Technology (IT) project 
which went through a sequence of decisions in an IT system 
lifecycle within a  financial institution in Oman. The institution is 
developing and incorporating best practices in corporate 
governance and decision-making. The non-routine decision 
problems related to such projects are normally raised to a dedicated 
project committee for group consensus. The institution is 
committed to employing and improving decision-making 
governance practices.  

An assurance function (AF) decided to implement a 
Department Management System (DMS) to improve and automate 
the department workflow, which could have been inspired by the 
department's needs and the country’s encouragement to enhance 
efficiency through technology in all sectors around 2008. The 
DMS is a technology solution  that streamline and automates the 
department’s operations and assignments, such as planning, 
reporting, monitoring, and follow-up . Consequently, a vendor was 
chosen to deliver one of the best systems in the international 
market. 

Although the first implementation of DMS was concluded, 
users could only partially utilize the system because of flows in the 
implementation, such as process compatibility, system reliability, 
and user adoption. In addition, users found that the implemented 
version could have been more user-friendly and sufficiently 
aligned with the practiced workflow. Various efforts were made to 
solve the identified challenges through a series of patches and 
customization—still, some issues needed to be fixed satisfactorily. 
After an extensive debate with the solution provider, the DMS was 
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decided to be upgraded to a newer version. Considerable person-
hours were spent in revising and implementing the new version 
from both sides.  

A time came to review the entire project as a part of the 
department review and the system lifecycle. Though the system 
may have introduced new benefits, the absence of DMS was not 
causing a significant hindrance to their workflow and not yielding 
the best-desired outcome. Therefore, a view was to present this 
experience and information before the decision-makers and seek a 
decision to abandon the project. However, the previous decision-
makers felt abandoning the system would be a waste after spending 
a considerable amount of the contract, the experience gained with 
this competitive product, and the remaining retention fees. Given 
this rationale, the directives were to evaluate other alternatives or 
make an additional effort to utilize the DMS for fair use of 
investment. 

In reconsidering the circumstances, the most recent version 
from the existing DMS provider could be more reliable and user-
friendly. Nevertheless, the latest version will add an additional cost 
to the contract. In a separate endeavor for other alternatives, it was 
determined by an organization functioning in a similar sector that 
they had developed a customized in-house system for their 
Department. The expense was less than the current DMS, and the 
experience with their vendor was satisfactory. However, their 
locally customized system has limited features and scope 
compared to the international DMS product upgrade in the 
discussion. Moreover, details about implementation feasibility, 
additional costs, and future capacity are not accessible yet at the 
time of making the decision. 

Until this point of  system lifecycle, the decision-making 
process was mainly based on similar discussions and intuitions 
with limited use of scientific decision analysis tools and related 
mathematical decision-making approaches in the alternatives 
evaluation stage. However, not using these approaches may not 
hinder making an informed decision but can provide more context 
and improvements to the decision-making process for better 
judgment and justification. Next, the above-introduced case will 
be defined and reevaluated using the MOSDMA. 

 

 

3. The solution 
3.1. Problem description 

The study employed a decision-making simulation with a focus 
group of mainly three participants involved in the project and 
aware of the decision made. The participants assist in supplying, 
designing, and harvesting qualitative and quantitative data sources, 
including interviews, discussions, documents, and workshops. 

The data-gathering methodology is arranged in three main 
steps, as summarized in Figure 1. In step 1, an initial case review 
was performed to understand the case and collect foundational 
information for the subsequent steps. The foundational 
information is collected through a short questionnaire, discussions, 
and examination of relevant project documents. The goal is to 
construct the case decision story by determining the system’s 
objective, the decision-making process, the previous alternatives, 
risk appetite, the type of decision-makers, and the satisfaction of 
the decisions made in the case. Step 1 main result is manifested in 
the summarized case study in section 2. Building on step 1, the 
research can proceed by tailoring a decision-making tool kit to 
harvest data related to solving this case study in step 2. The 
decision-making tool kit consists of a decision tree, a probability 
scale card, and a weighted sum scorecard. Through collaboration, 
three inputs of the participants are captured using the consented 
decision-making tool kit. The probabilities and the weight of each 
considered objective are donated following the decision tree in 
Figure 2. After the final values are placed  in the finalized decision 
tree, the described problem can be solved. All data are detailed in 
the following sections. 
 The alternatives, in this case, are evaluated by considering 
three objectives: payoff as cost and benefit (CB), social impact 
(SI), and user satisfaction (US). First, to find the payoff (CB), the 
savings are obtained, as shown in Table 1. Then the CB of the three 
potential options is computed, as displayed in Table 2. Next,  a 
tailored weighted sum scorecard and probability scale card are 
developed, as shown in Tables 3 and 4. The main weight assigned 
for CB, SI, and US objectives are 0.4,0.3, and 0.3, respectively. 
The objectives and weight are subjective to the participants’ 
experience and agreement. Then using this kit, appropriate values 
are selected for each scenario. Therefore, the decision tree and the 
final values are visualized in Figure 2. 

 
Figure 1:The data-gathering methodology steps 

1
• Initial case study review

• Case foundational understanding:
• Short questionnaire.
• Meetings and discussions.
• Relevant case documents.

2
• A-Describing the problem and 
designing a decision-making tool 

kit 
• Decision tree scenarios and payoff
• Probability scale card
• Weighted sum scorecard
• B-Data harvesting using three-

person inputs 
• Data is captured in Tables A1 and 

A2.
• Updated decision tree (Figure 2)

3
• Applying MOSDMA

• Results (Figure 3)
• Discussion and conclusion
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Figure 2: The decision tree showing final values. 
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Table 1: Estimated savings  

Hours Before 
Automation 

(HBA) 

Hours After 
Automation 

(HAA) 

Hours Savings per 
assignments a 

(HS)  

  

 

Total Hours 
Saved per year b 

(THS)  

 Total saved 
cost per year c 

Total saved 
cost in 5 years  

200 Hours 113 Hours 87 Hours 4350 Hours 121,800 USDd 609,000 USD 

The above data is based on the solution forecasted benefit analysis provided by the vendor and applied to AF’s annual average 
functions.  

a ( HS = HBA – HAA) 
b ( Average 50 assignments per year ) × HS 
c ( Average hour costs 28 USD ) × THS 
d USD (United States dollars). 

 

Table 2: Cost and Benefits (CB) estimations 

Alternati
ves  

Annual 
total 
savings cost 
a 

5 years of 
total 
savings 
cost a  

Previous 
payments  

(PP)  

1st Year 
Cost  

(YC) 

Total 
Setup 
Cost 1st 
Year 

(TYC) 

4 years total 
annual 
maintenance 
cost (TAMC) 
 

5 years 
Cumulative 
Cost 

(CC) 

5 Years 
Net 
Benefits   

(NB) 

Upgrade 
Current 
System  

121,800 609,000 PP1 YC1 TYC1 TAMC1 CC1 NB1 

(Highest 
Value) 

New 
System  

121,800 609,000 PP2 YC2 TYC2 TAMC2 CC2 NB2 

Abandon  0 0 PP3 0 0 0 0 0 

(Lowest 
Value) 

a Values are estimated in table 1. 

Values are shown in  USD (United States dollars). 

 
Table 3: The weighted sum method 

Objectives  Aim  1 2 3 4 5 6 7 

Cost/Benefits (CB) in 
USD  Max. -300,000 or 

less 

-299, 000 
to -
200,000 

-199, 
000 to 
-1 

0 to 
49,000 

50,000 to 
149,000 

150,000 to 
249,000 

250, 
000 or 
more  

User satisfaction (US) Max. VL L  M  H VH 

Social impact (SI) Min. VH H   M   L VL 

(1) indicates the least favorite outcome, while (7) indicates the most favorable outcome. 

VL = (Very High) , L= (Low), M = (Medium), H = (High) , VH = (Very High) 
USD = United States dollars 
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Table 4: Probability scale card tool. 

Levels Impossible Nearly 
Impossible 

Very 
Low Low Moderate 

Low Moderate Moderate 
high High Very 

High 
Extremely 

High Certain 

Probabil
ities 0 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 

 

 The CB objective is achieved for all the outcomes based on a 
simple premise: Payoff is equal to potential benefits after 
subtracting applicable costs or losses. After finalizing the payoff 
details, the team decides on the values for each path’s objective. 
Then, the values are normalized based on the weighted sum 
scorecard described in Table 3. Finally, the values are normalized 
by multiplying them by the corresponding main weight of the 
objective. For example, in path 1, the CB, SI, and US values are 
normalized to the scores 2, 2, and 1 and then to the scores 
multiplied by the weights of the objectives 0.4, 0.3, and 0.3, which 
yield a final outcome of 1.7. This process of collecting and 
normalizing the outcome with weight scores is detailed in Table 
A2  in the appendix. 

 Based on the case study review and previous undesired 
outcomes, two major uncertainties were identified: system 
reliability and user adoption. Subsequently, the event branches low 
(L), medium (M), and high (H) are assigned to the parent 
uncertainties. The alternative (Upgrade System)  has 14 possible 
scenario paths (numbered from P1 to P14), and the alternative 
(New system) has two. While the alternative (Abandon)  has one 
certain value (P15), as expressed in the decision tree in Figure 1 
and Table A2 in the appendix. 

To find the probability of each scenario, the average of the 
three responses is taken using a customized probability scale card 
with 11 scales corresponding to a level and a probability, as shown 
in Table 4. The lowest level, “impossible,” denotes a probability 
of 0 for the event. Comparably, the highest level, “Certain,” 
denotes a probability of 1. Subsequently, the final outcomes and 
the final probabilities are positioned in the decision tree presented 
in Figure 2 to solve the decision problem using the MOSDMA. 

3.2. Applying the approach  

The multistage one-shot decision-making approach 
(MOSDMA) offers in which twelve types of focus points to 
harmonize with different types of decision-makers  [36]. Out of 
twelve focus points, four examples of focus points characteristics 
are described in Table 5  by considering combinations of 
likelihood and satisfaction. In type (I), both likelihood and 
satisfaction are higher, which appears appropriate for an active 
decision-maker. In contrast, in type (III), it appears appropriate for 
an apprehensive decision-maker as although some scenario has a 
lower likelihood, it is still considered can induce more significant 
losses (as shown by the lower satisfaction level). Purchasing 
insurance can exemplify a type (III) focus point behavior. Type (II) 
looks appropriate for passive decision-makers with lower 
satisfaction levels and higher likelihood. Whereas in type (IV), the 
focus point appears proper for daring personalities. Because 
though the likelihood of some scenarios is lower, higher gains 

(higher satisfaction level) could tempt individuals to contemplate 
such a scenario (for example, purchasing a lottery).  

Based on the focus point characteristics, the types (I), (II), (III), 
and (IV) are named active focus point, passive focus point, 
apprehensive focus point, and daring focus point, respectively. 

Table 5: Characteristics of four focus points (types I-IV) 

Four types of 
focus points Satisfaction Likelihood 

(I) Active Focus 
Point (AFP) higher higher 

(II) Passive Focus 
Point (PFP) lower higher 

(III) 
Apprehensive 
Focus Point 
(APFP) 

lower lower 

IV. Daring Focus 
Point (DFP) higher lower 

 

Taking into account the stakeholders in this study case, only 
the Passive Focus Point (PFP) is considered to incorporate the 
overall intuition and feelings at this point of the project. First, 
consider a decision  on a decision node A at the initial stage 
(stage 1). Then, the outcomes and probabilities are normalized 
using the satisfaction function  and the relative likelihood 
function  , as per (1) and  (2) below. 

   ,     (1)  

where  stands for a state.  

 .   (2) 

Then the passive focus point (PFP)  of  is given as 

         (3) 

which means that for     is a state that can obtain a 
relatively low outcome with a relatively high probability (an 
unfavorite scenario of 𝑎𝑎 ). This state mirrors the pessimistic 
mentality of decision-makers. Following computing all the PFPs 
of , the final optimal alternative on the decision node A 
denoted as 𝑎𝑎(𝐴𝐴) is chosen by  

 ,  (4) 

indicates that decision-makers select the alternative with the 
highest outcome among the unfavorite scenarios. 
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In MOSDMA, the PFP of each alternative is found from the 
last stage (stage 4 in Figure 2), compared by their outcomes fitting 
to the focus point, and rolled back until the initial stage (stage 1) is 
reached to make the final selection. Rather than computing the 
expected utility of each alternative, comparing each other on a 
decision node and then rolling back in stochastic dynamic 
programming.  Figure 3 has been designed to resemble the decision 
tree in Figure 2 to translate the results computed by applying (1), 
(2), (3), and (4). In this case, there are four stages: stage 4 is the 
last, and stage 1 is the initial stage. Stages 4, 3, and 2 are condensed 
to the chance nodes, and stage 1 is the primary decision node. First,  
(1) and (2) are employed to normalize the outcomes and 
probabilities to find satisfaction and likelihood values. Then, (3) is 
used to get PFP between siblings’ branches in each stage, starting 
from the last stage (stage 4) to stage 2. The PFPs are highlighted 
in gray in Figure 3. Finally, following the migration of the outcome 
values corresponding to the highlighted PFPs in stage 2 to stage 1, 
the final decision can be selected using (4) in stage 1. 

For example, starting from stage 4, to acquire the PFP between 
the sibling branches 1.2.2.1 and 1.2.2.2, first by applying (3), the 
minimum value of {π(x) , 1-u(x,a) } at each branch is found. The 
minimums for branches 1.2.2.1 and 1.2.2.2 are 0 and 0.768, 

respectively. From these two minimums, the maximum value is 
0.768, which indicates that the focus point between these two 
siblings is branch 1.2.2.2. Subsequently,  the outcome and 
probability values of branch 1.2.2.2 are migrated to parent branch 
1.2.2. The outcome r(x, a) migrates with the same value 1.3; 
however, probability p(x) is multiplied by the parent’s branch 1.2.2 
probability (0.5´0.30 = 0.15). The same rolling-back process 
employed in stage 4  is replicated in stage 3. Similarly, by applying 
(3), the minimum values for the branches 1.2.1, 1.2.2, and 1.2.3 are  
0.821, 0.424, and 0, respectively. As a result, branch 1.2.1 is the 
focus point with the maximum value among its sibling. Likewise, 
the rest of the PFPs in stage 3 are found, and their outcomes and 
probabilities are migrated to the parent’s branches in stage 2 as in 
the previous stage. The outcome and probability values for parent 
1.2 after migration from the child branch 1.2.1 are 1 and 0.126 
(0.35 ´ 0.36), respectively. Duplicating the same process in 
previous stages, the PFP in stage 2 are the branches 1.1 and 3.1. 
For the initial stage (stage 1), only the outcomes of branches 1.1 
and 3.1 are migrated to stage 1. In stage 1, as shown in Figure 3, 
the final outcomes 1, 2.6,  and 1.4 are compared using (4) to make 
the final decision. Accordingly,  alternative number 2 (Abandon 
the system) is the highest outcome among the unfavorite scenarios, 
which resembles a pessimistic mentality as per the PFP type.

 

 
Figure 3: Applying the Passive Focus Point (PFP).
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4. Discussion 

In this paper, the pessimistic mentality was considered to 
apply the passive focus point (PFP) following the MOSDMA. The 
PFP brings a relatively low outcome with a relatively high 
probability. In the PFP type of the MOSDMA approach, the 
decision-maker chooses one decision that can get the highest 
outcome amongst the unfavorite scenarios from the decision 
alternatives in the initial decision stage (stage 1 in Figure 3). This 
paper considered the pessimistic mentality to apply the passive 
focus point (PFP), one of the twelve focus points introduced by 
the MOSDMA. The PFP obtains a moderately low outcome with 
a relatively high probability. The decision-makers select one 
conclusion to obtain the highest outcome among the unfavorite 
scenarios proposed in the initial decision stage, as represented by 
stage 1 findings in Figure 3. The endorsed alternative is the 
alternative (Abandon the system) with the outcome of 2.6. This 
decision-making mirrors the pessimistic mental set in using the 
PFP. The acquired empirical reevaluation of alternatives is 
intuitively acceptable and comparable to the actual feelings of the 
individuals concerned. No major difficulties were noticed in 
applying and understanding the approach. Participants found it 
uncomplicated and valuable for future use. 

Eventually, despite the pessimistic feelings when deciding 
back around 2014, the chosen alternative was “upgrade the 
system,” while other alternatives were discounted. The motivation 
was founded on the discussion of not demolishing the consumed 
resources; the experience gained, and the time devoured in this 
solution and the initiative implementation. More in-depth 
evaluations could give more systematic explanations and 
justification for the decisions made. In this case, the decision-
makers did not include comparable decision analysis approaches 
in the alternative evaluation stage and leaned mainly on 
deliberating the available information and intuition. They may 
have believed that other alternatives may bring the lowest 
outcomes and satisfaction levels if unsuccessful, which could be 
supported using such a scenario-based method. This reveals 
opportunities for improvements in the alternatives evaluation 
stage and fills the gaps in acknowledging the value of such 
decision-making approaches in actual practice. 

If the case is solved assuming the decision-maker is 
optimistic using the same approach but with an active focus point 
(AFP) type, the result would be “3. New System”. Later, it was 
found that the project did not produce the best-desired outcomes. 
The new management is reviewing alternative 3, “discard the 
current product and implement a new system.” However, there is 
a high degree of attention to reviewing the problem and improving 
the decision-making process. The new direction could be based 
on the undesired project outcomes and immaculate corporate 
governance improvements. 

5. Conclusion 

This study employs the multistage one-shot decision-making 
approach (MOSDMA) to revisit an actual decision problem for 
the first time. More studies are required from both theoretical and 
applied aspects, as MOSDMA is considered a new approach at an 
early stage. Nevertheless, this research is the first contribution 
involving the passive focus point (PFP) suggested by MOSDMA 

to reexamine a real multistage decision-making-under-uncertainty 
problem. 

 The obtained empirical reevaluation of alternatives is 
intuitively acceptable to the contributors. The study showed that 
MOSDMA could assist in reevaluating previous decisions and its 
capability to make an informed one with proper analysis and 
justifications aligned to stakeholders' satisfaction levels and 
intuition. This establishes the effectiveness of the MOSDMA and 
the promising capability of the introduced workflow to reevaluate 
such decision problems in similar environments. Furthermore, the 
approach was found reasonably explicable, practical, and 
systematically considering the decision-makers' intuitions. 

 The quality of the assessed scenarios and the gathered data 
is restricted to the experience and commitment of the participants 
in this decision-making analysis exercise. The knowledge of the 
future outcome and collaborating in a group setup or open 
disclosed style may have influenced the participant's inputs since 
this is a reevaluation of a past problem with currently known 
outcomes compared to the pressure confronted in real-time 
decision-making or undisclosed inputs of each participant. Since 
2014, considerable restructuring has occurred in the financial 
institution. Accordingly, a number of applicable people involved 
in this case were unreachable to participate and to add more inputs 
to this study. Nevertheless, this limitation could be mediated since 
this is a decision review of a recently known outcome and a well-
documented project. 

Further future research is needed to improve MOSDMA 
theoretically and for more practical applications. For instance, 
forthcoming approach applications may consider more 
contemporary decision problems, complex stages, more data and 
comparisons with other approaches,   other focus groups and 
organizations, and various details in capturing the participant 
inputs and reactions. Nevertheless, this study demonstrates that 
the approach could be employed to reexamine a former decision 
problem which can contribute to analyzing lessons learned and 
areas for improvement. Likewise, MOSDMA has the prospect of 
being utilized in the areas of crucial new unresolved problems, 
auditing, governance practices,  and consulting assignments. 
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Appendix   

Table A1:  Probabilities inputs following Table 4 and the decision tree in Figure 2 

Alternatives Event 
ID 

Probabilities 

Participant 1 Participant 2 Participant 3 Final 
(Average) 

1 

1.1 0.25 0.25 0.2 0.233 

1.2 0.35 0.4 0.3 0.350 

1.3 Residual Probability 0.417 

1.1.1 0.35 0.4 0.6 0.450 

1.1.2 Residual Probability 0.550 

1.2.1 0.45 0.5 0.4 0.450 

1.2.2 0.25 0.35 0.3 0.300 

1.2.3 Residual Probability 0.250 

1.2.1.1 0.15 0.25 0.2 0.200 

1.2.1.2 Residual Probability 0.800 

1.2.2.1 0.45 0.55 0.5 0.500 

1.2.2.2 Residual Probability 0.500 

1.3.1 0.2 0.15 0.3 0.217 

1.3.2 0.35 0.35 0.4 0.367 

1.3.3 Residual Probability 0.417 

2  1.000 

3 
3.1 0.45 0.45 0.3 0.400 

3.2 Residual Probability 0.600 

 

Table A2. Collecting and normalizing the outcome with weight scores. 

Final Outcomes Results Final Outcomes Scores  
Scores with Weight  

   
Total  Path 

IDa CBb SI US CB SI US Total  CB 
(0.4) 

SI 
(0.3) 

US 
(0.3) 

P1 ****** H VL 2 2 1 5 0.8 0.6 0.3 1.7 

P2 ****** H M 2 2 4 8 0.8 0.6 1.2 2.6 

P3 ****** VH VL 1 1 1 3 0.4 0.3 0.3 1 

P4 ****** H VL 2 2 1 5 0.8 0.6 0.3 1.7 

P5 ****** H VL 1 2 1 4 0.4 0.6 0.3 1.3 

P6 ****** VH VL 1 1 1 3 0.4 0.3 0.3 1 

P7 ****** L H 5 6 6 17 2 1.8 1.8 5.6 

P8 ****** H VL 1 2 1 4 0.4 0.6 0.3 1.3 
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P9 ****** M L 1 4 2 7 0.4 1.2 0.6 2.2 

P10 ****** L H 5 6 6 17 2 1.8 1.8 5.6 

P11 ****** H L 1 2 2 5 0.4 0.6 0.6 1.6 

P12 ****** H L 1 2 2 5 0.4 0.6 0.6 1.6 

P13 ****** L H 5 6 6 17 2 1.8 1.8 5.6 

P14 ****** VL VH 6 7 7 20 2.4 2.1 2.1 6.6 

P15 ****** H M 2 2 4 8 0.8 0.6 1.2 2.6 

P16 ****** VH VL 2 1 1 4 0.8 0.3 0.3 1.4 

P17 ****** VL H 7 7 6 20 2.8 2.1 1.8 6.7 

a Each Path ID (P1 to P17) corresponds to a path in Figure 2  with the same naming convention. 
b The  CB values are masked for the easiness, readability, and privacy reasons. 
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and six performance indicators. Then the best model was verified with three other types of 
live project data. The results indicated that the MLR-DNN is a highly reliable, effective, 
consistent, and accurate machine learning model with a significant increase in accuracy 
over conventional predictive project management tools. The finding pointed out a potential 
gap in the relationship between dataset quality and the Machine Learning model’s 
performance. 
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1. Introduction 

This paper is an extension of work initially presented at the 
2022 IEEE Symposium on Computer Applications & Industrial 
Electronics (ISCAIE2022) [1]. Planning and estimation are 
imperative for any Information Technology (IT) project. 
Estimation aids in tracking progress and delivery velocity. 
However, due to the close relationship between cost and time 
factors, any project delay might result in cost overruns. 

The investigators [2], [3] revealed that the top-ranked IT 
project risk is “Underestimated Costs and Time”. According to the 
authors [4], 60% of IT projects have cost and time problems. 
Budget and timeline underestimation seems to occur at various 
stages of the project lifecycle. The most undesirable scenario 
happens when the budget and duration are underestimated at the 
beginning of the project lifecycle.  

Artificial intelligence (AI) can improve decision-making in 
complex environments with clear objectives. A study concluded 
that, in terms of accuracy, artificial intelligence tools outperform 
traditional tools [5]. The value of AI can only be activated as 
humans and machines function complementarily integrated. 

Hybridizing Machine Learning (ML) models are getting their 
popularity recently. According to researchers [6], hybridization 
effectively advances prediction models. This article focuses on the 
performance of various hybrid ML models in prediction accuracy 
enhancement to improve cost and duration estimation to address 
the critical IT failure problem.  

2. Methodology 

2.1. The Machine Learning Model Evaluation 

This study was designed to demonstrate to the research 
community that the evaluations are comprehensive and can explain 
their significance. Five hybrid ML models were developed using 
Python and evaluated using three different datasets, including two 
public datasets. These models were trained and tested on three 
different datasets to reduce bias caused by data quality. The best-
performing ML model was selected based on the performance 
measured by six different metrics. It was then put forward for live 
project verification to determine its performance in predicting 
project cost and duration. 

These five hybrid ML models were: Hybrid Multiple Linear 
Regression Deep Neural Network (MLR-DNN), Particle Swarm 
Optimised DNN (PSO-DNN), Hybrid Gradient Boosting 
Regression DNN (GBR-DNN), Hybrid Random Forest Regression 
DNN (RFR-DNN), and Hybrid eXtreme Gradient Boosting DNN 
(XGB-DNN). 

Controlled experiments play a vital role in applied machine 
learning, and the behaviour of algorithms on specific problems 
must be learned empirically. A machine learning experiment 
procedure involves a series of steps, 1. Data collection. 2. Data pre-
processing: cleaning and manipulating acquired data to prepare it 
for modelling. 3. Model training: the model is trained on a training 
dataset, usually a subset of the data collected. 4. Model tuning: 
change in hyperparameters to optimize the model’s performance. 
ML performance is measured by the defined performance metrics 
indicated in section 2.2.  5. Model evaluation: determine the 
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model’s performance on a testing dataset or another subset of the 
data collected. 6. Model deployment: the best model is then used 
to make predictions on live project data. 

2.2. Performance Metrics 

Evaluating the performance of ML models is essential to 
ensure their effectiveness. The choice of the performance metric is 
an important factor in this evaluation process. It depends on the 
specific ML problem being solved and the project’s goals. The 
performance parameter used in this study is accuracy, which 
evaluates the number of correct predictions made as a percentage 
of all predictions made. The associated “accuracy” performance 
metrics used were 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅, 𝑀𝑀𝑀𝑀𝑀𝑀, 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 and 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝑚𝑚). 

The Root Mean Square Error (𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹) acts as a heuristic 
model for testing and training measures differences between 
predicted values and actual values from 0 to ∞. The smaller the 
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 , the better the model [7]. 𝑦𝑦�𝑖𝑖   is predicted output or 
forecasted values and 𝑦𝑦𝑖𝑖 is the actual or observational values. 

 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = ��
(𝑦𝑦�𝑖𝑖 − 𝑦𝑦𝑖𝑖)2

𝑛𝑛
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The Root Mean Squared Log Error ( 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 ) is a 
logarithmically calculated 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 commonly used metric or loss 
function in the regression-based machine learning model. The 
lesser error, the better the model is. 
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The Mean Absolute Error (𝑴𝑴𝑴𝑴𝑴𝑴)  measures the magnitude 
of errors regardless of their direction in a series of estimates. 𝑀𝑀𝑀𝑀𝑀𝑀 
is superior to 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 in terms of explanation-ability. 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 has a 
distinct advantage over 𝑀𝑀𝑀𝑀𝑀𝑀  using absolute values, which is 
undesirable in many mathematical calculations. The smaller value, 
the better the model is. 
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The Mean Magnitude of Relative Error (𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴 ) and 
Median Magnitude of Relative Error (𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴𝑴 ) are two 
important performance metrics derived from the overall mean and 
median errors. The primary function of 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 is to serve as an 
indicator for differentiating between prediction models. The model 
with the lowest 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 typically being chosen typically implies 
low uncertainty or inaccuracy. The better the model, the smaller 
the values are. 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
�𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 (4) 

 

 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  

1
𝑛𝑛
�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑖𝑖

𝑛𝑛

𝑖𝑖=1

 
(5) 

 

Percentage of Estimate, 𝑷𝑷𝑷𝑷𝑷𝑷𝑷𝑷(𝒎𝒎) , is an alternative to the 
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  that is a commonly used prediction quality metric. It 
simply measures the proportion of forecasts within 𝑚𝑚% the actual 
value. The bigger the 𝑚𝑚, the less information and confidence in a 
prediction’s accuracy [8]. 
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2.3. Degree of Augmentation 

The degree of augmentation (DOA), 𝜒𝜒 , is a prediction 
enhancement measurement in error reduction to measure a hybrid 
model. A dual-layer hybrid cascaded ML model comprises two 
ML models represented as layers one and two (Figure 1). In stage 
one, the layer one ML model makes a prediction value 𝑦𝑦�𝑡𝑡−1 as 
inputs to stage two (𝑦𝑦𝑡𝑡) to be processed by the layer two ML model 
with prediction output 𝑦𝑦�𝑡𝑡. The difference (or error) in the predicted 
result versus the actual result at stage one is denoted as Δ𝑡𝑡−1. 

 
Figure 1: The Degree of Augmentation Scale 

𝑦𝑦𝑡𝑡 = 𝑦𝑦�𝑡𝑡−1 (7) 
 

Δ𝑡𝑡−1 = |𝑦𝑦𝑡𝑡−1 − 𝑦𝑦�𝑡𝑡−1| = |𝑦𝑦𝑡𝑡−1 − 𝑦𝑦𝑡𝑡| (8) 
 

Similarly, the difference in stage 2 is represented as Δ𝑡𝑡. 

Δ𝑡𝑡 = |𝑦𝑦𝑡𝑡 − 𝑦𝑦�𝑡𝑡| = |𝑦𝑦�𝑡𝑡−1 − 𝑦𝑦�𝑡𝑡| (9) 
 

The assumption of difference in stage two is more diminutive 
than in stage one. The effect of convergence resulted in 𝑀𝑀𝑀𝑀𝑀𝑀 
reduction; therefore, augmentation occurred. 

Δ𝑡𝑡 < Δ𝑡𝑡−1 (10) 
 

𝑦𝑦�𝑡𝑡−1 <
𝑦𝑦𝑡𝑡−1 + 𝑦𝑦�𝑡𝑡

2
 

(11) 

 

𝜒𝜒 = Δ𝑡𝑡−1 − Δ𝑡𝑡 = 𝑦𝑦𝑡𝑡−1 − 2𝑦𝑦𝑡𝑡 + 𝑦𝑦�𝑡𝑡 (12) 
 

By using equation (12), the 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 for stage one (Δ𝑡𝑡−1) and 
stage two (Δ𝑡𝑡) enables to calculate of the degree of augmentation, 
𝜒𝜒, for each of the hybrid models. The degree of augmentation, 𝜒𝜒 is 
bi-directional. A negative value indicates 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  increases or 
diverging, whereas a positive value specifies 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 decrease or 
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converges. The positive magnitude of 𝜒𝜒  shows the strength of 
augmentation. The higher the 𝜒𝜒 means the better the hybrid model. 
The more significant negative value of 𝜒𝜒 means the hybrid model 
is ineffective. 𝜒𝜒 >  .01  is considered effective, 𝜒𝜒 ≤ 0  is 
ineffective. For  0 < 𝜒𝜒 ≤ .01 is marginally effective, which means 
its augmentation is not significant enough to remain effective. 

In an optimistic augmentation scenario, the Interquartile Range 
(IQR) becomes narrower, whereas the range becomes wider in an 
adverse augmentation scenario. This convergent phenomenon 
indicates the 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  decreases in positive augmentation. 
Contrary, in a divergent case, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 increases in negative boost. 

2.4. Data Collection 

Figure 2 illustrates the data collection procedure. Each dataset was 
randomly split into two groups in a 70:30 ratio, 70% for training 
and 30% for testing. The relevant dataset was acquired online or 
gathered from previous project material. The collected data was 
then converted (if necessary) and pre-processed using scaling (for 
example, the scikit-learn scaling package) to prepare for ML 
assessment. 

 
Figure 2: The data collection procedure 

2.5. ML Evaluation  

These ML models were evaluated in three steps depending on 
their algorithm settings. First, the respective models were trained 
using historical data in the learning or training step. Later in the 
testing step, these ML models were tested based on a peer 
comparison of their performance indicators. Each ML model was 
optimized through hyperparameter tuning until the best results 
were obtained (Figure 3). 

2.6. Dataset Descriptions 

A study concurs that the model may poorly correlate with a 
dataset that makes learning “incomplete” [9]. This evaluation used 
three dataset sources to minimize potential bias due to the dataset’s 
influences. Two are publicly available, and the third dataset is a 
collection of actual historical project data named EVP. Both 

Desharnais and ENB datasets were selected in this study because 
of their multi-target attributes. 

 
Figure 3: The ML evaluation workflow 

It is challenging to ensure the quality of an ML dataset, mainly 
because the relationship between the qualities of the data and their 
effect on the ML system’s compliance with its requirements is 
infamously complex and hard to establish [10]. In this study, 
dataset quality was defined as its appropriateness in terms of 
accuracy and value. 

1) Desharnais Dataset 

Jean-Marc Desharnais gathered the Desharnais dataset from 
ten organizations in Canada between 1983 and 1988. There are 81 
projects (records) and 12 attributes [11], a relatively small public 
dataset of which four nominal fields are considered redundant in 
ML model evaluation. Table 1 provides statistical information 
about this dataset. Four entries have missing data. Most studies that 
use this dataset use 77 of the 81 records [12]. This study backfilled 
the missing fields with a “-1” value. Small dataset size issues could 
be compensated by adopting data-efficient learning or data 
augmentation strategies [13]. Desharnais datasets were used in 
many research. Therefore, it can benchmark the investigation 
against other published results. 

2) ENB Dataset 

The Energy Building Dataset [14] contains 768 instances of 
eight measured building parameters as feature variables. The 
dataset includes the two corresponding target heating load and 
cooling load attributes. A nominal field is considered redundant in 
this dataset.  

Table 2 provides statistical information about this public 
dataset. The data comes from real-world applications and reflects 
real-world events with a multi-target. ENB is another popular 
dataset being used by many studies. The data size is deemed 
appropriate with more than 300 samples [15]. The ENB dataset is 
interesting, with only two targets closely associated, while the 
features have no interdependency, making prediction more 
complicated.  

Table 1: Descriptive Statistics for Desharnais Dataset 

 Descriptive 
Statistics id  Proj  Team 

Exp  
Mgr 
Exp  

Year 
End  LEN  Effort  TRXN  Entities  

Points 
Non 

Adjust  
Adjust  Points 

Adjust  LANG  

Valid  81  81  81  81  81  81  81  81  81  81  81  81  81  
Missing  0 0 0 0 0 0 0 0 0 0 0 0 0 
Mean  41.00  41.00  2.19  2.53  85.74  11.67  5046.31  182.12  122.33  304.46  27.63  289.23  1.56  
Std. Deviation  23.53  23.53  1.42  1.64  1.22  7.43  4418.77  144.04  84.88  180.21  10.59  185.76  .71  
IQR  40.00  40.00  3.00  3.00  2.00  8.00  3570.00  136.00  112.00  208.00  15.00  199.00  1.00  
Minimum  1.00  1.00  -1.00  -1.00  82.00  1.00  546.00  9.00  7.00  73.00  5.00  62.00  1.00  
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 Descriptive 
Statistics id  Proj  Team 

Exp  
Mgr 
Exp  

Year 
End  LEN  Effort  TRXN  Entities  

Points 
Non 

Adjust  
Adjust  Points 

Adjust  LANG  

Maximum  81.00  81.00  4.00  7.00  88.00  39.00  23940.00  886.00  387.00  1127.00  52.00  1116.00  3.00 
 

Table 2: Descriptive Statistics for ENB Dataset 

 Descriptive 
Statistics id  Relative 

compactness  X1  X3  X4  X5  X6  X7  X8  Y1  Y2  

Valid  768  768  768  768  768  768  768  768  768  768  768  
Missing  0  0  0  0  0  0  0  0  0  0  0  
Mean  384.500  .764  671.708  318.500  176.604  5.250  3.500  .234  2.813  22.307  24.588  
Std. Deviation  221.847  .106  88.086  43.626  45.166  1.751  1.119  .133  1.551  10.090  9.513  
IQR  383.500  .147  134.750  49.000  79.625  3.500  1.500  .300  2.250  18.675  17.513  
Minimum  1.000  .620  514.500  245.000  110.250  3.500  2.000  .000  .000  6.010  10.900  
Maximum  768.000  .980  808.500  416.500  220.500  7.000  5.000  .400  5.000  43.100  48.030  

Table 3: Descriptive Statistics for EVP Dataset 

 Descriptive Statistics X1  X2  X3  X4  X5  X6  X7  X8  X9  X10  Y1  Y2  
Valid  8470  8470  8470  8470  8470  8470  8470  8470  8470  8470  8470  8470  
Missing  0  0  0  0  0  0  0  0  0  0  0  0  
Mean  .500  .053  .642  .633  .804  .791  3.057  1.162  .170  .013  1.002  .838  
Std. Deviation  .006  .139  .276  .318  .272  .318  18.152  2.354  .316  .203  .205  .251  
IQR  .000  .035  .446  .554  .297  .314  .926  .079  .375  .059  .042  .245  
Minimum (x10-3)  .500 141.9  3.000  34.55  8.000  7.000  460.0  99.00  -1524  -3953  .000  35.15  
Maximum  1.000  1.000  1.611  3.976  3.774  4.757  1461.738  136.935  2.864  1.068  4.700  2.656  

3) EVP Dataset 

Earned Value Management (EVM) is widely acknowledged as 
the most reliable contemporary project management instrument or 
cost and timeline forecasting technique. EVM calculates the 
amount of work performed to measure project performance and 
progress. The Earned Value Plus dataset is based on the 
conventional EVM attributes and added two new attributes related 
to the project management and size indexes. It contains 8,470 
(more than 8000 records) instances from more than 600 historical 
project data in EVM format was deemed sufficient to train the ML 
model effectively (Table 3). 

3. Experimental Results 

Each optimized model was tested in four cycles. Evaluation 
results were obtained through each testing cycle and tabulated for 
each performance indicator. Each performance metric was 
calculated based on the average performance. The following 
subsections describe how the ML model performed, illustrated by 
graphical presentation in two graphs. The first graph shows 
performance results in 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 , 𝑀𝑀𝑀𝑀𝑀𝑀  and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 . The second 
graph shows the performance results in 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 , 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  and 
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(0.25). 

3.1. Desharnais Dataset 

MLR-DNN was the most optimal model for predicting the 
probability of a given experiment, while PSO-DNN appeared as 
the worst. MLR-NNN had the highest 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(0.25) value and the 
best 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  and 𝑀𝑀𝑀𝑀𝑀𝑀  values among all models tested in this 
study (Figure 4 and Figure 5). MLR-DNN is a hybrid cascaded ML 
model comprising MLR (Multiple Linear Regressor) and 
cascading with DNN (Deep Neural Network) embedded with four 
hidden layers and 64 neurons in each hidden layer. 

 
Figure 4: The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅, 𝑀𝑀𝑀𝑀𝑀𝑀, and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 results in the Desharnais dataset 

 
Figure 5: The 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(25) results in the Desharnais dataset 

3.2. ENB Dataset 

MLR-DNN outplayed all other performance metrics, with the 
lowest 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  value being the least desirable model. The 
optimum 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  value was .011, and the highest 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(0.25) 
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value was .492, according to the most favourable 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅  value. 
The most accurate 𝑀𝑀𝑀𝑀𝑀𝑀 value was .004 (Figure 6 and Figure 7). 

 
Figure 6: The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅, 𝑀𝑀𝑀𝑀𝑀𝑀, and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 results in the ENB dataset 

 
Figure 7: The 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(25) results in the ENB dataset 

3.3. EVP Dataset 

MLR-DNN ranked as the top-performing ML model, with the 
lowest 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  value and highest 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(0.25) value. The most 
favourable 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 value was .003, the best 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 value was .003 
and the most accurate 𝑀𝑀𝑀𝑀𝑀𝑀 value of <.001 (Figure 8 and Figure 
9). 

 
Figure 8: The 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅, 𝑀𝑀𝑀𝑀𝑀𝑀, and 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 results in the EVP dataset 

3.4. Degree of Augmentation 

The degree of augmentation, 𝜒𝜒, is used as an error reduction 
indicator in a cascaded hybrid ML model using equation (12). The 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀  for stage one (Δ𝑡𝑡−1 ) and stage two (Δ𝑡𝑡 ) enables us to 
calculate the degree of augmentation, 𝜒𝜒 , for each of the hybrids 
cascaded ML models (Figure 1). The hybrid model MLR-DNN 
demonstrated an average error reduction of .026 compared to the 
MLR model alone. PSO-DNN was excluded from the DOA 
comparison because PSD-DNN is not a cascaded standalone ML 
model but part of DNN with Particle Swarm Optimization (PSO) 
backpropagation. Overall results revealed that MLR-DNN 
outperformed all three other hybrids cascading DNN models, 
suggesting that cascading two different ML models may not 
produce positive results. Both GBR-DNN and XGB-DNN did not 
improve prediction accuracy, whereas the RFR-DNN model 
performed worse than RFR or DNN alone. 

 
Figure 9: The 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀, 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(25) results in the EVP dataset 

Based on the performance results, the MLR-DNN model 
performed exceptionally well on all three datasets. The 
dependency on the quality of the dataset remains significant. This 
finding indicated that the PSO-DNN model was the most 
underwhelming performer in ENB and EVP datasets. However, for 
all three datasets, the least compelling performer was PSO-DNN. 
The runner-up position for both ENB and EVP datasets was GBR-
DNN. However, the runner-up for the Dasharnais dataset was 
XGB-DNN.  

The results also indicated that hybrid cascaded ML models 
such as GBR-DNN & XGB-DNN do not guarantee a positive gain 
and may sometimes have detrimental effects, for example, the 
RFR-DNN model. GBR-DNN performed relatively well in 
Desharnais and ENB datasets. However, it performed poorly in the 
EVP dataset. The result indicated that the quality of the dataset 
remains significant. This finding opens the door for future 
research.  

The interquartile range ( 𝐼𝐼𝐼𝐼𝐼𝐼 ) is a reliable measure of 
variability representing the dispersion of the middle 50% of the 
data [16]. The 𝐼𝐼𝐼𝐼𝐼𝐼 is calculated as 𝐼𝐼𝐼𝐼𝐼𝐼 = Q3 − Q1 statistically; 
the smaller 𝐼𝐼𝐼𝐼𝐼𝐼 indicates the error range is relatively small. MLR-
DNN showed the narrowest 𝐼𝐼𝐼𝐼𝐼𝐼  and largest Mann-Whitney U 
effect size to strengthen its position as the most accurate ML model 
among the other models in this study. MLR-DNN enhanced the 
overall prediction accuracy compared to other models with a 
significant magnitude of error reduction. 

From observation of the statistical value in  

Table 4 for the degree of augmentation 𝜒𝜒  and Mann-Whitney 
U test effect size 𝑟𝑟, it seems like there is some form of proportion. 
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The investigators [17] explained that effect size is the difference 
between the variable’s value in the control and test groups. The 
magnitude of 𝜒𝜒 increases and 𝑟𝑟 increases, |𝜒𝜒| ∝ 𝑟𝑟. The significant 
difference between 𝜒𝜒 and 𝑟𝑟 is that the effect size does not cater to 

attributes of positive or negative augmentation. This finding 
reflects that the degree of augmentation is a more appropriate 
performance indicator for measuring cascaded hybrid ML models. 

 
Table 4: Degree of Augmentation Statistical Data 

 GBR-DNN MLR-DNN RFR-DNN XGB-DNN 
 Descriptive statistics 𝚫𝚫𝒕𝒕−𝟏𝟏 𝚫𝚫𝒕𝒕 𝚫𝚫𝒕𝒕−𝟏𝟏 𝚫𝚫𝒕𝒕 𝚫𝚫𝒕𝒕−𝟏𝟏 𝚫𝚫𝒕𝒕 𝚫𝚫𝒕𝒕−𝟏𝟏 𝚫𝚫𝒕𝒕 
Valid  11857  1779  11857  1779 11857  1779  11857  1779  
Missing  0  0  0  0 0  0  0  0  
Mean  .007  .006  .028  .002 .006  .009  .006  .006  
Std. Deviation  .019  .018  .035  .003 .018  .011  .018  .014  
𝐼𝐼𝐼𝐼𝐼𝐼  .006  .006  .024  .001 .005  .007  .005  .005  
Minimum (x10-6) .105  8.492  12.13  1.059 .001  51.88  .002  .083  
Maximum  .615  .115  .578  .061 .648  .188  .659  .397  
𝑝𝑝-value of Shapiro-Wilk  <.001  <.001  <.001  <.001 
Degree of Augmentation 𝜒𝜒   .001  .026  -.003  .000 
Mann-Whitney 𝑈𝑈  9205868  809668  6171934.5  8978979 
Wilcoxon 𝑊𝑊  79517879  2394758  76472087.5  79290990 
(𝑧𝑧) score  -8.701  -62.910  -28.286  -10.166 
𝑝𝑝-value  .000  .000  .000  .000 
Effect Size r  .074  .538  .239  .061 
         

4. Verification Results 

Three types of live project data (Waterfall, Hybrid, and Agile) 
were used to verify MLR-DNN performance. The live 
performance results explained how effective MLR-DNN could be 
used practically in project management. 

4.1. Waterfall Project 

XYZ is one of the largest telecommunications operators in 
South East Asia. Due to exponential growth in customer demand, 
XYZ decided to enhance its operations support capability. MLR-
DNN was used during the live project verification stage to forecast 
the budget and duration. Two EVM data samples were collected at 
43% and 53% completion points. Table 5 displays the results. 

MLR-DNN outperformed traditional EVM by 8.4% and 54.1% 
in average cost at Estimate At Completion (EAC) and average 
schedule prediction at Estimate Duration At Completion (EDAC), 
respectively. These findings align with a study which indicates CPI 
(cost) accuracy is relatively better than SPI (time) accuracy in 
EVM calculation [18]. 

Table 5: Waterfall Project Verification 

% Complete Actual ML Prediction 𝑴𝑴𝑴𝑴𝑴𝑴 
EAC EDAC EAC EDAC EAC EDAC 

43% .70 .67 .80 .65 .1 .02 
53% .70 .67 .74 .65 .04 .02 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 .07 .02 
 

The MLR-DNN model improved and significantly enhanced 
the performance of project effort and duration estimation. Work 
Breakdown Structure (WBS) and EVM remain moderately 
accurate despite being less dependent on humans. The result 
indicated that the dataset’s quality continues to have a significant 
impact, opening future research opportunities. 

4.2. Hybrid Waterfall-Agile Project 

Hybrid Agile-Waterfall projects combine agile approaches 
with waterfall methodologies to deliver projects. The waterfall 
method to record specific requirements and the agile methodology 
to deliver gradually in sprints are examples of hybrid projects. 
Another hybrid agile-waterfall model is software development 
teams adopting the agile methodology, while hardware 
implementation teams stick to the waterfall approach. The amount 
of agile versus waterfall project technique adoption in scope 
coverage determines the blending ratio.  

STU is a major telecommunications operator in South East 
Asia with millions of customers. It would like to optimize and 
enhance its operations support and telemarketing capability. The 
project cost is moderately high: hardware, commercial out-of-shelf 
products, software customization, system integration, consulting, 
and professional services. 

Table 6: Hybrid Waterfall-Agile Project Verification 

% Complete Actual ML Prediction 𝑴𝑴𝑴𝑴𝑴𝑴 
EAC EDAC EAC EDAC EAC EDAC 

31% .86 .96 1.23 .82 .37 .14 
38% .86 .96 .88 .73 .02 .23 
54% .86 .96 .84 .81 .02 .15 
70% .86 .96 .88 .74 .02 .22 
92% .86 .96 .75 .92 .11 .04 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 .11 .16 

Five samples were collected from the same project at different 
stages and times (Table 6). One noticeable phenomenon is that 
prediction accuracy depends on the percentage of completion 
points. The closer the project’s end, the more accurate the forecast 
is. At 31% completion, it was a less accurate prediction than the 
54% completion point. The characteristic of EVM is inherited and 
aligned with findings in [10]. 
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The predicted EDAC was accurate enough, with an average 
variance of 16% compared to any existing PM techniques and tools 
with 35-60%. There were insufficient details as to why there was 
a higher variance of EDAC than compared to EAC. Nevertheless, 
the project details revealed many change requests initiated that 
might impact prediction accuracy. 

4.3. Agile Project 

The MLR-DNN was fed with live agile project-scaled EVP 
data to predict project duration and cost in this verification test. 
Agile projects are typically shorter in duration and use fixed-length 
iterations. These projects usually have a low to medium budget, 
fixed period, and flexible scope.  

ABC is a popular online banking software offering various 
electronic payment services to customers and financial institutions. 
A backlog of enhancements was prioritized in a different sprint by 
adopting a 100% agile methodology for the whole software 
development life cycle. Project resources were relatively small, 
usually less than ten people. 

Project size was determined by the amount of project value in 
USD. Project is considered "small" < 500k; 1 million > "medium" 
≥ 500k, and "large" > 1 million. The percentage of completion 
was defined as the average project delivery progress 

Table 7: Agile Project Verification 

% Complete Actual ML Prediction 𝑴𝑴𝑴𝑴𝑴𝑴 
EAC EDAC EAC EDAC EAC EDAC 

100% (Sprint 1) 1 1 .99 1.00 .01 0 
100% (Sprint 2) 1 1 .99 .99 .01 .01 
50% (Sprint 3) 1 1 .77 .59 .23 .41 
70% (Sprint 4) .85 1 .93 .77 .08 .23 
80% (Sprint 5) .92 1 .94 .86 .02 .14 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 .07 .16 

Three project-type live data samples were collected at different 
stages, iterations, sprints, and releases comprised of Agile, Hybrid, 
and Waterfall projects (Table 7). The overall prediction accuracy 
comparison between traditional EVM vs MLR-DNN in three 
project types is illustrated in Figure 10. 

Figure 10: Performance Comparison between MLR-DNN and Traditional EVM 
in both Schedule and Cost Prediction 

MLR-DNN model performed well in agile projects. It 
accurately predicted cost and schedule dimensions for many 
waterfall projects. Cost forecast accuracy is relatively better than 
duration forecast accuracy. 

5. Machine Learning Biases 

Machine learning (ML) algorithms are becoming more used in 
various industries. These algorithms, however, are not immune to 
bias, which can have detrimental repercussions. Therefore, it is 
critical to understand and address potential ML biases in order to 
ensure that these algorithms are fair and equal. 

Type I - Algorithmic bias refers to systematic errors or 
unfairness resulting from employing algorithms inherited from the 
ML model, including how the model was constructed or trained, 
leading to biased outcomes [19]. Type II – Dataset bias is another 
type of bias that relates to the tendency of ML models to deliver 
inaccurate or unreliable predictions due to flaws or inconsistencies 
in the data used to train them [20]. It can result from various 
factors, including data collection methods and pre-processing 
techniques. To reduce ML biases, practitioners should evaluate 
models and datasets for performance and choose the least biased 
models. 

6. Conclusion and Further Research 

Traditional project planning in effort and duration estimation 
techniques remain low to medium accurate. This study seeks to 
develop a highly reliable and efficient Hybrid ML model that can 
improve cost and duration prediction accuracy. The results of the 
experiments indicated that MLR-DNN was the superior, effective, 
and reliable machine learning model. 

The verification results in Agile, Hybrid and Waterfall projects 
indicated that the MLR-DNN model improved and significantly 
enhanced project effort performance and duration estimation. 
Despite WBS and EVM (conventional project management tools) 
being less dependent on humans, they are moderately accurate.  

The results indicated that hybrid cascaded ML models such as 
GBR-DNN & XBG-DNN do not guarantee a positive gain and 
may sometimes have detrimental effects, for example, the RFR-
DNN model. MLR-DNN inherits other neural network flaws being 
computationally costly and operating in black boxes with little 
explanation.  

The accuracy of neural networks (including MLR-DNN) 
depends on the volume and the quality of training data [21]. 
Therefore, the dataset’s quality significantly impacts the ML 
model’s performance. This finding opens the door for future 
research.  
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Determining the best candidates for a certain job rapidly has been one of the most interesting
subjects for recruiters and companies due to high costs and times that takes the process. The
accuracy of the models, particularly, is heavily influenced by the discriminant variables that
are chosen for predicting the candidates scores. This study aims to develop an performance
job prediction systems based on hybrid neural network and particle swarm optimisation which
can improve recruitment screening by analyzing historical performances and conditions of em-
ployees. The system is built in four stages: data collection, data preprocessing, model building
and optimisation and finally model evaluation. Additionally, we highlight the significance of
Particle Swarm Optimization (PSO) in enhancing the performance of the models created by
presenting a training algorithm that uses PSO. We conduct a study to compare the performance
of each hybrid model and summarize the results.

1 Introduction

The field of human resources (HR) has undergone significant
changes over the past few decades, and the rise of artificial in-
telligence (AI) has had a major impact on how HR functions are
performed. From recruitment and employee evaluation to training
and career development, the introduction of AI has led to a trans-
formation in the way HR professionals perform their duties. This
article will delve into the literature on the impact of AI in HR, an-
alyzing the advantages and drawbacks of utilizing AI in this field,
and examining the potential implications for HR professionals and
organizations.

Another area where AI is having an impact is in employee eval-
uation and performance management. AI algorithms can analyze
an employee’s work history, skills, and achievements to predict
their potential for growth and future success within the company.
This can help HR professionals make informed decisions about
employee development and career advancement. For example, in
a study by Deloitte, 92% of HR professionals reported that AI has
improved the accuracy of performance evaluations (Deloitte, 2019).
Performance job prediction has become increasingly popular with
the advent of machine learning algorithms such as decision trees,
random forests, and support vector machines, which can handle vast
quantities of data and discern intricate connections between various
variables. These algorithms can be trained on historical performance

data to make predictions about the future performance of new hires
or current employees. In this study, we will focus on the application
of the ANN on the candidates performance prediction [1].

Designing an ANN with the appropriate parameters can result
in a powerful tool. In fact, the process of choosing selecting the ar-
chitecture that will works well includes the number of input, hidden
neurons and weight values, for a complex situations can pose an
optimization task challenge. The training process plays a crucial
role in determining the ANN topology. Firstly, the most suitable
architecture needs to be chosen by assessing the problem at hand,
which entails identifying the number of input, hidden, and output
neurons. Secondly, the ideal weight values that enable the ANN
model to perform at its best must be identified. While the ANN
architecture is typically determined by experience, some researchers
have started using meta-heuristic algorithms such as Particle Swarm
Optimization to explore various possible architectures and select
the optimal one based on a fitness criterion.

The primary objective of this study is to create a job perfor-
mance prediction model that utilizes ANN, PSO, and appropriately
selected variables based on the availability of data. The first step
involves examining the effectiveness of variable selection models by
comparing discriminant analysis and logistic regression techniques.
The second step entails identifying the optimal ANN topology by
proposing a training process that employs the PSO algorithm to
determine the ideal neural network topology.
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2 Literature review

2.1 Performance job prediction

Performance job prediction is the process of using various data
points, such as an employee’s job performance, education and skill
sets, personality traits, and even social media activity, to make
predictions about an individual’s potential for growth and success
within a company [2]. This information can be used by organi-
zations to make informed decisions about employee evaluation,
promotion, and training. The goal of performance job prediction is
to create a more productive and efficient workforce by identifying
high-potential employees and providing them with the resources
and support they need to succeed [3].

One of the key advantages of performance job prediction is its
ability to provide actionable insights into employee performance.
For example, organizations can use these predictions to identify
high-performing employees and provide them with the resources
and training they need to excel in their roles. In addition, predictions
can help managers make informed decisions about promotions, pay
increases, and other compensation-related matters.

The accuracy of performance job prediction models is depen-
dent on the quality and quantity of data used in the model. Data
sources may include things like past performance evaluations, train-
ing data, and demographic information. The use of multiple data
sources allows organizations to build a more complete picture of an
employee’s potential, providing a more accurate prediction.

One of the most commonly used approaches for performance
job prediction is regression analysis. This method uses statistical
methods to model the relationship between predictor variables (e.g.,
past performance, training data) and the dependent variable (future
performance). Regression analysis can provide valuable insights
into the impact of different factors on an employee’s performance,
allowing organizations to make informed decisions about staffing,
development, and compensation.

An alternative method involves utilizing machine learning algo-
rithms, such as decision trees, random forests, and gradient boosting,
to construct models that predict employee performance by analyzing
data [4]–[7].

2.2 Classification for Prediction

Smart choices can be made by utilizing techniques such as classifi-
cation and prediction. Scholars in the domain of machine learning
have suggested numerous methods for classification and prediction
assignments. This research, in particular, focuses on the classifica-
tion methods employed in the machine learning procedure. These
approaches to analyzing data are used to derive models that define
significant data categories or anticipate forthcoming trends in the
data [8].

The classification process is composed of two main phases: dur-
ing the learning phase, the classification algorithm scrutinizes the
training data to generate a classifier, which is essentially a set of
guidelines for classification. In the classification phase, the accu-
racy of the classifier is evaluated by testing it on the test data. If the
accuracy is satisfactory, the model can be utilized to make predic-
tions on new data. There are several techniques for classification,

such as Bayesian approaches, decision trees, neural networks, and
numerous others.

This study will focus on the application of the artificial neural
network and its parameter optimization [9].

2.3 Artificial Neural Network

Artificial neural networks, a subcategory of artificial intelligence,
draw inspiration from neurobiology and entail designing machines
capable of learning and accomplishing specific assignments, such
as classification, prediction, or grouping. These networks com-
prise interlinked neurons that learn from the data they encounter
to detect linear and nonlinear patterns in intricate data, resulting
in dependable forecasts for new scenarios. The inaugural neuron
model, which was grounded on biological neurons, was introduced
in 1943 by McCulloch and Pitts.

In 1943, McCulloch and Pitts introduced the first neuron model,
which proved that formal neurons are capable of performing logical
functions. Later, in 1949, psychologist Donald Hebb introduced par-
allel and connected neural network models and proposed many rules
for updating weights, including the well-known Hebbian rule [10].
Frank Rosenblatt, a psychologist, created the perceptron model in
1958. This model was able to identify simple shapes and carry out
logical functions [11]. Nevertheless, in 1969, Minsky and Papert
revealed the limitations of the perceptron, specifically in addressing
nonlinear problems [11]. In the 1980s, interest in artificial neural
networks was renewed by the introduction of Rumelhart’s Back-
Propagation algorithm, which enhances parameters for multilayered
neural networks by transmitting errors to the hidden layers [12].

Figure 1: Artificial Neural Network

Since then, the use and application of neural networks have
expanded into various fields. In fact, studies have demonstrated
that a Multilayer Perceptron network with a single hidden layer
has the capability to estimate any function of Rn in Rm with high
accuracy [13]. The structure and settings of a neural network are
crucial factors that determine its effectiveness and efficiency.The
multilayer network is a commonly used structure in neural networks,
consisting of an input layer, one or more hidden layers, and an out-
put layer. The hidden layer functions as a mediator between the
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input and output neurons, and the connections among the layers
are represented by the weights of the connecting links. Generally,
the layers in a neural network are linked together in a manner that
allows data to flow solely in one direction - this is known as a feed-
forward approach. There are no loops or cycles in the network. The
data originates from the input layer, traverses through the hidden
layers, and finally arrives at the output layer. An example of a neural
network with a single hidden layer is shown in Figure 1 to provide
a better understanding of its functioning. In addition, previous re-
search has demonstrated that this architecture is optimal for solving
classification problems, which is the focus of this article [13].

For a neural network with one hidden layer, we can observe that
each hidden neuron (indexed j = 1, ..., n) takes in an input that is
the result of a weighted sum of the inputs to the entire network. The
transfer function f is used to process the input and convert it into an
output signal.

zj = f

wj0 +

n∑
i=1

wjixi

 (1)

The variable n and and the variable m are the number of input
neurons and the hidden ones, respectively and wi j is the weight from
the ith input neuron to the jth hidden neuron, xi is input variable i
and w j0 is a bias term. The hidden neuron signals are subsequently
transmitted to the output neurons through weighted connections,
similar to the transmission between the input and hidden layers.
Consequently, the output neurons obtain the sum of all weighted
hidden neurons, which is then passed through a transfer function g,
based on the required output range. The output yo of the network’s
output neuron o is formulated as:

yo = g

 bz0 +

m∑
i=1

βzj

 f

wj0 +

n∑
i=1

wjixi

 (2)

With bz j represent the weight from the JT H hidden neuron to
the Oth output neuron and bz0 is the bias. As mentioned earlier,
the reason why neural networks are popular in different areas is
due to their capacity to approximate linear or nonlinear functions.
However, the challenge is to determine the optimal topology and
weight values of the network that can closely approximate the target
function. This task can be thought of as an optimization problem,
where the objective is usually to minimize a cost function based on
the total sum of squared errors.

2.4 Optimizing parameters for ANN

2.4.1 Input variables

Once the artificial neural network is established, the next step is to
identify the necessary information required to build the network.
This information is provided in the form of input variables that
are used to assess the potential job performance of candidates. To
permit to the ANN to accurately classify new observations, the in-
put variables must be carefully selected to ensure the classification
model performs well. Therefore, it is crucial to identify the most
relevant variables for classification purposes.

2.4.2 Architecture

Tthe structure of an ANN is an input layer, output layer, and one
or more hidden layers. Hence, there are other crucial factors that
have an impact on the performance of the artificial neural network,
and they need to be considered while designing it. These factors
comprise the number of neurons present in each layer and the num-
ber of hidden layers that are incorporated into the network. These
parameters determine the behavior of the neural network and vary
depending on the problem to be solved.

The study employs the neural network architecture with one
hidden layer for classification purposes [13] , which is widely ac-
knowledged as the optimal structure for such problems according to
existing literature.

Selecting the appropriate number of neurons for the hidden lay-
ers of an artificial neural network can be a difficult task. Having too
many neurons can lead to an increase in the number of computations
required by the algorithm. Conversely, selecting too few neurons in
the hidden layer can result in a reduction in the model’s capacity to
learn [14]. So, it is crucial to choose the optimal number of neurons
to achieve the highest possible performance of the neural network.

2.4.3 Learning algorithm

The process of finding the optimal weights and biases that max-
imize the performance of a neural network is known as learning
algorithms, which consist of a set of rules. Various techniques have
been used in literature to determine the best architectures and topol-
ogy of weights and biases for the neural network, depending on the
learning type.

Supervised learning refers to the scenario where the dataset used
for training is labeled, while unsupervised learning train on unla-
beled datasets. In unsupervised learning, the weights of the neural
network are adjusted based on specific criteria to identify patterns
or regularities in the observations.

The principal goal of this research is to improve the performance
of an artificial neural network (ANN) in predicting job performance
of a candidate. This is done using a supervised learning approach
where the labels for the classes are already known and provided
during the training stage. The learning algorithm adjusts the connec-
tion weights between inputs layers and the target ones to estimate
their dependencies and minimize the error function, such as mean
squared error.

The optimisation techniques can be classified into two groups:
• The first set of techniques is based on the steepest descent

method and includes methods like gradient descent, Levenberg
Marquardt, Backpropagation, and their variations. However, some
of these algorithms require a significant amount of computational
resources in terms of time and memory. Out of these, the Back-
propagation algorithm is the most widely utilized, as it is a highly
effective tool for determining the gradient in neural networks. How-
ever, it has its limitations, particularly with regards to the issue of
getting stuck in local minima.
• The second group encompasses techniques that are inspired

by the evolution of living species, such as genetic algorithms and
swarm algorithms among others.
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2.4.4 Transfer Function

Before training a neural network, one of the parameters that needs to
be determined is the transfer function. The selection of an activation
function is dependent on the specific use case. For instance, binary
functions are well-suited for organization and distribution problems,
whereas continuous and differentiable functions like sigmoid func-
tion are utilized to approach continuous functions. Notably, the
sigmoid transfer function is commonly used because it combines
nearly linear, curvilinear, and nearly constant behavior based on
the input value [14]. The sigmoid transfer function’s adaptabil-
ity enables the artificial neural network to manage both linear and
non-linear issues. It’s possible to represent the sigmoid function as:

f (x) =
1

(1 + exp(−x))
(3)

The function being used as the transfer function in this study is
bounded between zero and one, and it takes a real-valued input and
produces an output within that range.

2.5 Particle Swarm Optimization (PSO)

PSO is an evolutionary computation method that was created by
J. Kennedy, a social psychologist, and R. Eberhart, an electrical
engineer, in 1995 [15]. It is a type of swarm intelligence algorithm
that draws inspiration from the natural behavior of social organisms,
such as birds flocking, and is employed as an optimization technique
in a variety of research domains.

Social animals that live in groups, like swarms, often need to
travel long distances to migrate or search for food. To do so effi-
ciently, they optimize their movements in terms of time and energy
expenditure and cooperate with one another to achieve their objec-
tive. The PSO algorithm is rooted in this behavior and is utilized to
discover solutions to problems by optimizing a continuous function
in a data space. Each member of the group, similar to the animals in
a swarm, decides their movement based on their own experience and
that of their peers, resulting in a complicated and effective process
[15].

The PSO algorithm is designed around a group of individuals
known as particles. At the first time, these particles are placed
randomly in the solution space and move around in search of the
optimal remedy to the challenge. Each particle’s position represents
a potential solution to the challenge. The movement of each piece is
governed by specific rules. Each particle has a memory that allows
it to remember the best point it has encountered so far and tends to
return to that point. Additionally, each particle is informed of the
best point found by its neighbors and tends to move towards that
point.

The initial step for utilizing the PSO algorithm involves estab-
lishing a search area comprising of particles and a fitness function
for optimization. Afterward, we commence by initializing the sys-
tem with a set of haphazard solutions (particles). Each particle is
allotted a positional value signifying a plausible solution data, a
velocity value that denotes the extent to which the data can be modi-
fied, and a personal best value (pBest) that represents the particle’s
most optimal solution reached thus far.

Algorithm 1: PSO algorithm[16]

for Particle i in swarm S do
Set up the particle i ;

end
while stopping condition is false do

for Individual i of the swarm do
Calculate the fitness f(xi(t));
if the fitness value>p best then

Assign the current value as the updated personal
best (p best);

end
end
Select the optimal fitness value among all particles and
denote it as (g best);

for Individual i of the swarm do
Adjust the velocity of the particle in accordance
with the Eq (1);

Adjust the velocity of the particle in accordance
with the Eq (2);

end
end

3 Research Framework

In order to define the solutions, a research framework must first
be developed. The research includes four major processes that are
included in this research: data collection, preprocessing of data,
variable selection, model building and the evaluation of the model.

The proposed framework is shown in the Figure 2 below.

Figure 2: The proposed methodology

3.1 Discriminant variables

To determine the optimal architecture for an ANN, the first step is
to identify the input variables. These variables will be used to con-
struct mathematical models that predict job performance. However,
selecting the appropriate variables can be a challenge and is crucial
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for the model’s accuracy. In this study, 15 variables listed in Table 2
were used, based on the availability of data.

3.2 Data preprocessing

Studies and research have demonstrated that several AI algorithms
may exhibit poor performance due to the inferior quality of data
and variables. Therefore, two critical steps are required to enhance
the feasibility of the variables for constructing a predictive model:
variable selection modeling for reducing dimensionality and data
preprocessing. This process involves data preparation and normal-
ization to accomplish reduction or classification tasks. The Table 1
below shows the variables used in this study.

Table 1: Dataset description

Variables Description Value
ID Employee’s id integer

Age Employee’s Age Integer
Gender Employee’s gender M or F
Marital Employee’s S or M
status status

Diploma Employee Education Bachelor
Degree High Diploma

Master, Phd
Experience Employee Integer

years year of experience
Salary Employee salary Integer

Communication Employee level 1 to 5
Level in communication

Motivation Employee motivation Yes or
enthusiasm for work No
Language Employee language 1 to 5

score level
Specialisation Employee general IT, Economics

Specialisation HR, Network
business

Effectiveness Employee Yes or
in a remote ability no

environment in remote
Seniority Employee seniority Junior

in the company Senior
Manager

Physical Employee ability Yes or
abilities to work no

Additional Employee additional Yes or
Certificate certificate no
Employee Employee BA

performance performance Good

3.3 Variables selection models

In classification studies, it is crucial to determine which variables
hold the most importance in distinguishing between different cat-
egories. Moreover, it is often challenging to obtain trustworthy
and meaningful data. Therefore, it is essential to identify the most

significant variables that can offer insights to forecast candidate
performance to reduce the effort required to gather and verify data.

When creating a prediction model, it can be helpful to reduce the
number of variables in order to improve computational efficiency
and increase the accuracy of classification algorithms, like neural
networks. To achieve this, we’ll use two types of classification
techniques statistical methods and artificial intelligence in order to
identify the most important variables that distinguish between can-
didates’ performance. Then, we’ll choose the best variable selection
model to optimize the performance of the neural network.

In this study, we are more focused on the statistical method
Statistical method used in this study is chosen for its popularity in
variable selection is discriminant analysis (DA) and logistic regres-
sion. Discriminant analysis is commonly utilized to identify a linear
combination of features that can effectively distinguish between two
or more groups, in order to reduce the number of dimensions prior
to classification.

3.4 Artificial Neural Network Architecture

This study utilizes an ANN model for predicting the job perfor-
mance of candidates chosen at random. As previously stated, the
architecture of the ANN is critical to its functionality and effective-
ness. Therefore, this section focuses on determining the optimal
topology that can differentiate between a good candidate and a poor
one based on the selected variables.

To define the architecture of an ANN, certain parameters must
be determined such as the number of input neurons, hidden layers,
and hidden neurons. According to the literature, ANNs with one
hidden layer are considered the optimal structure for classification
problems[13].

4 Cross validation

Any bias or bad quality due to dataset could potentially have a
huge impact on determining the artificial neural network and its
parameters. In this sense, the cross validation technique is made to
minimize this genre of problem.

In our experiment we will use a 3 fold-cross validation technique
to train and test our model to avoid over fitting.

To be precise, we divided our dataset into three equal subsets,
which implies that our model will undergo training and testing pro-
cedures three times. The mean value of the accuracy measures
obtained from each of the three iterations is used to evaluate the
overall accuracy of the model.

5 Performance evaluation

To evaluate the performance of our model, we use this list of evalua-
tion metrics:

Overall accuracy: In general, accuracy refers to the percentage
of correctly classified records by the model. The formula for calcu-
lating accuracy can be derived from the confusion matrix presented
in Table 2.
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Accuracy =
T P + T N

T P + T N + FP + FN
(4)

Precision: It can be described as the proportion of the correctly
predicted cases (True Positive) to the combined number of True
Positive and False Positive.

Recall: It can be expressed as the proportion of the correctly
predicted cases (True Positive) to the combined number of True
Positive and False Negative.

Specificity: The True Negative Rate is calculated as the number
of True Negatives divided by the sum of True Negatives and False
Positives.

Predicted
Actual BA Good

BA True Negative False Positive
Good False Negative True Positive

F-Measure: F-measures take the harmonic mean of the Preci-
sion and Recall Performance measures [17].

F−Measure =
Precision × Recall
Precision + Recall

(5)

6 Empirical study
As mentioned earlier, the main aim of this study is to employ a
combination of neural network and Particle Swarm Optimization
to forecast the job performance of a random applicant. The initial
stage in this approach, as described in the research methodology,
involves choosing the suitable variables that can be utilized to create
a the optimal method.

6.1 Data and variables

The dataset used in this study issued from a Moroccan firm con-
tains the most variables used on the manual recruitment process
based on the survey made inside each department of this firm. Data
collected contains more than 1000 individuals. A variable class is
created with two values (BA if the candidate is below the average,
Good is the candidate have a good qualification). The individuals
was selected randomly from a different department: IT department,
finance department, HR department, Data department...

Before using our Data as input for our model, a normalizing
function Eq.6 was applied to bound data values to -1 and +1 with
X is the input matrix, Y is the normalized matrix, xmin and xmax

are respectively the maximal and the minimum values of a variable
[18].

Y =
0.9 − 0.1

xmax − xmin
X +

(
0.9 −

0.9 − 0.1
xmax − xmin

xmax
)

(6)

6.2 Results

The initial step of processing and managing data involves dealing
with missing values, decreasing the number of variables, and exam-
ining the most significant ones, which is crucial. So, we begin our

process of building a performance job prediction model by handling
the missing values. Our dataset contains many missing values so
to fix this problem, we refer to KNN imputation. In fact, a new
observation is imputed by finding the samples in the training set
closest to it and averages these nearby points to fill in the value.[4]

Secondly, we need to determine the influence of each variables
on a candidate’s job performance by using variable selection tech-
niques. We will compare common models such as Discriminant
Analysis and Logistic Regression, and summarize the variables
selected by each model in a table below.

Table 2: Variables selection results

Variables selection Number Selected
Techniques variables Variables

Gender, Marital status,
Seniority , Salary

DA 8 Communication level
Employee ethics
Specialisation,

Physical
abilities

Age, Gender, Marital
status, Seniority ,
Salary, Diploma

Logistic Experience years
Regression 12 Language score

Communication score
Specialisation,

Additional
Certificate,

Effectiveness
in a remote

environment

The presented table displays how each model has selected a
distinct set of variables based on their discriminatory power. The
feature sets have been divided into two categories: the first group
contains eight variables chosen by DA, and the second group in-
cludes twelve variables chosen by LR.

The ANN model’s input layer will rely on the set of variables
selected by the variable selection models. As a result, two hybrid
neural network models, MDA-ANN and LR-ANN, are constructed
accordingly.

After defining the best variables that will have a big impact
on our target variable, it’s time now to define the best architecture
for our model, for this reason we compare the following learning
algorithm based on PSO, and the hybrid artificial neural network
trained separately.

Now, we have reached the step of designing the topology of
our hybrid neural network. for this step, we used the following
parameters:

The architecture that produced the highest performance accu-
racy applied to our model was determined to be 12-18-1 (12 input
neurons, 18 hidden neurons, and one output neuron). The 12 input
neurons in this case correspond to the number of variables selected
by the logistic regression algorithm, indicating that these variables
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have strong discriminatory power when it comes to predicting can-
didate performance.

Table 3: PSO parameters

Architecture Weights
Parameters optimization optimization
Swarm Size 20 20

Stop criteria & iteration 100 100
Search area range [3, 20] [-2.0, 2.0]

Inertia factors (wn = 0.9 ∗ wn−1) (wn = 0.9∗
wn−1)

w0 = 0.8 w0 = 0.8

We can see also that the application of our Hybrid artificial neu-
ral network separately decrease the performance of the two models
DA-ANN and LR-ANN compared to its application with the PSO.
The results will be presented and analyzed in the table 5.

Note that the evaluation of the evaluation metrics alone does
not give a good judgment on the quality of the prediction and the
classification. In this performance comparison, we will also focus
on the performance attribute to each class which gives important
information about a model especially to select the variables which
discriminate the performance of the candidates.

This appears clearly in the application of the hybrid algorithm:
DA-ANN and DA-ANN PSO. In fact, even with its big accuracy,
they present the less rate of good classification of good candidates
(47.5%, 48.3%) contrary to below average candidates (between
83.3% and 83.4%). The LR-ANN PSO model gives the best classi-
fication rate. These findings suggest that the variables identified by
the LR statistical models provide more insights into a candidate’s
job performance.

Table 4: Results

Model LR-ANN LR-ANN DA-ANN DA-ANN
PSO

Accuracy 72.5% 75.0% 65.0% 65.4%
Precision 70.1% 72.9% 47.5% 48.3%

Sensitivity 73.1% 75.6% 74.9% 75.1%
Specificity 72.0% 74.5% 60.3% 60.6%
F-measure 71.6% 74.2% 58.1% 58.8%

BA 74.9% 77.0% 83.4% 83,3%
Good 70.1% 72.9% 47.5% 48.3%

7 Conclusion
In this research, we have implemented a hybrid discriminant neu-
ral network relying on particle swarm optimisation and statistical
variables selection techniques. The models developed takes into
account the variables mostly used in the manuel performance job
prediction, otherwise, the constraints of missing values was fixed
by the K-nearest neighbor algorithm.

The proposed methodology of variables selection evaluated the
impact of different variables selection models by comparing Multi-
variate Discriminant Analysis and Logistic Regression. The findings

demonstrate that logistic regression perform exceptionally well as
a variables selection model for Artificial Neural Networks (ANN)
to distinguish between candidates job performance. Moreover, the
application of the variables chosen by this technique gives the best
performance for the task of prediction the candidate job performance
prediction.

The hybrid neural network applied with the learning algorithm
PSO gives the best results in term of optimisation and finding the
local minima and then in the prediction of the job performance.
This model will be very useful for recruiter to assess and predict the
performance of future candidates.
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 This work investigated the coupling behavior of the scattered-bend loss in displacement 
sensor during the bending of the fiber by using a multimode polymer optical fiber (POF). To 
utilize the scattered-bend effect for displacement measurement, a side coupling technique 
can be used by twisting a pair of POF fibers and bent the structure into a loop. The working 
principle of the sensor is quite simple. The bent radius grows smaller as the fiber draughts 
which simulate a change of displacement. The scattered-bend loss increases as the 
illuminating fiber is bent in decreasing angle and the light being coupled to the receiving 
fiber. The fabricated sensor is tested based on static measurement analysis and the sensor 
is characterized by its sensitivity, resolution, linearity, and repeatability error. From the 
experiment, the fabricated sensor has a range of roughly 160 mm with a sensitivity of 0.817 
nW/mm, a resolution of 1.228 mm, and a repeatability error of 1.856 %. The sensor exhibits 
high linearity from 0 mm to 80 mm. The sensor's design structure and analysis are simple, 
comprehensive, and cost-effective, with potential benefits in industrial applications. 
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1. Introduction 

An optical fiber is a data transmission medium that uses 
lightwave propagation in conjunction with a fiber that is often 
constructed of glass or plastic. Optical fiber is mostly used in the 
application of high-speed and long communication. Various 
features of light behavior in optical fiber have been researched 
through time, including bend-loss studies which this work is based 
on and this paper is an extension of work originally presented in 
2022 IEEE 9th International Conference of Photonics[1] among 
others [2], light propagation [3], coupled-mode theory [4] and 
scattering [5]. Until now, researchers have been attempting to 
explain many occurrences and properties in various types of 
optical fiber.  

In sensing applications, most of the sensors can sense a variety 
of parameters such as temperature [6], pressure [7], displacement 
[8], biomedical [9], food quality [10,11] and chemical [12]. Many 
fibers have been used in the application of sensors such as glass 
optical fiber [13], polymer optical fiber, Fiber Bragg Grating [14], 
etc. In comparison to other fibers, POF is inexpensive, flexible [15] 
and is well known for its high reliability in short-distance 
communication and sensing applications. POF is widely 
recognized for its physical toughness, which can withstand the huge 
physical strain, as well as its low weight when compared to silica-
based fiber, which is much more delicate and fragile due to the 
incredibly thin glass fiber it contains [16]. POFs are also immune to 
electromagnetic interference and have multiplexing capabilities 
[17]. 
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1.1. Common Techniques 

Researchers had offered many techniques to obtain a high-
performance sensor with a simple structure and low-cost 
manufacture in Polymer Optical Fiber (POF) sensor applications 
[18]. Among the techniques proposed by researchers are long-
period gratings [19], nonlinear effects [20], surface plasmon 
resonance [21] and fiber bragg gratings [22]. An intensity-based 
technique has addressed a high-performance, simple, and a low-
cost sensor for various detections based on the approaches 
indicated above since it does not require specific equipment [23]. 
A sensor that uses light intensity as the measurement detecting 
technique is known as an intensity-based sensor [24]. The common 
sensor that uses an intensity-based sensor is a pressure sensor, 
temperature sensor, turbidity sensor, and displacement sensor. In 
terms of displacement measurement sensors, various methods 
have been proposed. Most of the methods are able to detect static, 
dynamic, and plane-in-out measurement analysis. 

Diffraction grating technique [25] has achieved a 4 mm to 14 
mm range of the best linearity for displacement range, however, 
it has a complicated design setup and complicated analysis, and 
the range is very small. The technique is found to be complicated 
because it requires a specific angle cut or called a diffraction angle 
at the end of the illuminating fiber which can cause a loss if the cut 
not clean enough. The analysis of this method is also difficult to 
determine the diffraction order its need to obtain the LED light 
wavelength, light cone angle, the period of the diffraction grating, 
and diffraction angle of the illuminating fiber. 

This works integrated the principle of macro-bend loss and 
scattering loss to realize the fabricated sensor. The works studied 
and investigated the right tapered depth, bending angle and turns 
in order to optimize the results.  

1.2. Macro-bend and Scattering Loss 

The displacement sensor described in this research is based on 
the coupling of scattered-bend loss where to determine the 
scattering loss in POF, two fibers were twisted together. The first 
fiber is acting as illuminating fiber, while the second fiber couples 
scattered-bend radiation loss using the side coupling approach 
[26]. Fiber loss increases as a result of bending, as does coupling 
power. Based on this technique, the power coupling structure is 
employed for the displacement measurement sensor. The power 
coupling was visualized by measuring the outputs and calculate 
the coupling ratio at each bend diameter.  

In optical application, there are a few detected types of losses 
in light transmission which are bend loss, dispersion loss, scattering 
and attenuation loss [27]. A bending loss is a loss that occurred due 
to the physical pressure where bending is applied to the optical 
fiber strand. There are two types of bending losses which are 
macroscopic bending and microscopic bending [28]. When the 
light source  propagates, the power gets transferred into other 
modes, so the changing of the mode due to different refraction 
index due to bending makes the power leaked where the power will 
not continue to propagate in the fiber core, which the radiated light 
is known as scattering loss. This loss is caused by the material 
compositional fluctuation, density of the material, and 

manufacturing defects of the fiber [29]. Due to the bending of the 
fiber and density fluctuation in the core of the fiber, the loss is called 
scattered-bend loss.  

 
Figure 1: Coupled macro-bend and scattered-bend illustration. 

In this method, the coupled scattered-bend loss has generated 
a polynomial to exponential-like curve while the macro-bend is 
producing an exponential curve [30]. This is caused by the power 
of the macro-bend being reflected at back-end of the receiving 
fiber. In general, due to the bending of fiber, consequently, there 
are two losses increase which are the macro-bend loss and 
scattered-bend loss. The macro-bend loss is propagating in the 
same direction as the light while a scattered-bend loss propagates in 
opposite direction toward the back-end of the receiving fiber. This 
can be illustrated in Figure 1. 

To utilize the scattered-bend loss in the sensor application in 
this research, a polymer optical fiber, POF from ESKA Mitsubishi 
SK-40 bare multimode is used due to its durability and flexibility 
to the tightest bend and has a larger core which is 0.98 mm. To 
observe the relationship of the scattered-bend and macro-bend 
based on the changing of the bend radius, the coupling power 
received at both ends of the receiving fiber is measured and the 
ratio with respect to the LED input power can be calculated as: 

𝐶𝐶𝑠𝑠 = 𝑃𝑃2
𝑃𝑃𝑖𝑖

%                                                 (1) 

𝐶𝐶𝑚𝑚 = 𝑃𝑃1
𝑃𝑃𝑖𝑖

%                                                (2) 

Where Cs is the coupling ratio of scattered-bend, P2 is the 
received power at the back-end of the fiber, Cm is the coupling ratio 
of macro-bend, P1 is the received power at forward-end of the fiber 
and Pi is the input power of the light source. 

2. Experimental Design and Setup 

Based on the coupling ratio of both macro-bend and 
scattered-bend equations, it can be observed that with the increases 
of bend-diameter, the power received at both back-end and 
forward-end is increasing. In this research, variation of the 
received power and bending diameter testing parameters are 
applied in displacement detection. The design of the sensor 
structure is shown in Figure 2 setup. 

In the proposed structure, only a single light source as input is 
required for the illuminating fiber. The LED used is from 
Advanced Fiber Solutions, OS417N with an operating wavelength 
of 650 nm and output power measured, 6.475 mW. The power 
meter used is also from Advanced Fiber Solution, OM110N for 
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detection of the received fiber at the back-end and forward-end of 
the receiving fiber. The power meter is set to 650 nm for calibration 
and the resolution of 1 mW or 0.01 dB. 

 
Figure 2: POF displacement sensor design structure. 

For the main sensing part, a pair of twisted polymer optical fiber 
of SK-40 Bare Multimode POF is used and the fiber is coated with 
a black tube where in this experiment a black electrical shrink tube 
is used. The first fiber is connected to an LED source as an 
illuminating fiber. The second fiber is connected with a power 
meter to measure the received power both back-end and forward-
end as receiving fiber. To test the sensor, the twisted fiber is bent to 
an initial 100 mm of bend radius, and adhesive tape is used to put 
the fiber at a fixed acrylic plate. The sensor is analyzed by using 
static measurement analysis with multiple variations of initial bend 
diameter. 

During the experiment, the twisted fiber is manually pulled up 
to 100 mm for initial set loop with the changing of decreasing 10 
mm displacement at each time. Each of the measurements is taken 
for both ends for scattered-bend and forward-end for macro-bend. 
From the result obtained, the losses of the light can be observed by 
the study of the graph of the received power. The tests are repeated 
three times to measure the repeatability of the reading for both the 
back-end and forward-end. The step will be repeated with setup 
loop of 80 mm and 60 mm loop. At the end of the experiment, the 
best result among the set loop of the sensor is characterized for the 
sensor parameter. The characterization of the sensor is based on 
performance parameters of resolution, sensitivity, repeatability 
error, and linearity of the reading and the obtained characteristic is 
compared with another studies. 

3. Experimental Results 

3.1 Coupling Power Ratio 

Before the fabrication of the sensor, the coupling power 
response is studied and the result is being used as the reference 
element and for the verification of the sensor. Based on the 
coupling power ratio curve in Figure 3 and Figure 4, both losses in 
receiving fiber increase along with the decreasing bent diameter. 
This happened due to the increases of both losses in the illuminating 
fiber where with the side coupling effect, the light propagated from 
the illuminating fiber is radiated based on the evanescent wave 
theorem to receiving fiber. Most of the radiated power propagates 
parallel with the source but some of the power is refracted toward 
the back-end of the receiving fiber which is known as scattered-
bend coupling power. When the fiber loop is pulled, the bend 
diameter is decreasing which causes the variation of coupling 
power. 

Based on Table 1, the losses of the light in receiving fiber are 
decreasing at the forward end of the fiber from -44.06 dBm at 100 
mm to -32.15 dBm at 20 mm. This also same goes to the power 
received at the back-end where the light losses also show a 
significant decrease from -51.50 dBm at 100 mm to -41.81 dBm 
at 20 mm. From observed Table 1, it is used for the displacement 
sensing and as guidance or reference to validate the sensor. 

 

Figure 3: Macro-bend coupling power ratio. 

 

Figure 4: Scattered-bend coupling power ratio. 

Table 1: Power losses from the reference power output. 

 Power Received (dBm) Total Power (dBm) 

Diameter 
(mm) 

Macro-
bend 

Scattered-
bend 

Macro-
bend 

Scattered-
bend 

100 -35.95 -43.39 -44.06 -51.50 

90 -35.18 -42.56 -43.29 -50.67 

80 -33.60 -41.34 -41.71 -49.45 
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70 -32.08 -40.49 -40.19 -48.60 

60 -31.16 -39.37 -39.27 -47.48 

50 -29.46 -37.64 -37.57 -45.75 

40 -27.85 -36.42 -35.96 -44.53 

30 -26.72 -35.38 -34.83 -43.49 

20 -24.04 -33.70 -32.15 -41.81 

 
3.2 Displacement Sensing Test 

Figure 5 shows the initial bending diameter of the twisted bend 
part at 100 mm, 80 mm, and 60 mm used in the sensor structure. 
The bending diameter of the structure decreased in 10 mm at each 
test which increases the coupled power received at receiving fiber.  

 

      (a) (b)     (c) 
Figure 5: Initial bending diameter of sensor structure for (a) 100 mm, 

(b) 80 mm and (c) 60 mm 

 
Figure 6: Received power at back-end of receiving fiber (Scattered-

Bend coupling power). 

Figure 6 showing the power received for the initial 100 mm 
bend diameter. It clearly shows that when the fiber is dragged 10 
mm in each reading, the power received also increases. For macro-
bend coupling power, it is producing an exponential curve 
relation as shown in Figure 7. From the experiment, both losses 
have producing good repeatability. 

The step of the experiment is repeated by changing the loop 
bend diameter to 80 mm then 60 mm. As for a structure with an 
initial loop bend diameter of 100 mm, the smallest bend diameter 
at 160 mm displacement length is 50 mm. While the smallest 
diameter for initial loop bend of 80 mm is 30 mm at 160 mm 
displacement length, the smallest diameter for initial loop of 60 
mm is 20 mm at 150 mm displacement length. 

The result obtained can be verified by comparing the value of 
the power received of the tested sensor with the coupling power 
ratio graph. 

 
Figure 7: Macro-bend coupling received power at forward-end of 

receiving fiber. 

 
Figure 8: Scattered-bend coupling received power at forward-end 

of receiving fiber of 80 mm structure. 

The power received should be in the range between the initial 
diameter and smallest diameter based on the coupling power ratio 
as shown in Figure 3 and Figure 4. The structure with 80 mm and 
60 mm initial bend loop also shows a huge power gap between 
the changes of bend diameter for scattered-bend losses. This is 
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because the characteristic of both losses is polynomial to 
exponential-like relation as in Figure 8 to Figure 11. This is also 
due to the increases of both losses at illuminating fiber which then 
transferred to receiving fiber by side coupling effect. 

As in Figure 8 and Figure 9, both graphs showing the 
increases of the coupled power of scattered-bend for initial bend 
loop of 60 mm and 80 mm. In terms of the differences between 
received power, the coupling power of the macro-bend is 
particularly high compared to scattered-bend for all bending 
structures as shown in Figure 10 and Figure 11. This phenomenon 
happened because the macro-bending loss is producing a much 
higher loss due to the stress of the fiber which makes the refraction 
angle inside the fiber core is changes and then the light is radiated 
out from the core to the cladding. Due to the macro-bend is mostly 
propagate parallel with the light source the power received at the 
forward-end of the receiving fiber is higher compared to the back-
end. 

 
Figure 9: Scattered-bend coupling received power at forward-end 

of receiving fiber of 60 mm structure. 

 
Figure 10: Macro-bend coupling received power at forward-end of 

receiving fiber of 80 mm structure. 

While coupling power of scattering-bend loss is much lower 
because the scattering losses are considered a minor loss 
compared to macro-bend. This is because the scattering losses 
are caused by the density fluctuation and core defect which 
commonly ignore. Therefore, the coupled power of the scattered-
bend in receiving fiber is very low. 

 
Figure 11: Macro-bend coupling received power at forward-end of 

receiving fiber of 60mm structure. 

In comparison, the coupling power of scattered-bend loss is 
much stable, and the response showed by the scattered-bend loss 
coupling power towards the increases of displacement is much 
more suitable in displacement sensing application compared to 
macro-bend effect and characteristic of the proposed sensor has 
high reliability.  

4. Sensor Characterization 

The sensor characterization is a crucial part of sensing 
application. A sensor characterization is required to assess if the 
produced sensor is a good sensor [31]. In this experiment, the 
characterization parameters of the sensor that have been 
determined are sensitivity, linearity, resolution, and repeatability 
error as stated in Table 2. The characteristic will also be compared 
with other fiber-based displacement sensors in terms of the 
displacement range. The characterization is analyzed based on 
static measurement analysis. Based on the tested sensor, the best 
characteristic sensor is the structure that have an initial bend 
diameter of 100 mm, because the sensor is much more sensitive 
with the value of 0.817nW/mm, has a reasonable resolution value 
of 1.228 mm, and a small repeatability error of 1.858% compared 
to initial bend loop of 80 mm and 60 mm. Based on the comparison 
between techniques as in Table 3, the sensor proposed has one of 
the highest achieved displacement ranges which is up to 160 mm. If 
the tested sensor is compared with the linearity, the proposed sensor 
has good linearity at 0 mm to 80 mm and  
120 mm to 160 mm where each linearity has a R2 of 0.9182 and 
0.9777. The sensitivity of the sensor is 0.817mW/mm which was 
calculated by using: 
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                                      𝑆𝑆 = ∆𝑃𝑃2
∆𝑑𝑑

                                           (3) 

Where S is the sensitivity of the sensor, ∆𝑃𝑃2 is changes of 
received power at the back-end of the fiber, and ∆𝑑𝑑 is changes of 
displacement. For the repeatability error, the sensor is tested three 
times at each test using the repeatability testing method where 
statistical mathematics is used by calculating the pooled standard 
deviation of the output. 

Table 2: Fabricated sensor performance parameters. 

Parameter Measured Value Reference Value 

Range 0 mm – 160 mm 150mm -160mm 

Sensitivity 0.817nW/mm 0.1nW/mm to 
5nW/mm 

Resolution 1.228mm 0.1mm to 1.5mm 

Linearity y = 0.3282x + 
42.55 
R2= 0.9182 

0.8< R2 ≤1 

Repeatability 
Error 

1.856% 2% to 1% 

Table 3: Comparison between the technique in sensor structure. 

Technique Displacement Range 

Twisted coupled macro-bend [32] 0mm – 140mm 

Diffraction grating Ended [25] 4mm – 14mm 

Dual-wavelength compensation [33] 0mm – 10mm 

Twisted coupled scattered-bend 0mm – 160mm 

5. Conclusions 

In this research, a displacement measurement displacement 
sensor is designed by using a polymer optical fiber (POF) where 
the sensing part is utilizing the scattered-bend loss by side 
coupling method utilizing macro-bend effect. A scattered-bend 
loss is a combination of the scattering losses with the bending loss 
of the fiber where the losses are caused by density fluctuation and 
physical bending of the fiber. The measurement of the scattered-
bend coupled power is measured at the back-end and the macro-
bend coupled power at the forward-end of the receiving fiber. 
Most of the losses generated propagated parallel with the light 
source and some of the losses are refracted toward the back-end 
of the receiving fiber. This phenomenon explains the reason 
coupled power received at the forward-end of the receiving fiber 
is higher compared to the power received at the back-end of the 
fiber. The fabricated sensor can detect a measurement of 
displacement up to 160 mm with a sensitivity of 0.817 nW/mm, 
resolution of 1.228 mm, and repeatability error of 1.856%. The 
fabricated sensor also has a simple structure and analysis, low cost 
and easy to set up. The sensor also has a high potential advantages 
on the industrial application such as civil structuring, building 
surveyor, architecture, earth movement, landslides and medicine. 
The future works may include the utilization of IoT subsystem to 

be part of the system where the data collected can be analyzed 
beforehand and send to the users.  
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 Cyber security is based on different principles such as confidentiality and integrity of 
transmitted data. One of the main methods to send confidential messages is to use a shared 
secret to encrypt and decrypt them. Even if the amortized computational complexity of the 
hashing functions is Ο(1), there are several situations when it is not possible to use them 
due to the lack of computing power or the need to keep completely hidden the 
communication to other parties in the network. Covert Channels (CCs) are an excellent 
alternative in all these cases because they hide the private message in legitimate 
communication channels without the need to allocate additional resources to communicate. 
For this reason, they are difficult to identify because they are fully camouflaged in 
legitimate traffic. Unfortunately, CC technique is also used by hackers to exfiltrate network 
data and initiate cyber-attacks against devices in the system: Internet of Medical Things 
(IoMT) are one of the most vulnerable devices affected by this type of attack. It is therefore 
essential to create a system that can autonomously identify the presence of a malicious CCs 
to safeguard the health of patients. This paper describes an approach to create a Covert 
Timing Channel (CTC) based on TCP packets between client and server and how it is 
possible to detect the hidden communication using an innovative pipeline composed by 
several Machine Learning (ML) and Deep Learning (DL) models, such as Convolutional 
Neural Network (CNN), Siamese Neural Network (SNN) and K-Nearest Neighbors (K-NN). 
Considering 4 different message types exchanged in CTC, the proposed pipeline achieved 
94% accuracy in identifying covert messages in the channel. 
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1. Introduction 

In a world that is becoming increasingly and wirelessly connected, 
network security is now a critical task that must be seriously 
considered. It is necessary to avoid cybercriminals gaining illegal 
access to valuable data and sensitive information. It is important to 
note that the amount of data that devices produce, and the number 
of resources used, increase as more devices are connected. When 
an unauthorized user gets hold of data, he can cause several 
problems such as stolen assets, identity theft and reputational 
damage – not only to the individual but also to the entire network. 
A vulnerability can be described as a situation where a subject A 
(item, process or person) manages to exploit the privileges of a 
subject B to carry out operations not initially granted to him. 
Therefore, it is necessary to proactively manage risks, threats, and 
vulnerabilities.  

Many studies have recently focused on Information Technology 
(IT) resilience. It describes the ability of a system to continue to 
deliver the expected results despite the occurrence of incidents, 
such as natural disasters and especially cyber-attacks. 

In this scenario, Internet of Things (IoT) devices are particularly 
vulnerable to network attacks and the situation becomes extremely 
dangerous when we consider e-health devices. E-health data 
represents one of the most important personal information. It is 
important to design the system as confidential as possible, with 
high-level security policies. Even if various regulations for data 
management have been drafted over the years – such as the 
General Data Protection Regulation (GDPR, https://gdpr-info.eu/) 
– it is not uncommon to read news of improper exfiltration of data 
by unauthorized users: according to Protenus Breach Barometer, 
in 2022 there were 50M+ Patient records breached, 905 Incidents, 
44% Increase in hacking incidents 
(https://www.protenus.com/breach-barometer-report). 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Francesco Benedetto, francesco.benedetto@uniroma3.it 

Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 130-138 (2023) 

www.astesj.com   

Special Issue on Computing, Engineering and Multidisciplinary Sciences 

 

https://dx.doi.org/10.25046/aj080215  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj080215


M. Cuomo et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 2, 130-138 (2023) 

www.astesj.com     131 

The Internet of Medical Things (IoMT) [1] is that set of 
technologies aimed at using smart devices – connected to each 
other, even via the internet – in the medical field. If this technology 
guarantees an improvement in healthcare management, on the 
other hand new security challenges are expected: it is necessary to 
ensure correct authentication and authorization procedures 
(applying minimum privilege as much as possible), maintaining 
the confidentiality of data (both at rest and in transit, with 
encryption and obfuscation techniques) and integrity (making sure 
that the data is not modified by malicious users). 

For obtain confidential communications, cryptography is used. It 
is a technique for encoding messages: symmetric encryption is 
based on sharing a shared secret; asymmetric cryptography is 
based on a pair of keys – public key and private key – used 
respectively to sign a message and to verify its integrity [2] . Given 
the low computing power, the encryption algorithms used in the 
IoMT are different from those used in servers, and they are 
classified into three categories: centralized (i), non-centralized (ii), 
low weight (iii) [3]. The centralized approach (i) uses a central 
node – often a server and not an IoT device – to encrypt the 
message. The sender sends the message in clear text over a secure 
channel to the centralized server which encrypts it and sends it over 
the potentially insecure channel to the receiver. The central node 
requires a lot of computing power, and it is a single point of failure 
(see Figure 1). 

In the decentralized approach (ii) the encryption is distributed on 
the various link-by-link nodes: one node receives the encrypted 
message, decrypts it, re-encrypts it and transmits it to the next 
node. There is additional encryption level between end systems 
(see Figure 2). 

 
Figure 1: Centralized approach in IoMT cryptography 

To minimize the effort of the devices, over the years various 
approaches have been proposed which are based on symmetric 
encryption in which each network node authenticates the others 
[4]. These algorithms belong to the low weight security approach 
(iii). 

Obfuscation techniques, in accordance with the principles of least 
privilege, aim to make data inaccessible when it is not needed. 
Unlike encryption algorithms that use a key, to understand the 
plaintext you only need to know the algorithm for generating the 
obfuscated data [5]. More sophisticated techniques allow to 

completely anonymize the data, no longer allowing the re-
identification of the data after anonymization [6]. 

 
Figure 2: Decentralized approach in IoMT cryptography 

The techniques and attacks used by hackers to compromise a 
system have become increasingly sophisticated so that human 
observation is less and less useful in identifying a compromise. 

It is precisely here that Machine Learning (ML) in cybersecurity 
comes into play: in fact, the use of ML lends itself greatly to 
solving this type of problem. The systems can analyze patterns and 
learn from them to help prevent similar attacks and respond to 
behavior change. Generalization is the capacity of an ML model to 
fit correctly to additional, previously unobserved data taken from 
the same distribution as the model's original data. Because ML can 
learn from past data, it can recognize odd communications and user 
behaviors. As a result, it is possible to prevent threats and respond 
to active attacks in real time, not only reducing the amount of time 
spent on routine tasks but also allowing us to use the network’s 
resources more strategically.  

Artificial Intelligence (AI) approaches are widely used in 
healthcare: to preserve the privacy of health data from access by 
unauthorized users, several frameworks have been proposed for 
analyzing user behavior in a secure environment. Behavioral 
anomalies – such as unusual login and actions – are flagged by the 
system as suspicious and blocked [7]. Several vendors – e.g., 
Microsoft and Google – have implemented these security systems 
called Security Information and Event Management (SIEM). They 
are capable of monitoring and identify possible vulnerabilities and 
acting to mitigate them. Each SIEM is always composed of at least 
three main modules which are data collection (i), learning the 
normal flow without malicious actions (ii) and generating the 
classification report (iii) [8].  

Over the years SIEM’s training baseline has evolved, moving from 
using legacy Machine Learning models (e.g., Support Vector 
Machine, Decision Tree, K-NN [9]) to using Deep Learning (DL) 
models [10]: researchers have proposed systems running MLP-
based Neural Networks [11], DNNs with optimization techniques 
(Principal Component Analysis and Gray Wolf Optimization) 
[12], Convolutional Neural Networks with Long Short-Term 
Memory [13]. 

Cyberattacks from malicious users are increasingly accurate and 
range across the entire ISO-OSI stack: Perception-level attacks can 
involve Denial of Service (DoD) of physical devices or RFID 
spoofing and cloning; Application layer attacks can create a Man 
in The Middle (active or passive) by sniffing network traffic by 
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installing Malware or Medical information injections. At network 
level, attackers can invalidate DNS or ARP tables to redirect traffic 
to their destinations [14]. In this scenario, Covert Channels (CC) 
assume a great importance. Covert Channels are channels used to 
transmit information using existing system resources that were not 
designed to carry data. They make it possible not to show the 
communication taking place between two interlocutors in order not 
to alarm a third agent – potentially malicious and looking to 
exfiltrate data. The main characteristics of a CC are stealthies, low 
bandwidth and indistinguishability. Due to their ability to evade 
detection, they pose a serious threat to cyber security because 
attackers can use them for malicious scopes [15]. There are various 
types of Covert Channels: Covert Timing Channel (i), Covert 
Storage Channel (ii), Covert Behavioral Channel (iii). Covert 
Timing Channels (i) use a time measurement to signal the value to 
be sent on the channel; Covert Storage Channels (ii) encode 
information by hiding it in the fields of the network protocol used; 
Covert Behavioral Channels (iii) divide the hidden message to be 
sent and transmit it in smaller packets and generally using a lower-
level protocol. 

More recently, ML and statistical methods for detecting CTC 
attacks communications were presented such as temporal analysis 
(i), traffic analysis on the channel (ii), the observation of side 
channels (iii) and the study of entropy (iv). 

In the temporal analysis (i), the computing times of the devices are 
analyzed to identify any anomalies: if the response time of a device 
varies abruptly, the presence of a CTC involving that device can 
be assumed. Unfortunately, this approach is subject to jitter: 
legitimate traffic on the channel stresses the devices and a false 
CTC alarm can be raised [16]. 

The traffic analysis on channel (ii) analyzes the traffic but takes 
into account factors like the frequency of packet sending, their 
volume, and occasionally even their content. By gathering the 
network traffic exchanged, a statistical model of the system is 
constructed in a secure environment, and from these the significant 
communication frequencies are discovered. The network traffic is 
evaluated in the detection phase, and the presence of a CTC can be 
suspected if there are several significant frequencies [17]. 

The execution of Covert Channels has unintended consequences 
for the systems; the variation of the side channels can be 
investigated (iii) to spot any network anomalies like CTC attacks. 
It is extremely challenging to isolate the various processes from 
one another in a system with highly interconnected components. A 
message exchange over unconventional channels is referred to as 
a CC when both the sender and the recipient are aware of it, and a 
SC when the message is sent by the sender involuntarily, such as 
through cache access, data movement between the CPU and 
memory, or the processor emitting electromagnetic waves. The 
identification of CCs by SC is still under study and there is no 
proof of its correctness [18]. 

The system’s entropy can be affected by a CTC, and as a result, 
this measurement can offer helpful information for detection. 

Information Theory uses entropy as a metric to quantify the degree 
of disorder or uncertainty in a system. Entropy is a measure of how 
random and erratic messages are exchanged in the network about 
the problem of detecting a Covert Timing Channel. A legitimate 
communication system, as opposed to one that sends messages 
according to a set of rules and behaviors (such as the CTC-TR), is 
unpredictable and has a high degree of entropy. In [19], the authors 
demonstrate a method based on entropy (iv) using conditional 
entropy, which is an estimation of the system's entropy's value 
obtained from available data. 

In recent years, ML models have been used in Covert Timing 
Channel identification systems: starting with network traffic that 
has been detected and then being cleaned up by removing 
unnecessary data, AI models are trained on the resulting data. 
KNN, SVM, and Naive Bayes are three of the most popular ML 
models [20]. 

With the aid of VGG-16 and Squeeze Net, the first instances of the 
application of DL approaches for the identification of CTCs and 
their validity can be seen [21]. 

In this paper, the hidden communication is embedded in the 
legitimate traffic by means of a CTC, obtained by modulating the 
inter-arrival packet delays. In practice, the malicious process 
modulates the inter-arrival delay of the transmitted e-health data, 
by transmitting one 0 bit (or 1 bit) when the delay is less (greater) 
than a pre-defined threshold. Here, we move one step further by 
proposing a type of CTC, based on the inter-arrival delays of TCP 
packets. In addition, we implement an ML and DL framework to 
detect what kind of message is transmitted on the channel in CTC 
(see Figure 3). 

 
Figure 3: CTC scenario under consideration 

The obtained results thus confirm the validity of such approach for 
ML and DL detection of hidden communications – the current 
State of Art in detecting CTCs is based on the analysis of the 
statistical variation of traffic on the network: as soon as this 
changes and exceeds a chosen threshold, an alert of a possible 
attack is sent; unfortunately this approach fails to detect highly 
stealthy traffic: a CTC uses the same throughput as the legitimate 
communication channel. For this reason, a DL model that can 
capture the insight hidden in the channel itself is needed. 

The remainder of our work is organized as follows. Section 2 
illustrates a Covert Timing Channel model and how the dataset of 
hidden communications is generated. Section 3 shows the ML and 
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DL methods used for the detection of illegitimate traffic, while 
Section 4 discusses the simulation results and shows the 
performance of the methods according to the main metrics used for 
evaluating the proposed pipeline.  

2. Covert Timing Channel and Dataset Generation 

 For simplicity, we indicate two interlocutors as Alice and Bob. 
They establish a CTC communication. There is also a third user on 
the channel, Cindy, who is listening and has the aim of recovering 
the type of message that Alice and Bob are exchanging (see Figure 
4). Let’s consider Alice as a user with an active role in the 
communication: she is the only one who sends messages in the 
channel, while Bob is listening for them. It’s not hard to think a 
real-life use case where an edge device sends messages to a central 
system hub to notify an event. 

To understand how this channel works, it is necessary to start from 
a basic concept: what Alice sends on the channel is completely 
unrelated to what she is communicating. What's really related is 
how Alice is sending the message. As previously described, in a 
CTC the message is encoded in the packet interarrival time. We 
therefore distinguish between a covering message and a covered 
message: the first one is the message that Cindy recovers by 
sniffing the traffic, the second is the one that only Bob can 
reconstruct. 

 
Figure 4: Scenario under consideration 

Let's see how it is possible to encode the message that Alice wants 
to send using the packet interarrival times. Let 𝑥𝑥 be the message to 
send. The first operation that Alice performs is the conversion of 
𝑥𝑥 into binary: each ASCII character can be represented using 7-bit 
sequence according to Table 1. 

Table 1: Encoding ASCII to 7 bits string 

 Leftmost three bits 
 
Righmost 
four bits 

 
000 

 
001 

 
010 

 
011 

 
100 

 
10
1 

 
110 

 
111 

0000 NUL DLE Space 0 @ P ’ p 
0001 SOH DC1 ! 1 A Q a q 
0010 STX DC2 “ 2 B R b r 
0011 ETX DC3 # 3 C S c s 
0100 EOT DC4 $ 4 D T d t 
0101 ENQ NAK % 5 E U e u 
0110 ACK SYN & 6 F V f v 

0111 BEL ETB ‘ 7 G W g w 
1000 BS CAN ( 8 H X h x 
1001 HT EM ) 9 I Y i y 
1010 VF SUB * : J Z j z 
1011 VT ESC + ; K [ k { 
1100 FF FS , < L \ l | 
1101 CR GS - = M ] m } 
1110 SO RS . > N ^ n ~ 
1111 SI US / ? O _ o DEL 

Let 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏  be the binary string representing 𝑥𝑥 . Note that 
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 will be 7 times the length of the initial string 𝑥𝑥. At this 
time 7|𝑥𝑥| packets will be sent on the channel – one for each bit of 
𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏. Each packet will be sent waiting a specifying time after 
the previous depending on whether we want to send a 0 bit or a 1 
bit (e.g., 0 waiting 10 milliseconds, 1 waiting 50 milliseconds). It 
is necessary to have a specific packet to notify the beginning and 
the ending of the message. 

The packets sent by Alice are simple TCP frame for 
communication at level 4 of the ISO-OSI stack and each of them 
contains a character of the covering message. It is obvious that the 
more the covering message makes sense, the less Cindy will be 
suspicious of the presence of a hidden communication between 
Alice and Bob. 

 
 

Note that if the 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  is shorter than the 
message to be sent, it must be repeated several times to cover 
completely it (see Figure 5).  

 
Figure 5: Example of CTC messaging packets 

The use case we have considered is the one where an edge device 
notifies to a central hub several messages relating to events of 4 
different kinds: the request to generate an access token for a user 
starting from the 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  or 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑎𝑎𝑎𝑎𝑎𝑎 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , checking the 
validity of a 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  or a 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  used as 
heartbeat. For simplicity, both the edge device and the central hub 
are active on the same LAN by establishing a socket between them. 

We created a dataset with 4  types of messages (see Table 2), 
developing the CTC described using python and sniffing 
communication using Wireshark.  

Our analysis did not focus on internal packet analysis (known as 
Deep Packet Inspection ) but rather we considered packet 
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interarrival time as a classification vector. Considering the 
interarrival times of the packets we have created the representative 
spectrograms of the communications [22]. To produce the 
spectrograms, the packet interarrival times were collected and 
considered as sampling instants of a chirp signal. A chirp signal 
has the characteristic that its frequency varies - increasing or 
decreasing - over time. A linear increase was considered. The 
Short-Time Fourier Transform (STFT) was applied to the chirp 
signal, obtaining a matrix representation in which each column 
contains an estimate of the short-term frequency content located in 
the time of the signal itself. The matrix is the spectrogram of the 
communication encoded in RGB space. Each communication is 
therefore not represented by a flow of packets but by a single 
spectrogram which contains its characteristics (Figure 6). 

Table 2. Number of instances for each class 

 

The input for Deep Learning models described later will be images 
of the size 224 ×  224 ×  3 and for our experiment we divided it 
in training set and test set with 1: 4 ratio. 

 
Figure 6: Example of Spectrogram 

3. Machine and Deep Learning Models 

Over the years several Machine Learning models have been 
proposed for the classification task and some of them have been 
considered for our experiments. 

We have implemented the following models. 

• Random Forest (Figure 7) 
• K-NN (see Figure 8) 
• Convolutional Neural Network (Figure 9) 
• Siamese Neural Network (Figure10) 

The Random Forest (RF) model is based on the construction of 
several Decision Trees (DT) – other classification models - and 
the final output is obtained by combining the outputs of the 
individual DTs by applying the majority vote approach. A DT is a 
tree whose internal nodes represent feature splits, and the leaves 
represent classes. The idea is to traverse the tree from the root and 
based by values of the instance to classify and the node splits arrive 
on a leaf node and assign the corresponding class. To decide how 
to create the tree – such as which feature use at which level – are 

used different criteria such as entropy, information gain and Gini 
index. 

 
Figure 7: Schema of Random Forest model 

To better understand how K-NN works it is necessary to introduce 
the Nearest Neighbour (NN). The idea of the NN is very simple: 
2  instances of the same class are very similar to each other. 
Similarity can be calculated as the distance – consider the 
Euclidean distance – between the vectorial representations of the 
two instances. To classify an input, therefore, it is sufficient to 
retrieve the item closest to it and assign it the same class. KNN 
retrieves the K closest items and assigns to the input the class that 
has majority votes.  

 
Figure 8: Example of K-NN prediction 

 
Figure 9: General schema of a CNN 

A Convolutional Neural Network is a particular type of artificial 
neural network (ANN) widely used for many visual tasks such as 
image recognition, object classification and pattern recognition. It 
is composed in sequence of – at least – three types of layers: 
Convolution Layer (or Kernel), Pooling Layer and Fully 
Connected Layer. In the Convolutional Layer the image (a matrix 
of pixels) is input and a smaller matrix than the starting one is 
output. The output matrix is obtained by sliding an activation map 
over the input matrix and applying the dot product between it and 
the selected portion of the image. The goal of the pooling layer is 
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to reduce the spatial dimension of the representation by extracting 
the dominant features. In the Fully connected layer, we try to learn 
non-linear combinations of the characteristics of the representation 
obtained. The Fully Connected level is trying to learn the nonlinear 
function that connects input to output. 

A Convolutional Siamese Network [23] has two images as input 
and returns the similarity between them. Internally it is composed 
of two – or more – CNN  that share the same weights. When 
classifying an image with a convolutional network the last layer is 
almost always a layer with a SoftMax function: we obtain a vector 
of k elements, and k[i] contains the probability of confidentiality 
in assigning class i to the image of inputs.  

In a Siamese Network the last layer is eliminated, and another one 
is added to calculate the difference between the two 
representations. The last level is a single neuron with a sigmoid 
activation function (0 to 1).  

 
Figure 10: Siamese Network using CNNs 

4. Results 

To evaluate the performance of the system, some of the metrics 
mainly considered were used: Precision , Recall , F1 - Score , 
Accuracy and Specificity, that are calculated using True (T) or 
False (F) Positive (P) or Negative (N). A correctly classified 
instance is a True Positive; a misclassified instance can be a False 
Negative or a False Positive. Considering the 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 class 
as Positive class: a spectrogram of a credit card is a True Positive 
if the system assigns it the 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 class; a spectrogram of a 
name and surname is a False Positive if the system assigns it the 
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 class; a credit card spectrogram is a False Negative 
if the system does not assign it the 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  class. These 
values can be obtained by considering the confusion matrix in 
Table 3. 

Table 3: Confusion Matrix of a binary classification 

 

Precision – as the name suggests – describes how accurate the 
system is in identifying true positives. If the system has high 
precision, it means that it is rarely wrong in identifying class of 
spectrogram: when the system claims the spectrogram is about 
email information, that is it. 

Precision =
TP

TP + FP
 

Recall indicates the ratio of positive instances that are identified 
by the system. If the system has high recall about 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 
messages, it means that almost all instances about this type of 
communication have been identified. 

Recall =
TP

TP + FN
 

F1-Score combines precision and recall into a single metric. This 
metric is the harmonic mean between the two. 

F1 − Score =
TP

TP + FN + FP
2

 

Accuracy indicates how close a predicted value is to the actual 
one: informally, it is the fraction of predictions that are accurate. 

Accuracy =
TP + TN

TP + TN + FP + FN
 

Specificity measures the proportion of true negatives and indicates 
the proportion of truly negative instances that are correctly 
identified. High specificity means that the model is correctly 
identifying most negative instances. 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
𝑇𝑇𝑇𝑇

𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇
 

Using the elbow method, it was possible to identify the optimal 
value of K in the KNN algorithm. A similar method was applied to 
understand the maximum depth value (MD) of the decision trees 
constructed for the Random Forest model.  

The best performances were achieved considering the application 
of an ensemble learning technique called Stacking (STC): the idea 
is to build a meta-classifier that learns from the classifications of 
the individual classifiers using a personal weight matrix. The meta 
classifier uses Logistic Regression [24]. 

The Convolutional Neural Network was built with a single 
convolutional layer inside it. The input of size 224 × 224 × 3 first 
crosses the convolutional layer characterized by 16 feature maps 
of size 3 × 3 . The new matrix is then computed by the 
MaxPooling  layer characterized by matrices of size 2 × 2 . To 
minimize overfitting a Dropout layer is then applied with a 
percentage of 20% - at each passage of the training data some 
random nodes are chosen, and they don’t update their weights both 
in forward and backpropagation. The last layers are composed by 
a full Dense layer of 128 units which is converted to one of length 
4  by the Softmax . Using this configuration, the following 
performances were achieved (see Figure 11). 

The confusion matrix shows how generally the accuracy is high 
for all classes and there is no evidence of the imbalance between 
them. It is important to note the misclassification among 
𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 classes (see Figure 12). 
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Figure 11: Performance of described CNN 

 
Figure 12: Confusion Matrix of described CNN 

Even if the performance of the Neural Network is slightly lower 
than the application of ensemble techniques, it is very robust to 
noise. Due to the construction of the Covert Timing Channel and 
the dataset, the communications are noise-free: we have applied 
Gaussian noise to the images (see Figure 13). 

 
Figure 13: Noise effect with several Standard Deviation 

 
Figure 14: CNN Accuracy, based on Standard Deviation of Gaussian Noise 

Gaussian noise is statistical noise having a probability density 
function equal to that of the normal distribution. We analysed how 
the performance varies as the standard deviation value of the noise 
varies (see Figure 14). 

By testing the results of the various approaches introduced 
previously - RF, KNN, STC - the convolutional network is the one 
that maintains the highest accuracy value even in the case of 
spectrograms strongly affected by noise. It was therefore decided 
to use CNN as the first model in the classification pipeline (see 
Figure 15). 

 
Figure15: Accuracy of ML and DL with several Standard Deviation 

To try to improve the performance of Convolutional Neural 
Network we analysed a Siamese Neural Network. As we can check 
observing confusion matrix, the network didn’t learn the difference 
between 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  and 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  instances. We 
trained the network using an input that is constituted by a pair of 
images. This network consists of two identical subnets that share 
weights during training. The idea is to train it to understand the 
level of similarity between two inputs. Internal networks feature a 
first layer of ReflectionPad2d which modifies the input tensor. 
Then, there are 3  convolutional layers characterized by a 
dimension of the convolutional kernel equal to 3 × 3 and pairs 
(input_size, output_size)  respectively (1,4) , (4,8)  and (8,8) . 
Relu is used as activation function followed by two layers of 
batch normalization. 

To easily understand how this network works it is sufficient to 
think in the following way: two images cross the two internal 
networks simultaneously and these produce a vectorial 
representation of them. We calculate the vector distance between 
them and with a sigmoid neuron we return 0 or 1 – 0 if the images 
are similar, 1  otherwise. There are several loss functions for 
training and in our case ConstrastiveLoss was used.  

Once we obtained a very performing Siamese network to 
discriminate between two classes, it is used it in the following way 
[24]: we recovered the most significant spectrograms of each class 
by applying KMeans, and we built the dissimilarity space with 
which we trained a Random Forest model. The idea is to apply 
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the Neural Network and this new model in cascade: when the CNN 
predicts in output that the instance is a 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  or 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛_𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, then the RF and the Siamese Neural Network 
are asked for confirmation. Using this trick, accuracy improved by 
two percentage points (see Figure 16). 

 
Figure 16: Performance of described ML and DL Models 

 
Figure 17: Binary ROCs of proposed pipeline 

The value of the AUC - Area Under the Curve - was examined in 
addition to the metrics previously mentioned. The area under the 
ROC curve (AUC) is a measurement of its size. The trend of True 
Positives as a function of False Positives is displayed on a ROC 
curve – Receiver Operating Characteristics – with different 
threshold values. In the case of a binary classification, a sigmoid 
CNN generates a real value in the range [0, 1]: based on a selected 
threshold, the network determines how to classify the input 
instance. 

AUC measures the classifier's ability to distinguish between 
Positive and Negative classes: the higher the AUC, the more 
effective the model. It is useful to understand how True Positives 
and False Positives change depending on the chosen threshold. 
TPR (True Positive Rate) and FPR (False Positive Rate) are the 
two metrics that are used: FPR  is the decrease in Specificity 
compared to 1 while the TPR  is the same as the Recall. 
Figure 17 shows ROC curves in binary classifications. 

5. Conclusion 

This paper showed how to create a simple CTC and how it is 
possible to apply Machine Learning (Random Forest and K-NN) 
and Deep Learning (Convolutional Neural Network and Siamese 
Network) approaches to classify hidden communications in TCP-
based Covert Timing Channels in the e-health field. We proposed 
an innovative pipeline composed of a single CNN and a SNN to 
improve the accuracy of the classification. We have compared the 
performances of different methods and improved them with 
ensemble and combination techniques. The best performance was 
achieved by our pipeline with an accuracy of 94%. Even if the 
performances presented are slightly lower than those of the State 
of Art – which use ML and statistical models obtaining 
performances of 96% [20] - the work paves the way for the use of 
DL models for the identification of CTCs. The further contribution 
presented is the noise resistance of the pipeline: if there is noise, 
modelled with Gaussian distribution and different value of 
standard deviation applied to spectrograms, the pipeline 
performance remains efficient with 90%  accuracy. 
The detection of the prototypes of each class demonstrates how it 
is possible to identify a representative spectrogram of each 
message in transit in the CTC. The prototype can be thought as a 
hashing of the attack and can be used in SIEM systems to compare 
the state of the network against each known hashed attack type.The 
current model has been tested on simple messages: as the number 
of classes increases, the size of the dissimilarity space increases, 
which could lead to longer training and identification times. At the 
same time, the simulated noise is only fictitious: it was inserted 
afterwards. 

We are satisfied with the performances obtained in general but not 
so much with those relating to the Siamese network. Our future 
studies will focus on the study of this network and how to combine 
it with other DL models. Other studies are focusing on the internal 
analysis of the packets exchanged and using different CTCs.  
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 Recently, the Multiple-input multiple-output (MIMO) antennas have been used a lot and 
attracted many researchers in advanced high-speed wireless communication systems. MIMO 
antennas are an essential part not only in access points but also in end-user devices. This 
technology allows a significant increase in channel capacity, but also lead to a challenge of 
minimize mutual coupling and in the meantime reserved antennas’ compact size. In this 
study, we propose a triple-band MIMO antenna design. By using a symmetric parasitic 
structure, isolation between radiation elements is significantly improved. Besides, each 
antenna element is designed using a combination of planar structure and 8 Fibonacci curves 
that makes it compact in size and easy to fabricate in the circuit board of 5G/ Wi-Fi 6 
terminals. With a total dimension of 34.8* 68.2*1.6mm3, the proposed MIMO antenna design 
can operate at three bands of 2.4GHz, 3.5GHz, and 5GHz with wide bandwidths of 11.4%, 
9.4%, and 14.58%, respectively. The results are analyzed based on simulation, 
measurement, and experiment. 
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1. Introduction  

Nowadays, the development of multimedia applications in end-
user equipment such as portable devices, smartphones, and 
handheld gadgets is posing a great demand for high speed and 
reliability in wireless communication systems. MIMO technology 
is a great candidate to deal with this problem, which often requires 
implementation of MIMO antennas in both transceiver and 
receiver in wireless systems. Though this technology helps 
increasing channel capacity, it faces a challenge of depressing 
mutual coupling between close radiation elements [1]. There are 
several methods to obtain optimal isolation for MIMO antenna in 
end-user equipment that have been widely published. These 
methods increase isolation by using decoupling structure, parasitic 
element, neutralization line, orthogonal resonators, split ring 
resonator (SRR), and energy band gap [1]-[3]. These approach led 
to good isolation for UWB, single band, or dual band MIMO 
antenna. However, there are only a few publications with research 
for beyond dual-band MIMO antenna [4]-[17]. B. Bayarzaya et al. 
in [4] use a complex parasitic element to increase significantly 
isolation for triple-band MIMO antenna but the bandwidths are 
different at three bands and the radiation efficiencies are not 
detailed. The bandwidth is more uniform in the study [5]. 
However, the antenna’s gain needs to be improved. In [6], the 

author used DGS and via to achieve high isolation but the second 
band of their antenna is rather narrow for modern wide-band 
equipment. Others triple-band MIMO antenna researches 
presented in [7]-[9] can also get low mutual coupling but their total 
dimensions are relatively large. In consequence, these designs are 
not easy to ensure high isolation when implemented in compact 
handheld gadgets. In [10], [11] achieved compact MIMO antennas 
in their studies but the isolation in some operating frequencies still 
get under 20 dB. 

In this work, we proposed a compact 1x2 MIMO antenna with 
low mutual coupling. Combined with shorting pin, the total size 
radiation patch is reduced by 71.25% which compared to a 
traditional disk antenna. The proposed antenna resonate at three 
operating band. They are 2.3 GHz, 3.4 GHz, and 4.8 GHz. The 
bandwidths are wide-bands that are 11.47%, 9.40% and 14.58%, 
respectively. To improve the isolation between antenna elements, 
a structures of symmetric parasitic is proposed. This structure 
leads to a significant reduction in mutual coupling, which reach 
32.8 dB at 2.3 GHz. On the other hand, other parameters of the 
antenna are not affected and remain adequate. Antenna’s gain 
ranges from 2 to3.6 dBi, while radiation efficiency is kept in the 
range of 79-94%. 
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The rest of our study is set up as follows. In Part II, we present 
the single and MIMO antenna designs. The simulation and 
measurement as well as their analysis are studied in Parts III and 
IV, respectively. In Part V, we show the experimental results, 
based on IEEE 802.11 system. Finally, the conclusion of our study 
is present in Part VI. 

2. Antenna Design 

2.1. Triple-Band Single Antenna Basing on Fibonacci Curve 

In this work, we use a triple-band antenna as an element of a 
MIMO antenna design. This is designed for wide-band wireless 
application at three well-know bands for 5G and/or WiFi 6 
applications. We usse FR4 substrate to design both sigle and 
MIMO antenna. The thickness is 1.6mm, the relative permittivity 
is 4.4. The single  antenna structure is shown in Figure 1.  It 
consists of three main parts.  They are a radiation patch including 
eight Fibonacci spiral curve slots, a shorting pin, and a defected 
ground as shown in Figure 1. 

  
(a) Patch  plane (b) Ground plane  

Figure 1. Fibonacci antenna structure 
The recursive procedure of forming Fibonacci spiral curve is 

presented in Figure 2 [17].    

 
Fig 2. Fibonacci spiral curve for the proposed antenna 

Each curve of Fibonacci sequence is calculated as follow: 

(rFS)n =
(φn − (−φn)

√5
 (1) 

where n is changed from 1 to 4 which equal the number of arcs in 
spiral curve, φ is golden ratio [6]. Value of φ is determined by 
equation (2): 

φ =
1 + √5

2
= 1.618 (2) 

To get 2.4GHz band which is the lowest resonant frequency of 
the proposed antenna, we use the Equation (3) to calculate draft the 
radius of the circular radiation patch [12]. 

r =
F

�1 + 2h
πεrF

�ln �πF
2h� + 1.7726��

1/2 (3) 

F =
8.791x109

fr√εr
 (4) 

To reduce the antenna size, a shorting pin is introduced in a 
form of a strip line. This via connects two sides of the proposed 
antenna as shown in Figure 1 [13]. Its length is determined 
approximately as follow: 

𝐿𝐿𝑠𝑠 =
3x108

fr√εr
− 4r (5) 

Table 1 presents the detail dimensions of the single antenna. It 
can be seen that, total antenna is 34.8*29.6 mm2 that is much 
compact comparing conventional 2.4GHz antenna. 

Table 1.  Dimension Values of Antenna  

Parameter Value (mm) Parameter Value (mm) 

Lg 34.8 Wg 29.6 

L1 13.6 W1 0.96 

L2 3 W2 2.5 

L3 11.3 R 8.5 

L4 14 p 0.5 

d 1 r 0.5 
 

2.2. MIMO Fibonacci Antenna 

Experiments with design of the unit cell of the parasitic 
structure using a basic square shape show reduction of mutual 
coupling for only one narrow band in MIMO antenna. To improve 
this the proposed unit cell structure includes a cross shape and four 
squares with gradual-changing-length slots as illustrated in Figure 
3, Thus, this structure can reduce mutual coupling for multiple and 
wide bands. 

 
Figure 3. The proposed Symmetric Parasitic structure 

In order to achieve significantly isolation of MIMO antenna for 
all three bands, the proposed 1x2 symmetric parasitic structure is 
placed as shown in Figure 4 with the close distance between 
elements of MIMO antenna. It is 9mm (0.072λ) from edge to edge 
or 36.1mm (0.288λ) from feeding point to feeding point.  
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(a) Patch  plane 

 
(b) Ground plane 

Figure 4. The design of MIMO antenna using symmetric parasitic structure  

Table 2 presents the detail dimensions of the MIMO antenna. 
It can be seen that the antenna gets a compact size 4.8 × 68.2 × 
1.6mm3. 

Table 2. Detail Values of MIMO Antenna’s dimension 

Parameter Value (mm) Parameter Value (mm) 

a 68.2 e 0.75 

b 34.8 f 8 

c 36.1 g 0.25 

d 9 h 2.88 

3. Simulation results and analysis 

3.1. Fibonacci Antenna 

In this part, the characters of the Fibonacci antenna is validated 
by simulation using CST Studio 3D EM. Firstly, the S11 of the 
single antenna are presented following three steps of forming 
structure of triple-band Fibonacci antenna as shown in Figure 5. 

One can observe that the disk antenna gets only one resonant 
frequency of 8 GHz. With the same antenna size, the antenna with 
inscribed Fibonacci curves achieves three resonant frequencies and 
the lowest one is 4.4 GHz. Thus the antenna at the second step has 
not only form the multiband antenna but also decreased its size by 
approximately 45% compared to the disk patch.  To further the 
antenna’s size reduction, a shorting pin like PIFA antenna that has 
lengthened on the ground plane is applied [13].  In this case, the 
lowest operation frequency of shorting-pin antenna is 2.2744GHz. 
It can be observed that there is a remarkable improvement of 
approximately 72% size decrease compared to the disk antenna. In 
additions, three bands of the proposed antenna are wide. They are 

264MHz at 2.3GHz, 345MHz at 3.4GHz, and 815MHz at 4.6GHz. 
These bands are well-known bands of 5G and WiFi 6 applications. 

 
(a) Three step to form Fibonacci-PIFA antenna 

 
(b)  The conventional circular antenna 

 
(c) The inscribed eight Fibonacci curve antenna 

 
(d) The proposed Fibonacci antenna with shorting pin 

Figure 5  The simulation results of S11 parameter in three steps of forming the 
proposed antenna 

 
(a)At 2.4GHz 
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(b)At 3.5GHz 

 
(c) At 5 GHz 

Figure 6. The simulation results of radiation pattern  

Figure 6 presents the 2D radiation patterns of the Fibonacci 
antenna. It is clearly seen that the proposed antenna gets a 
considerably stable pattern with a dipole-like shape at all 
frequencies. In addition, a rather good value of gain is achieved. 
They are 1.83dB, 2.41dB and 2.89 dB at 2.4 GHz, 3.5 GHz and 5 
GHz respectively. Besides, radiation efficiency are  relatively high 
of over 94% at 2.4 GHz, 81% at 3.5 GHz and nearly 87 % at 5GHz 
as illustrated in Figure 7. 

 
Figure 7. Radiation efficiency of Fibonacci antenna 

3.2. The Triple-band MIMO Antenna 

The simulation results of S11 and S12 parameters of triple-band 
MIMO antenna without symmetric parasitic structure are shown in 
Figure 8 with the distance of radiation patch of 9 mm. It can be 
observed that because of close distance between elements of 
MIMO antenna, the S12 of all operating bands are much above - 20 
dB.  

 
Figure 8. The value of S11 and S12  parameters without symmetric parasitic 

structure at 0.072λ distance 

In addition, due to the effect of mutual coupling, there is a 
distortion of MIMO patterns without decoupling structure, their 
shape are shown in Figure 9. 

 
(a) At 2.4 GHz 

 
(b) At 3.5 GHz 

 
(c) At 5 GHz 

Figure 9. MIMO antenna’s pattern without symmetric parasitic structure 
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With the introduction of the proposed symmetric parasitic 
structure mentioned in section 2.2, the MIMO antenna’s 
isolation is significantly improved, especially at the first 
operating band. On the other hand, this structure is simple and 
compact, therefore it can be easily placed in other positions in 
the MIMO antenna for experiments. It can also be applied in 
other MIMO antenna designs. The S parameters of the 
proposed MIMO antenna using the symmetric parasitic 
structure are shown in Figure 10. The distance between 
radiation elements is still kept at 9 mm. It can be observed that 
the isolation of the MIMO antenna using symmetric parasitic 
structure is increased at all of the three operating bands, 
especially at 2.4 GHz where S21 is reduced by 60 dB. 
Similarly, at the 3.5 GHz it is 13.8 dB and at 5 GHz  it is 5.7 
dB. 

 
Figure 10. The value of S11 and S12 of MIMO antenna with and without 

symmetric parasitic structure 

4. Measurement results 

The proposed antennas are fabricate using FR4 substrate with 
thickness of 1.6mm and shown in Figure 11 and 12. The 
comparison of measurement and simulation results of both 
antenna’s reflection coefficient are drawn using Matlab software 
as present in Figure 13 and 14. 

  
(a) Patch plane (b) Ground plane 

Figure 11. Fabricated single antenna 

  
(a) Patch plane (b) Ground plane 

Figure 12. Fabricated MIMO antenna 

It can be seen that both antennas achieve compact sizes of 34.8 
x 68.2 x 1.6 mm3 and 29.8 x 38.4 x 1.6 mm3 for the MIMO and 
single antenna respectively. The circle patch’s size is very small 
with the area of approximate 232 mm2. 

Measured results of S11 parameters show great similarity to 
the simulated ones as seen in Figure 13. Both single and MIMO 
antennas get the same resonant frequencies of around 2.4 GHz, 3.5 
GHz and 4.8 GHz with large band width. They are over 10% at 
2.4GHz, 9% at 3.5GHz, and 14% at 5GHz band. The measurement 
and simulation results agree well with each other. Besides, from 
Figure 14, the S12 parameter at all of three bands are under - 20 
dB validated our proposed Symmetric Parasitic Structure. Thus the 
proposed decoupling structure can improve isolation for triple-
band MIMO antenna.  

 
Figure 13. Comparison of  measured and simulated S11 of single antenna 

 

Figure 14. Comparison of measured and simulated S parameters of MIMO 
antenna with symmetric parasitic structure  

5. Experiment results based on 802.11 systems  

Two other performance parameters of the proposed antennas 
SNR (Signal to Noise Ratio) and RSSI (Received Signal Strength 
Indicator) are demonstrated by used Wi-Fi receiver as shown in 
Figure 15. These signal received by the proposed antennas will be 
compared with the result of a 2dB-gain dipole antenna which is 
commonly used for the Wi-Fi application. The test was held 
outdoors, with no obstructions in two weather conditions: sunny 
and light rain. Distance to signal source is from 0 to 100m (70m 
when it rains) with measuring positions 10m apart. 

As showed in Figures 16 and Table 3 and Table 4, with sunny 
and dry weather, the proposed MIMO antenna has the best signal 
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strength in both bands at close distances (from 0 to 30m) and the 
single antenna has better received signal strength at far distances.  

 
Figure 15. Test set up of the proposed antennas 

 
(a) At 2.4GHz 

 

(b) At 5GHz 
Figure 16. RSSI on sunny and dry weather 

Table 3. RSSI (dBm) at 2.4GHz band on sunny day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 -22 -29 -20 
10 -48 -52 -46 
20 -55 -56 -48 
30 -57 -54 -61 

40 -55 -57 -60 
50 -62 -57 -62 
60 -63 -59 -65 
70 -65 -66 -68 
80 -64 -65 -70 
90 -73 -69 -70 
100 -78 -68 -75 

 
Table 4. RSSI (dBm) at 5GHz band on sunny day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 -22 -30 -16 
10 -53 -54 -49 
20 -61 -61 -52 
30 -62 -64 -58 
40 -61 -60 -60 
50 -63 -59 -62 
60 -66 -62 -67 
70 -68 -75 -73 
80 -72 -71 -73 
90 -73 -71 -75 
100 -77 -70 -75 

The results of the SNR in these two bands are presented in 
Figures 17 and Table 5 and 6. On 2.4GHz band, MIMO antenna’s 
results are the same Dipole antenna’s ones while the single 
Fibonacci antenna has better results. The SNR results at the 5GHz 
band are also the same RSSI results. Besides, the proposed MIMO 
antenna works well at close distances and the proposed single 
antenna works best at long distances. Thus, on sunny and dry 
weather, the two proposed antennas give quite similar and better 
results at some distances when compared to the Dipole antenna. 

Table 5. SNR (dB) at 2.4GHz band on sunny day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 100 100 100 
10 100 100 100 
20 100 100 100 
30 92 100 92 
40 84 92 84 
50 74 92 74 
60 74 88 74 
70 70 84 68 
80 68 80 64 
90 58 74 62 
100 58 64 60 
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(a) At 2.4GHz 

 

(b)At 5GHz 
Figure 17. SNR on sunny and dry weather 

Table 6. SNR (dB) at 5GHz band on sunny day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 100 100 100 
10 92 88 100 
20 75 84 94 
30 69 84 84 
40 74 80 84 
50 70 75 74 
60 69 73 69 
70 68 72 62 
80 62 69 62 
90 60 61 62 
100 55 61 57 

 
In rainy condition, the results of RSSI and SNR parameters 

are shown in Figures 18 and 19 and Tables 7, 8, 9 and 10. It can 
be seen that at both bands, the Dipole antenna has better signal 
strength than the two proposed antenna at close distances but 
worse at long distances.  

 
(a) At 2.4GHz 

 

(b) At 5GHz 
Figure 18. RSSI on rainy weather 

 
(a) At 2.4GHz 

 

(b) At 5GHz 
Figure 19. SNR on rainy weather 
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In the 2.4GHz band, the Dipole antenna has the best SNR 
results at close range, the single Fibonacci antenna achieves the 
best SNR at long distances and the MIMO Fibonacci one gets the 
worst results.  

Table 7. RSSI (dBm) at 2.4GHz band on rainy day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 -38 -32 -29 
10 -41 -49 -48 

20 -44 -50 -52 

30 -51 -54 -56 
40 -63 -56 -62 
50 -66 -60 -63 
60 -74 -64 -67 
70 -81 -70 -71 

Table 8. RSSI (dBm) at 5GHz band on rainy day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 -28 -28 -25 
10 -43 -59 -50 
20 -50 -62 -53 
30 -57 -64 -60 
40 -68 -68 -66 
50 -72 -72 -72 
60 -72 -76 -75 
70 -83 -75 -75 

Table 9. SNR (dB) at 2.4GHz band on rainy day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 100 100 100 
10 100 100 100 
20 100 92 90 
30 92 88 83 
40 74 84 72 
50 72 74 69 
60 64 76 57 
70 47 66 49 

Table 10. SNR (dB) at 5GHz band on rainy day 

Distance 
(m) 

Dipole 
Antenna 

Single 
Proposed 
Antenna 

MIMO 
Proposed 
Antenna 

0 100 100 100 
10 100 82 96 

20 94 75 92 
30 88 74 79 
40 68 72 68 
50 60 57 50 
60 58 48 42 
70 56 50 40 

 

6. Conclusion 

In this study, we proposed a compact triple-band MIMO 
antenna with eight Fibonacci slots and lengthened shorting pin 
with the symmetric parasitic structure. The overall MIMO antenna 
structure achieves a compact size of 34.8 x 68.2 mm2 based on the 
FR4 substrate. Three bands of MIMO antenna achieve wide 
bandwidths. They are 277.5 MHz at 2.4 GHz, 315 MHz at 3.5 
GHz, and 675 MHz at 5 GHz. This antenna design is therefore 
suitable for wireless communications of 5G and Wi-Fi 6 
applications. Furthermore, by using symmetric parasitic structure, 
the antenna achieves both extremely high radiating efficiency and 
high gain. On the other, despite the narrow distance of 0.072λ at 
2.4 GHz resonant frequency between two radiation elements, the 
mutual coupling is kept well under -20 dB for all three bands. The 
high agreement between simulation and measured results validated 
the performance of the design.  
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