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Editorial 
In the ever-evolving landscape of scientific inquiry, this issue brings together a diverse collection 
of research papers spanning various domains of technology and science. Each paper contributes 
valuable insights and innovative approaches to address contemporary challenges. This editorial 
provides a brief overview of 16 accepted papers, highlighting its key contributions and 
implications. 

The first paper explores the escalating energy consumption in cloud data centers, a consequence 
of the increasing number of servers. Tackling the problem through meta-heuristic and heuristic 
algorithms, the authors propose an approach using Genetic Algorithm (GA) and First Fit 
Decreasing (FFD) for workload placement and power consumption prediction in data centers [1]. 
The study demonstrates the efficiency of the proposed algorithms, particularly the superiority of 
GA compared to Ant Colony Optimization (ACO) and Simulated Annealing (SA). 

Moving to the realm of nanotechnology, the second paper delves into the characterization of Co-
Axial Cylindrical Carbon Nanotube Field Effect Transistor (CNTFET). Highlighting the advantages 
of CNTFET over traditional Si-MOSFET, the research investigates the impact of gate-insulator 
thickness on its performance, providing valuable insights for optimizing its current carrying 
capacity [2]. 

Shifting gears to robotics, the third paper introduces an open-source anthropomorphic robotic 
hand designed for telepresence robots. Utilizing a four-bar linkage mechanism to reduce the 
number of actuators while maintaining human-like movement, the authors present a cost-effective 
solution with applications in various fields [3]. The experimental results demonstrate the hand's 
capability to perform human-like movements and grasp various objects. 

The fourth paper addresses the critical issue of droughts, focusing on the Marathwada region. 
Through a comprehensive analysis of rainfall data spanning nearly four decades, the study 
identifies negative trends in annual rainfall, particularly in the monsoon season. The findings lay 
the groundwork for advanced computation techniques to predict and mitigate droughts [4]. 

Shifting to the domain of error-correcting codes, the fifth paper presents a new decoder for Reed 
Solomon and BCH codes using a novel syndromes block. The proposed algorithm aims to reduce 
the number of iterations compared to existing blocks, demonstrating its efficacy through hardware 
description language implementation and simulation [5]. 

The sixth paper explores the realm of robotics control algorithms, introducing Optimal Control 
Allocation (OCA) and Nonlinear Model Predictive Control (NMPC) for a rover robotics system with 
mecanum wheels and dual arms. The study showcases the efficiency of these algorithms in 
addressing wheel and joint torque saturation issues while manipulating a heavy payload [6]. 

The seventh paper introduces an innovative approach to edge detection-based image 
steganography. The authors propose hybridizing edge detectors dynamically based on 
embedding demands, using logical AND, OR, or OR with dilation operations. The results 
demonstrate improved embedding capacity and security against attacks compared to existing 
methods [7]. 

In the eighth paper, the focus shifts to the robust H∞ control of nonlinear systems subject to cyber-
attacks. The authors present a polytopic modeling approach and a robust controller design 



method, demonstrating its efficacy in ensuring stability and security for a quadrotor/UAV subject 
to actuator attacks [8]. 

The ninth paper introduces an ensemble of voting-based deep learning models with regularization 
functions for sleep stage classification. Leveraging recurrent neural network (RNN), long short-
term memory (LSTM), and gated recurrent unit (GRU) models, the study achieves impressive 
accuracy in sleep stage classification [9]. 

Moving to the field of subsurface utility engineering (SUE), the tenth paper proposes an integrated 
GIS-SUE map cost estimation system prototype. By utilizing GIS-compatible digital spatial maps, 
the research aims to enhance the efficiency of utility mapping and cost estimation, providing a 
valuable tool for managing and maintaining utilities [10]. 

The eleventh paper explores the realm of olfactory acquisition through the conception and 
simulation of an electronic nose prototype. The study focuses on designing an efficient gas 
chamber for gas sensors, enhancing the overall performance of the electronic nose in measuring 
gas quality [11]. 

The twelfth paper addresses the pressing need for strengthening cybersecurity management in 
public organizations. The research develops a model to identify the cybersecurity management 
capacity of public organizations, providing a process for assessment and categorization based on 
the level of cybersecurity capacity [12]. 

The thirteenth paper contributes to the field of power system optimization, comparing the 
performance of particle swarm optimization (PSO) and firefly algorithm (FA) in the optimal 
allocation of a static synchronous compensator (STATCOM). The study showcases the benefits 
of FA over PSO in reducing voltage deviation and power losses [13]. 

In the realm of agricultural technology, the fourteenth paper introduces a novel deep learning 
method for the detection of Northern Leaf Blight and Gray Leaf Spot in corn. Leveraging YOLOv3 
with additional enhancements, the research presents a valuable tool for early disease detection 
in corn crops [14]. 

The fifteenth paper introduces an active simulation of grounded parallel-type immittance functions 
employing voltage differencing buffered amplifiers (VDBAs) and all grounded passive 
components. The proposed circuit demonstrates the feasibility of simulating parallel-type 
impedances with only two VDBAs and two grounded passive components [15]. 

Finally, the sixteenth paper addresses the urgent need for effective models in teaching 
mathematics to gifted students. The research develops a comprehensive model based on various 
teaching approaches, demonstrating its effectiveness in improving the performance of gifted 
students [16]. 

In conclusion, this compilation of research papers reflects the richness and diversity of 
contemporary scientific endeavors. Each contribution brings forth innovative solutions, insights, 
and methodologies, contributing to the collective pursuit of knowledge and advancement in their 
respective fields. 
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The increase of servers in data centers has become a significant problem in recent years that
leads to a rise in energy consumption. The problem of high energy consumed by data centers is
always related to the active hardware especially the servers that use virtualization to create a
cloud workspace for the users. For this reason, workload placement such as virtual machines
or containers in servers is an essential operation that requires the adoption of techniques that
offer practical and best solutions for the workload placement that guarantees an optimization in
the use of material resources and energy consumption in the cloud. In this article, we propose
an approach that uses heuristics and meta-heuristics to predict cloud container placement and
power consumption in data centers using a Genetic Algorithm (GA) and First Fit Decreasing
(FFD). Our algorithms have been tested on CloudSim and the results showed that our methods
gave better and more efficient solutions, especially the Genetic Algorithm after comparing them
with Ant Colony Optimization (ACO) and Simulated Annealing (SA).

1 Introduction

This paper is an extension of work originally presented in the Fifth
Conference on Cloud and Internet of Things (CIoT) [1]. By adding
other methods such as the Genetic Algorithm, First-Fit, Random-Fit,
and Simulated Annealing, our approach will predict the energy con-
sumed by the data centers and the workload placement (containers)
in the servers, offering best and optimal solutions to reduce energy
consumption, waste of cloud resources, and have an energy-efficient
container placement policy.

Generally, Cloud Computing is based on a large data center
(server farm), in which many servers are connected to achieve high
performance. The data centers represent an infrastructure of sev-
eral instances (hosts, virtual machines...) [2]–[4]. Each of these
instances requires an allocation at the data center because of the
growing demand for hosting services. For these reasons, they are
considered to be heavy consumers of resources and energy [3]. In
data center, the energy consumed by active servers represents a
large proportion of the total energy [4], [5]. More clearly, the en-
ergy consumed by the hosts or hosting servers plus network and
storage equipment represents about 40% of the total energy [6]–[8].
Cooling equipment uses between 45% and 50% of the total energy,
and the rest is shared among other systems such as lighting [6]–[11].

With the energy of the cooling systems, the costs in the data centers
are experiencing a big explosion, which require a reduction in their
expenses [12]. According to [5][9][13], the main challenges in data
centers are to minimize the heat and energy consumed by cloud
infrastructures and to secure them against threats.

So, to optimize the use of energy in data centers, it is necessary
to define the servers that must be active according to the current
workload and to avoid traditional techniques that negatively influ-
ence the quality of services (QoS) such as stopping components
or reducing their performance [6], [9], [10]. In most data centers,
the consumption of hardware and software resources of each active
physical machine is between 11% and 50% with power consump-
tion between 50% and 70% compared to a server whose resources
are used entirely by the hosting of the instances and applications
executed on these instances [2], [9], [14]. For this, the efficient
placement of virtual instances is very important to control the use
of material resources and prohibit any kind of their waste that can
lead to an increase in energy consumption.

Our approach will have two objectives. The first will be the
prediction of workload placement using the Genetic Algorithm and
the First Fit Decreasing to define a better placement of a new type
of virtual instance called containers. This placement will be con-
strained to define the best lower number of servers to host container
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instances. The second objective is the main one, which will be the
prediction of energy consumed by a data center, by applying our
container placement algorithms to have the best solutions in terms
of reducing the energy consumed by a data center and optimizing
the use of hardware resources such as RAM, Storage, Bandwidth,
etc.

The remainder of this paper is coordinated as follows. We
present the related works in the second section. In the third section,
we propose our methodology. We perform our algorithms in the
fourth section, and the paper is concluded in section five.

2 Related Work

The estimation or prediction of energy consumption in data centers
has become a necessary operation in recent years. Due to the huge
growth in user demands for cloud services, the number of servers
has started to increase to provide the necessary hardware resources.
This implied an increase in energy consumption, which forced large
cloud companies to do studies on the energy consumed by their data
centers, to optimize it in the future, or replace their power source
with a cheaper and guaranteed one.

In this context, several approaches estimate energy consumption
in data centers. Most of these methods focus on servers to estimate
energy. Each server or host is a set of resources such as RAM, HDD,
and CPU. In this case, the energy of the host is relative to the sum
of the power of all its resources, or according to some [15][16].
Mathematically, the energy consumed by a host is represented in
the literature by linear functions that depend on a resource like CPU
[15][17], or non-linear, whose functions are quadratic of the CPU
resource use [17][18]. Heuristics and metaheuristics are methods
that are widely used to estimate the energy in data centers based
on the placement of virtual instances in servers especially meta-
heuristics as they are adaptive for complex problems that require
considerable calculation.

In [19], they proposed the placement of virtual machines based
on energy consumption by the resources of the data center. One of
the objectives of this approach was to reduce energy consumption
using a simulated annealing algorithm. This technique generates an
initial solution called initial configuration which contains the place-
ment of the VMs in servers, on which they applied at each iteration
one of the three simulated annealing techniques: inversion, transla-
tion, and switching, to get the next configuration. To define which
solution is better, they calculate the energy consumed by the data
center in both cases and choose the one that gives the small energy
value that will be the best solution. The disadvantages of this ap-
proach are the execution time which is very long for large instances,
and its process ends if it finds that a new configuration is better
than the previous one even if they remain several iterations. This
decision does not necessarily indicate that the new configuration is
the best among all other solutions.

The same thing in [20], they used the simulated annealing al-
gorithm to propose an economic placement in terms of energy for
virtual machines. The proposed algorithm goes through the four
stages of the simulated annealing (generation of the initial config-
uration, obtaining the next generation, definition of the objective
function, and timing of temperatures and evolution time). The simu-

lated annealing proposed was compared by the First Fit Decreasing
multi-start random searching approach. The results obtained show
the effectiveness of the proposed method, but in the case of large
instances, it takes a lot of time to find the best solution. For this,
they used a time limiter to stop the calculation process in a solution
very close to the best.

Other researchers have proposed multi-objective metaheuristics
for the placement of workloads in servers by calculating the energy
consumed by data centers, to select the best placement in terms of
energy minimization. In [21], the authors used the multi-objective
genetic algorithm to provide virtual machine placement by mini-
mizing energy consumption and improving the quality of services
and the use of resources. The contradictory nature of the objectives
defined in this approach has necessarily influenced the distribution
of the load between the resources in a data center.

The same thing in [22] and [23], which proposed an approach
based on the ant colony algorithm to calculate and minimize the
energy consumed by a cloud system based on the placement of
virtual machines. In [23], they built a mechanism for measuring
indirect energy consumption for virtual machines based on a model
for calculating the energy consumed by these machines deployed
in [24], because it is difficult to deduce the energy consumption di-
rectly from the material because of the existence of the virtualization
technology.

Our approach will be different from the old works because we
will use cloud containers instead of virtual machines. More of this,
we will propose a genetic algorithm and a First-Fit-Decreasing al-
gorithm to provide best container placement without wasting the
resources of active servers, with the prediction of energy consumed
by any data center to define which algorithm offers best and op-
timal solutions for the minimization of energy consumed and the
optimization of material resources.

3 Methodology
Our main objective is to predict the energy consumed in a data
center for a given workload using the genetic algorithm and First-
Fit-Decreasing to predict the best or optimal placement of this load
(cloud containers). The best algorithm will be one that offers optimal
solutions in terms of minimizing energy consumption and optimiz-
ing the use of the hardware resources of a data center operating in a
specific context.

3.1 Workload Placement

The placement of workloads is an operation that has a great impact
on several problems in cloud computing such as minimizing energy
consumption. The concept of this placement is to define the servers
that will be active to host several virtual instances. To have an
optimal placement, it is necessary to choose an optimal number of
servers without wasting the material resources of the data center.
The workloads in our approach will be the containers.

Containers are small virtual instances in terms of hardware and
software resources [25]–[27]. They provide a virtual platform such
as Docker, with which multiple users can drive and run their ap-
plications or images of operating systems directly on the physical
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machine [27], [26].
The containers are efficient compared to the virtual machines

because they are lightweight and their installation takes a few sec-
onds and they run directly on the operating system and the hardware
of the physical machine. On the other hand, virtual machines take a
long time to install and require hypervisors to run [26][25]. In [26],
the author represents a containerization technology for creating con-
tainer instances. It allows users to deploy and run their applications
in process containers.

Figure 1: Operation of a container

Our approach will propose two algorithms to predict the best
and optimal placement for containers. The main objective will be
the choice of an optimal number of servers sufficient to host the
containers according to their material resources. This objective is
defined by the following equation:

F(X) =
n∑

Host=1

XHost (1)

XHost =

1, if the host is active
0, otherwise

To achieve this goal, we have identified three necessary con-
straints. First, each container must have a placement at the end. The
second constraint insists that each container must be placed in a
single host. The latter checks that all containers must not exceed the
host regarding material resources. For example, for RAM, we have
decided to reserve 80% of each active host for container placement
and keep the rest for user processing, ensuring proper load balancing
between servers.

3.1.1 Genetic Algorithm

The genetic algorithm [28] is an optimization method (meta-
heuristic) [29] first presented by John Holland in the 1970s. It
is based on techniques derived from genetics and the evolutionary
mechanisms of nature: crossover, mutation, and selection.

It represents a method for solving complex optimization prob-
lems, with or without constraints, based on a natural selection pro-
cess (a process similar to that of biological evolution). More pre-

cisely, it provides solutions to problems that don’t have calculable
solutions in a reasonable time analytically[30][28].

The process of the genetic algorithm begins with the random
creation of thousands of more or less good solutions, then they will
be subjected to an evaluation to select the most suitable ones ac-
cording to constraints. The population continues to evolve through
the creation of other generations, by crossing the best solutions be-
tween them and having them mutate, then they are brought together
with the best already chosen in the selection. This process will
be restarted in a certain number of iterations to arrive at the best
solutions.

Generation of the initial population: The genetic algorithm in
its nature is a population-based method, i.e., it begins with a set
of initial solutions named the initial population, and in each itera-
tion, it produces a new generation of solutions of the same size as
the initial one. To have an initial population, it must be generated
from a set of solutions, which are called individuals (chromosomes).
The total number of individuals generated represents the size of the
population.

Containers (id)

0 1 2 3 4 5 6 7 8 9

5 2 2 9 0 7 5 2 1 0

Hosts (id)

Figure 2: Representation of a chromosome (individual)

So to generate the initial population, you have to create a set of
chromosomes as in the figure 3. This generation will be random
within the constraints of the approach to ensure that each respects
all the constraints of the problem to have a correct initial population.

0 1 2 3 4 5 6 7 8 9

Chromosome 0 5 2 2 9 0 7 5 2 1 0

Chromosome 1 9 5 0 1 6 2 5 2 1 8

Chromosome 2 2 2 4 7 3 7 5 2 1 0

Chromosome 3 8 0 5 4 4 3 0 2 1 0

Figure 3: Representation of the structure of an initial population

Selection: For our approach, we decided to set the number of
chromosomes in four for the initial population and the one to be
built in each iteration and select the two best individuals (parents)
among each created population, on which the crossing operator will
apply to have two new individuals (sons) to build a new generation
with new features. The selection of the best individuals is based
on a criterion called the Fitness function. It is an equation defined
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according to the problem studied, to determine the best solutions
that satisfy this function.

To determine the best individuals, we have based on the princi-
ple of our objective which serves to minimize the number of active
hosts. More clearly, if a chromosome of a population respects all
the constraints of the problem and contains the minimum possible
hosts, then it represents a good solution among those in the studied
population. This choice makes it possible to calculate the number
of active hosts in an individual and choose two individuals which
contain the minimum number of hosts, or the reciprocal of the num-
ber of active hosts, and then choose the two large values obtained.
We represent below the equation of the Fitness function to select
the best individuals.

f (I) = 1/NAH (2)

• I : The individual being studied.

• f (I) : The Fitness function of individual I.

• NAH : Number of active hosts in the individual I.

The Fitness function will be applied at the beginning of the
initial population to determine the individual parents, who will be
the inputs of the next phase (the crossover). This function will
be applied to each new generation created until the last iteration.
These kinds of individuals, who represent the parents are feasible
(workable) solutions for the problem studied. Workable individuals
are solutions that met the needs of a problem.

So, the individual (parents) selected according to the Fitness
function in each iteration are feasible solutions among others to dis-
cover probably in the following iterations. But instead of choosing
both parents, we decided to compare them by choosing the best
among them (the one that has the greatest value of Fitness, if they
have equal values, then both will be chosen as feasible solutions).
And each feasible solution represents one of the best-suggested
ways to place containers in a minimum number of hotels without
any waste of resources or energy consumed.

Crossover: The choice of the best individuals in the selection
phase is the starting point of the crossover. These selected indi-
viduals are genetically better according to the function of Fitness,
and they contain characteristics that will improve each population
by producing new individuals called sons. The creation of new
individuals is done by a crossover applied to the parents explained
by the following two points:

• Divide each parent individual into two parts (from the mid-
dle), if the size of the individual is even, then both parts will
have the same length, otherwise, the first part will exceed the
size of the second with an element.

• Concatenate the first part of the first parent with the second
of the other to have the first son, then the second part of the
first parent with the first of the other parent to have the second
son.

After creating the new individuals (sons), the parent individuals
are kept to build a new generation of four chromosomes as the initial

population after the application of the mutation operation on the
sons. Keeping parents is not optional, but it has two very important
roles in the algorithm process.

First, it avoids the case of having a bad generation, because
parents are already good solutions according to the Fitness function
applied in the selection, on the other hand, there is no information
about the nature of new individuals created, whether they are good
solutions to the problem or not, until the application of the mutation
phase and build a new population and apply the selection operator
to it to indicate the individuals who will be the new parents who
may be one of the created sons of the previous iteration or both or
none.

Secondly, the conservation of parents and combining them with
the new individuals makes it possible to respect the rule of construc-
tion of a population in the genetic algorithm which indicates that all
generations must be of the same size as the one at the beginning, as
well as this combination guarantees diversity in the best solutions
and increase the proportion of having several that are feasible.

Mutation: Generally, the mutation principle is used to apply more
change to the sons created in the crossover phase to obtain a rich
and different population from the previous one. These changes will
apply to some genes of one or more chromosomes. In our case, the
genes on each chromosome are the identifiers of the hosts chosen to
host the containers, as shown in the figure 4.

0 1 2 3 4 5 6 7 8 9

4 1 6 9 7 8 2 2 0 3

Genes

Figure 4: Individual-level active hosts represent their genes

So the change in the hosts of an individual involves a modifica-
tion in the location of the containers. For this reason, the mutation
phase for our approach will be slightly different compared to those
of other problems that use the genetic algorithm. More precisely,
The main role of the mutation will be corrective, that is to correct
the faults produced by the crossing at the level of the son individu-
als. This crossing can cause false locations for containers at these
individuals. For this reason, we must first check the location of
the containers in each child’s individual if one or more exceed the
host that hosts them in terms of RAM. In this way, the two sons
will be corrected by ensuring that they respect the constraints of the
approach before combining them with the parents to build a new
generation.

This ”corrective” mutation has another impact because the cor-
rection made at the level of the sons will have a great chance of
bringing back new characteristics. After all, the containers in those
chromosomes have probably different locations to those in the indi-
vidual parents, and therefore the possibility of having other better
solutions. With all these characteristics, the mutation phase will
have a great impact on the realization of a good dynamic container
placement which is one of the big goals of this optimization problem,
meaning the appearance of the migration notion of virtual instances
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between active hosts, which is absent in the static placement which
prevents the migration of a container from one host to another after
having placed it.

Algorithm 1: Container Placement based on Genetic Al-
gorithm

Data: List of container requests and list of hosts
Result: Deploy containers on hosts
HL← HostsList;
CL← ContainersList;
for i = 1 to 4 do

listInitialS olutions ← createChromosome(HL,CL);
mapInitialPopulation.add(i, listInitialS olutions);
listInitialS olutions ← [ ];

end
for i = 1 to max = 100 do

mapbests ← S election(mapInitialPopulation);
map f easibles ← Workable(mapbests,HL,CL);
for key : map f easibles.keyS et() do

list f easibleS olutions.add(map f easibles.get(key));
end
mapcrossover ← Crossover(mapbests);
mapmutation ← Mutation(mapcrossover,HL,CL);
mapNG ← NewGeneration(mapbests,mapmutation);
mapInitialPopulation ← mapNG;

end
listres ← optimize(list f easibleS olutions,HL,CL);
Deploy list of feasible solutions (listres) that represent the

best container placements in the host;

Algorithm 1 shows the principle of the genetic algorithm and
the main methods used to achieve the objective of the problem.
Input data is set before starting initialization. This entry will help
the different operations related to the algorithm to determine the
possible feasible solutions that will be the result, which represent
several best container placements.

The algorithm starts by checking the selected input data, which
are the hosts and the containers to be placed. This operation checks
whether the total sum of Rams of all outbound hosts is greater than
that of containers, to ensure that there is sufficient space for the
placement of the container request. Then, if the verification is done
and the input data is accepted, then the construction of the initial
population begins by creating four chromosomes. Each individual
built (as a list) will be added to the Map which represents the initial
population until the end of the operation by obtaining an initial
generation of four individuals.

The selection phase will be applied to the initial population
obtained to determine the best individuals who will be the parent
chromosomes. The best individuals (parents) selected will be the
entry of the method responsible on the crossing to produce new
individuals (the sons), the result of this method will be after the
entry of mutation.

In the end, a new generation will be created, after the end of the
mutation phase, which will be the population of the second iteration.
The final list of feasible solutions will go through the optimization

phase to further verify the placement of the containers and improve
it if possible.

3.1.2 First-Fit Decreasing

First-Fit Decreasing is one of the best-known algorithms for the
classic problem of Bin Packing [31]. The FFD’s strategy for place-
ment is defined by three points. At first, we set the elements in
descending order of size. Secondly, we put each item we get there
in the oldest bin (opened the earliest) into which it fits (whenever an
item fits the capacity of bin 1, put it there, otherwise, it fits into bag
2, if it fits). Thirdly, the opening of a new bag or bin is only done
if the item does not fit into a bag that already contains something
[30, 32]. For our problem, the items to put in the bin will be the
containers, while the bags or bins will be the hosts.

The following algorithm shows the process of placing containers
in servers with the FFD.

Algorithm 2: FFD-based container placement
Data: List of container requests and list of hosts
Result: Deploy containers on hosts
Set the container list in decreasing order of RAM;
HS ← The size of the host list;
CS ← The size of the container list;
for i = 0 to CS − 1 do

for j = 0 to HS − 1 do
The Resource is a vector that contains the values of

four resources (RAM, CPU, Storage, Bandwidth);
if Resourcehost j >= Resourcecontaineri and

!PrevHostList.contains(i) then
PlacementList.add( j);
Resourcehost j ←

Resourcehost j − Resourcecontaineri ;
PrevHostList.add(i);

end
end

end
Deploy the PlacementList that contains the placement of

the container list in the hosts;

3.2 Forecasting Energy Consumption

To predict the energy consumption in the data centers, we will
calculate the energy consumed by the system of active hosts and
storage. This energy will help us predict the energy consumed by
other equipment such as the cooling system. The following figure
shows the distribution of energy consumed by a data center based
on studies and previous work.
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Figure 5: The distribution of energy consumption of a data center

To predict the energy consumed by active hosts, we rely on the
placement of containers in these servers. This workload placement
will help us determine the percentage used for hardware resources
(RAM, CPU, Storage, Bandwidth) of each active host. The calcu-
lated percentages will be sorted between 0 (0%) and 1 (100%) to
simplify their use in the CloudSim power model. Based on these
percentages, we will define for each host the energy consumed by
each resource in watts. The following equation represents the energy
consumed in watts by a resource according to its percentage of use
for a host.

Powerresourcei = getPower(Useresourcei ) (3)

Predicting the energy consumed by each resource will help us
to define the energy consumption for a single host and for all active
servers that are defined by the following two equations.

Powerhost =

4∑
i=1

getPower(Usei),Usei ∈ [0, 1] (4)

The Use1 is the used value of the RAM, Use2 is the used value
of CPU, Use3 is the used value of the BW, and Use4 is the used
value of the Storage.

PowerAllHosts =

N∑
i=1

Powerhost (5)

We represent below our algorithm for predicting the energy
consumed by a data center based on container placement.

Algorithm 3: Forecasting energy consumption
Data: List of container requests and list of hosts
Result: Predict the energy consumed by the data center
Apply the Genetic Algorithm or FFD to predict container

placement;
Group the percentages of use of each resource for each

server in a map named UseMap;
for key : UseMap.keyS et() do

for i = 0 to UseMap.get(key).size() do
Apply the Equation (3) to calculate the energy

consumed by each resource (RAM, CPU, Storage,
Bandwidth); Apply Equation (4) to calculate the
total energy consumed by a single host;

end
Apply Equation (5) to predict the energy consumed by

all active servers;
end
DataCenterPower(PowerAllHosts);

So, to predict the total energy consumed by a data center, we
will rely on the energy predicted for the active host system. Algo-
rithm (3) predicts the energy consumed by the active hosts in the
data center based on the placement of workloads. Based on Figure
5 and previous work, we noted that the energy consumption of a
data center is divided into three classes. The cooling system takes
a large proportion with a value between 45% and 50% (47% on
average). For the active host system and storage equipment, their
consumption is between 36% and 40% (38% on average). Other
systems such as lighting and communication equipment consume
15% of the total energy.

4 Experiments and Results

To evaluate our approach, we used CloudSim 4.0 to apply our al-
gorithms to homogeneous and heterogeneous cloud systems. Our
experiments will present the prediction of container placement, then
the energy consumption for each system. In this section, we will
perform three different experiments. In the first two applications,
we will have two scenarios.

4.1 Application 1 : Homogeneous System

The homogeneous system we used in this experiment consists of 50
identical servers in terms of material resources and 3000 containers
of different classes.

Table 1: Details of the Application 1

System Number RAM
(MB)

Number
of CPUs Bandwidth Storage

(MB)

Hosts 50 65536 512 2000000 2000000
Containers (class 1) 1000 512 1 2500 1024
Containers (class 2) 1000 256 1 2500 1024
Containers (class 3) 1000 128 1 2500 1024
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4.1.1 SCENARIO 1 : When all hosts are active and the percentage
of use of each resource = 50%

In this scenario, we decided to predict the energy consumed by
this data center in the case where the use of each material resource
equals 50%. The following table shows the results obtained in
detail.

Table 2: Energy consumption for the scenario 1 of Application 1

RAM use
(watts)

CPU use
(watts)

Bandwidth use
(watts)

Storage use
(watts)

5800 5800 5800 5800

Number of active hosts : 50
Energy consumption
of active hosts (38%)

Energy consumption
of cooling system (47%)

Energy consumption
of others (15%)

Energy consumption
of the data center

23200.0 watts 28694.736 watts 9157.895 watts 61052.63 watts

4.1.2 SCENARIO 2 : Genetic Algorithm application

This scenario represents the application of our genetic algorithm for
the prediction of container placement and the energy consumption
of the different systems of the data center. The results obtained are
as follows.

Table 3: Energy consumption for the scenario 2 of Application 1

RAM use
(watts)

CPU use
(watts)

Bandwidth use
(watts)

Storage use
(watts)

2288.932 1920.636 1828.676 1738.72

Number of active hosts : 18
Energy consumption
of active hosts (38%)

Energy consumption
of cooling system (47%)

Energy consumption
of others (15%)

Energy consumption
of the data center

7776.964 watts 9618.877 watts 3069.8542 watts 20465.693 watts

4.1.3 SCENARIO 3 : FFD application

In this scenario, we applied the First-Fit Decreasing algorithm to
place the container list and predict the energy consumed by this
data center after completing the workload placement. The following
table shows the results obtained.

Table 4: Energy consumption for the scenario 3 of Application 1

RAM use
(watts)

CPU use
(watts)

Bandwidth use
(watts)

Storage use
(watts)

2288.932 1826.91 1830.826 1739.208

Number of active hosts : 18
Energy consumption
of active hosts (38%)

Energy consumption
of cooling system (47%)

Energy consumption
of others (15%)

Energy consumption
of the data center

7782.606 watts 9625.8545 watts 3072.0813 watts 20480.543 watts

The objective of the first scenario is to see the rate of energy
that will be consumed if a data center hosts a given workload but
without any strategy to define its conception so as not to fall into
the problem of waste of resources which implies an expansion of
energy consumption. In this scenario, each host consumed 464
watts because they are identical. The fact that the 50 hosts are all
active, involved an expansion of the total energy consumed that
exceeded 61052 watts, which is ordinary because all servers are

active. This scenario shows the importance of defining a strategy
for the placement of data center workloads and seeing the impact
when a strategy is applied to place containers in an minimal num-
ber of servers. The application of the genetic algorithm gave two
solutions of 18 servers for each that will be active to host the 3000
containers. We noticed in each solution that the power consumption
of the hosts is close to each other (between 400 and 476 watts). As
well as workloads are well distributed among active servers (a good
load balancing). For total energy consumption, the first solution
predicted a value of 20465.693 watts with 40586.937 saved energy
compared to the first scenario. The second solution estimates the
energy consumption with 20466.234 watts and 40586.396 watts of
energy saved when compared with the solution of scenario 1.

Figure 6: The energy consumed in watts by each resource for the GA first solution -
Application 1

Like the genetic algorithm, the FFD proposed a single arrange-
ment of 18 hosts among the starting 50 to place the list of containers.
So, 32 will be retained, contrary to the first scenario. Of the 18
active servers, 9 hosts each consumed more than 423 watts, 8 others
consumed between 427 and 476 watts for each, and only one server
that is the last one consumed less than 400 watts (383.59146 watts).
The placement proposed by the FFD also gave good results for the
total energy consumption (20480.543 watts) which is lower than in
the first scenario with a value of 40572.087 watts of energy saved.
But the solutions of the genetic algorithm are better in terms of the
energy consumed but identical to that of the FFD in the number of
active hosts.

Figure 7: The energy consumed in watts by each resource for the FFD solution -
Application 1
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4.2 Application 2 : Heterogeneous System

In this application, we used a heterogeneous system that consists of
three different types of hosts with a total number of 50, and 3000
containers.

Table 5: Details of the Application 2

System Number RAM
(MB)

Number
of CPUs Bandwidth Storage

(MB)

Hosts (class 1) 17 32768 256 2000000 2000000
Hosts (class 2) 17 65536 512 2000000 2000000
Hosts (class 3) 16 131072 640 2000000 2000000

Containers (class 1) 1000 512 1 2500 1024
Containers (class 2) 1000 256 1 2500 1024
Containers (class 3) 1000 128 1 2500 1024

4.2.1 SCENARIO 1 : When all hosts are active and the percentage
of use of each resource = 50%

In the first scenario of application 2, we predicted the energy con-
sumed for a heterogeneous system when all servers are active.

Table 6: Energy consumption for the scenario 1 of Application 2

RAM use
(watts)

CPU use
(watts)

Bandwidth use
(watts)

Storage use
(watts)

6202 6202 6202 6202

Number of active hosts : 50
Energy consumption
of active hosts (38%)

Energy consumption
of cooling system (47%)

Energy consumption
of others (15%)

Energy consumption
of the data center

24808.0 watts 30683.578 watts 9792.632 watts 65284.21 watts

4.2.2 SCENARIO 2 : Genetic Algorithm application

Scenario 2 represents the application of the genetic algorithm on
our heterogeneous system. The results are as follows.

Table 7: Energy consumption for the scenario 2 of Application 1

RAM use
(watts)

CPU use
(watts)

Bandwidth use
(watts)

Storage use
(watts)

1944.637 1594.332 1450.27 1193.698

Number of active hosts : 11
Energy consumption
of active hosts (38%)

Energy consumption
of cooling system (47%)

Energy consumption
of others (15%)

Energy consumption
of the data center

6182.937 watts 7647.3164 watts 2440.633 watts 16270.887 watts

4.2.3 SCENARIO 3 : FFD application

For this scenario, we applied the FFD algorithm. Below is the pre-
diction of the energy consumed by our system after this application.

Table 8: Energy consumption for the scenario 3 of Application 2

RAM use
(watts)

CPU use
(watts)

Bandwidth use
(watts)

Storage use
(watts)

3049.891 2592.923 2448.035 2358.184

Number of active hosts : 26
Energy consumption
of active hosts (38%)

Energy consumption
of cooling system (47%)

Energy consumption
of others (15%)

Energy consumption
of the data center

10449.033 watts 12923.805 watts 4124.6187 watts 27497.457 watts

In the second application, we used a heterogeneous system to
see if the placement of the containers and the rate of energy con-
sumption will be influenced by the nature of the system. In the first
scenario, the 50 hosts consumed a different energy rate because they
are heterogeneous. The first 17 servers consumed 408 watts each,
and the last 16 consumed the high value (624 watts each). The other
servers consumed 464 watts each. For the total energy consumption,
the system consumed 65284.21 watts with superiority of 4231.58
compared to scenario 1 of the first application.

The application of the genetic algorithm for this heterogeneous
system gave two different solutions in contrast to scenario 2 of Ex-
periment 1 which proposed two identical solutions at the level of
the proposed number of active hosts. The heterogeneous nature of
this system has increased the chance of having diversified solutions
in terms of the hosts used and their number.

The first solution obtained by the genetic algorithm has proposed
13 servers that will be active to host the container list, which is the
best number compared to the first scenario. The energy consumption
of the 13 active servers is between 350 and 800 watts because of the
hosts’ diversity in the hardware resources. This diversity influenced
the rate of energy consumed by the data center which did not exceed
17623.83 watts with 47660.38 watts of energy saved compared to
scenario 1.

The second solution was the best with 11 active hosts and less
than 2 servers compared to the first solution to host workloads. The
values consumed of energies differ from one host to another because
of the diversity in material resources. This number of active servers
influenced the energy consumption rate, which was minimized at
the level of all the data center systems and 1352.943 watts for the
total consumption.

Figure 8: The energy consumed in watts by each resource for the GA second solution
- Application 2

The unique solution of the FFD is different from those of the
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genetic algorithm. The solution offers 26 servers for container place-
ment which is not optimal when compared with the solutions of
scenario 2. This increase in the number of active hosts for the FFD
is because of its way of assigning containers to servers which is
classic and avoids waste of space but is not always effective if there
is a list of containers in a defined order (increasing or decreasing).
For this reason, most of the active hosts (17) belong to class 1 and
the others belong to the second class.

So workloads were not well distributed between the active hosts
about the solution of the genetic algorithm, which is a weak point
in the FFD algorithm. The high number of active servers consumed
between 370 and 480 watts for each, implied an increase in the rate
of energy consumed by the data center with a value of 27497.457
watts.

We note that the genetic algorithm guarantees best container
placement and minimal energy consumption due to its functioning
which is adaptive to different types of systems. But in general, both
algorithms offer a good solution for virtualization in a data center,
which is important for the whole system to operate without any
waste of resources that can increase energy consumption

Figure 9: The energy consumed in watts by each resource for the FFD solution -
Application 2

4.3 Application 3 : Global Comparison

After testing our algorithms, we decided to compare them with other
previous heuristic or meta-heuristic methods to properly evaluate
our algorithms. For this, we chose the approach in [19] which uses
the Simulated Annealing (SA) algorithm to predict the placement
of virtual machines based on the estimate of energy consumption
to choose the best placement. In our case, we will evaluate this
algorithm using container instances to compare it with our genetic
algorithm (GA). More of this we will compare the approach pro-
posed in [33] which applies the Ant Colony Optimization (ACO)
for container placement with our genetic algorithm (GA).

The choice of the Simulated Annealing and ACO to examine the
effectiveness of our genetic algorithm was not random, but due to
several reasons. First of all these three algorithms belong to the class
of metaheuristics which is inspired by nature to solve optimization
problems. More of that, they can adapt to problems with a high
complexity and which require a huge calculation. Another point that
encouraged us more to compare our Genetic Algorithm with Simu-
lated Annealing and the ACO is that the works [19] and [33] have

the same vision regarding the placement of virtual instances by opti-
mizing the use of material resources and uses the same procedure,
except that the work [19] are based on virtual machines instead of
containers. For the FFD, we will evaluate it with First-Fit (FF) and
Random-Fit (RF) which are algorithms of the Bin Packing problem
such as the FFD. Table 9 shows the resources of the different cloud
systems used on which we will perform our comparison.

Table 10 represents the results obtained for the energy consump-
tion of several data centers for each algorithm.

Table 10 represents three main results for six algorithms. For
each system, we applied six algorithms to predict the energy con-
sumed by each data center based on container placement. As well
as, we calculated the energy saved or conserved for each system
by comparing the predicted energy consumption with the energy
consumed when all the hosts of a system are active and the percent-
age of use of each resource = 50%. In addition, we calculated the
execution time of each algorithm.

For the first system which is homogeneous, we notice that the
energy consumption obtained by the genetic algorithm does not ex-
ceed 13460 watts with 47594.73 watts of saved energy. For the ACO
algorithm, the energy consumption exceeded the value predicted by
the genetic algorithm twice with 32931.009 watts of stored energy.
Similarly, for the SA algorithm, the energy consumed exceeded
that of GA but with a big difference which influenced the rate of
energy saved which was less than 10380 watts. On the other hand,
the execution time of the genetic algorithm was very high (more
than 31 seconds) compared to that of ACO which gave its result
in 0.297 seconds and the SA in 5.62 seconds. The reason why the
execution time of the genetic algorithm is very high is because of
its execution process that operates under several iterations (in our
case 100 iterations).

For heuristics, the three Bin Packing problem-solving algorithms
(FFD, FF, and RF) predicted energy consumption values close to
each other. The values proposed by the FFD and FF were identi-
cal to the superiority of the RF algorithm which gave a value of
13447.468 watts which is optimal compared to those of the FFD
and FF. For the energy saved, the three heuristics provided better
values with the genetic algorithm, but they are fast in execution
time because they produce a single solution without using several
iterations.

In the second system, which is heterogeneous, the results ob-
tained by the genetic algorithm for the energy consumed and saved
are the best when compared with those of ACO and SA and also
with the three heuristics. On the other hand, its execution time
which reached 31 seconds is very high compared to the other al-
gorithms. We also notice that the FFD, FF, and RF gave the same
energy consumption value (31874.584 watts), but the RF surpasses
them in the execution time (0.08 seconds). The same goes for the
third system, which has a superiority of the genetic algorithm over
the others in terms of the energy consumed which is optimal, but
the execution time has increased greatly (301.769 seconds) because
of the size of the number of instances in this system. The SA also
took 103.123 seconds which is high compared to other methods.

For other systems, our genetic algorithm was the best in systems
5 and 6 in terms of optimal energy consumption, but it takes a long
time to finish its execution and give the final results. In system 4, the
FFD and FF heuristics proposed optimal solutions with an energy
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Table 9: Details of the Application 3

Hosts Containers

System Number RAM
(GB)

Number
of CPUs Bandwidth Storage

(MB) Number RAM
(MB)

Number
of CPUs Bandwidth Storage

(MB)

1 50 32 256 2000000 2000000
334 512 1 1024 2500
334 256 1 1024 2500
332 128 1 1024 2500

2
17 16 128 2000000 2000000

1000 512 1 1024 250017 32 256 2000000 2000000
16 64 512 2000000 2000000

3
25 16 128 2000000 2000000 667 128 1 1024 2500
25 32 256 2000000 2000000 667 256 1 1024 2500
25 64 512 2000000 2000000 666 512 1 1024 2500

4 100 64 512 2000000 2000000
1667 512 1 1024 2500
1667 256 1 1024 2500
1666 128 1 1024 2500

5
34 32 256 2000000 2000000 1667 128 1 1024 2500
34 64 512 2000000 2000000 1667 256 1 1024 2500
32 128 1024 2000000 2000000 1666 512 1 1024 2500

6

30 256 1024 4000000 4000000 3500 256 1 1024 2500
30 128 1024 4000000 4000000
30 64 512 4000000 4000000 3500 512 1 1024 2500
30 32 256 4000000 4000000

Table 10: Comparison of different algorithms for predicting the energy consumption of different cloud systems

GA ACO SA

System Data Center
Energy (watt)

Energy Saved
(watt)

Execution time
(second)

Data Center
Energy (watt)

Energy Saved
(watt)

Execution time
(second)

Data Center
Energy (watt)

Energy Saved
(watt)

Execution time
(second)

1 13457.9 47594.73 31.954 28121.621 32931.009 0.297 50678.336 10374.294 5.62
2 18792.02 42260.61 31.004 39339.375 21713.255 0.179 51927.41 9125.22 4.034
3 20413.207 71165.743 301.769 53369.266 38209.684 0.264 77419.08 14159.87 103.123
4 43210.434 121000.086 5304.5 67590.805 96619.715 1.496 100156.78 64053.74 3870.694
5 28867.098 101701.322 3886.164 77247.85 53320.57 1.17 98288.49 32279..93 1165.504
6 19218.874 148149.546 11634.408 31827.826 135540.594 1.126 116079.95 51288.47 1317.876

FFD FF RF

System Data Center
Energy (watt)

Energy Saved
(watt)

Execution time
(second)

Data Center
Energy (watt)

Energy Saved
(watt)

Execution time
(second)

Data Center
Energy (watt)

Energy Saved
(watt)

Execution time
(second)

1 13462.325 47590.305 0.194 13462.325 47590.305 0.122 13447.468 47605.162 0.118
2 31874.584 29178.046 0.116 31874.584 29178.046 0.062 31874.584 29178.046 0.08
3 40164.184 51414.766 0.351 40546.266 51032.684 0.2 40333.258 51245.692 0.287
4 43202.652 121007.868 7.788 43202.652 121007.868 8.441 43329.03 120881.49 2.856
5 48174.152 82394.268 2.93 48301.848 82266.572 2.594 48233.105 82335.315 2.186
6 21229.072 167368.42 12.186 21242.38 146126.04 8.91 21098.488 146269.932 10.894

value of 43202.652 watts which is less than 7782 watts compared
to the value proposed by the genetic algorithm. Generally, our GA
has proposed best values for energy consumption for most systems
ahead of other metaheuristics (ACO and SA) and even heuristics.
On the other hand, execution time remains its main weakness be-
cause of its way of solving the problem. FFD was best with RF in
the heuristics used. In terms of execution time, the ACO was the
best with an average time of 0.75 seconds. More of this the SA
algorithm proposed large energy values and ranked second before

the genetic algorithm at the level of execution time.

5 Conclusion

In this paper, we have presented an approach based on heuristics
and metaheuristics for predicting the energy consumed by different
data centers based on the placement of workloads. Our approach
has proposed a genetic algorithm and a First-Fit Decreasing using
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cloud containers to predict the best and optimal placement for these
instances in several servers without wasting hardware resources.
The results obtained showed that the genetic algorithm guarantees a
good placement for containers and minimizes the energy consump-
tion in the data centers, after comparing it with other metaheuristics
such as Ant Colony Optimization and Simulated Annealing.
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 Carbon nanotube field effect transistor (CNTFET) has a huge advantage over the Si- 
MOSFET. In MOSFET switching occurs by altering channel resistivity whereas in CNTFET 
switching occurs by modulation contact resistance. CNTFET generates three to four times 
of drive current than MOSFET. Transconductance of CNTFET is four times higher than the 
MOSFET. The average carrier velocity is also very high almost double in CNTFET than that 
is in MOSFET. Its power consumption is low. Electron mobility is high. Threshold voltage 
is also low. It has better control over channel formation. There is no direct tunneling and 
gate leakage current is also reduced. Herein, the main objective is to investigate the effect 
of gate-insulator thickness on CNTFET, and to optimize the thickness so that current 
carrying capacity may reach higher.A detailed simulations have been made and IV 
characterizationis done to investigate the effect of Gate-Insulator Thickness on Co-Axial 
Cylindrical Carbon Nanotube Field Effect Transistor.Report shows with the increasing gate-
insulator thickness current is decreased significantly. Where as the variation of nano 
diameter shows that the increasing rate of current is increased when the carbon tube 
diameter is increased. 
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Carbon nanotube 
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Carbon nano tube diameter 
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1. Introduction 

In this age of nanotechnology, the demand of integrated circuits 
with smaller dimension has increased. On the other side this fast-
moving world requires technology with high speed performance 
and that can consume lower power. To fulfill such requirements, 
the use of carbon nanotube field effect transistor (CNTFET) over 
Si- MOSFET has increased widely. Its ability to carry high current 
makes it more popular [1]. Carbon nanotubes consist of carbon 
atoms having diameter in nanometer range [2]. The considerable 
tiny sized carbon and its electronic configuration ensure unique 
carbon element with versatile structures and alluring properties 
[2]. Having the title of the strongest material ever measured, 
graphene is a two-dimensional (one-atom-thickness) allotrope of 
carbon with a planar honeycomb lattice [3]. It is regarded as the 
basic building block of carbon nanotubes. The versatile properties 
of carbon nanotubes (CNT) basically sourced from graphene [2]. 
Folding one or multiple graphene sheets with a specific chiral 
angle creates unique CNT. 

Based on the number of folded layers’ carbon nanotubes can be 
classified in two types. 

• Single – walled carbon nanotube (SWNTs), having 
diameter 1nm [4] 

• Multi – walled carbon nanotube (MWNTs), having 
diameter 100 nm 

In multilayer formation many layers are interlinked. On the 
other hand, another classification of CNTFETs can be mentioned 
based on its geometry. 

In a back-gate CNTFET generally SWCNT is used. It was 
first proposed by Tans et.al. [5]. The I(on)/ I(off) ratio of this type 
of CNTFET is almost 105 [6]. The parasitic contact resistance of 
such CNTFET is very high (>1Mohm) [7]. On the other hand, the 
drain current as well as the value of transconductance is very low. 
Drain current is of the nano range [6]. Such limitations of back-
gate CNTFET drive the researchers to develop a next generation 
CNTFET. 
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Wind et al. have come up with the first top gate CNTFET [8]. 
In this model the gate is formed over the carbon nanotubes. 
Though the fabrication process of Top gate CNTFET is little 
complicated but it is preferred over back-gate CNTFET due to its 
high drain current of the order of micro and for the greater value 
of transconductace.  

Unlike the other two CNTFETs in Wrap around gate 
CNTFET the whole nanotube is covered by gate. It is also known 
as Gate-all-around CNTFET. To expose the ends of the nanotube 
the wrapping is partially etched and then the source, gate and drain 
contacts are deposited on the nanotubes. As the entire carbon 
nanotube is covered, it reduces the leakage current and increases 
the electrical performance. 

In suspended CNTFET method, gate is suspended over a 
trench to reduce the contact with substrate and gate oxide and it 
improves the device performance. But the main drawback of such 
type of CNTFET is here air or vacuum is considered as the 
dielectric medium. Only short CNTs are used as long tubes may 
short the device by touching the metal contact. 

Depending on the type of electrodes used, the CNTFET 
classification has been made into three categories. (a) Schottky-
barrier (SB) CNTFET (b) Partially gated (PG) CNTFET and (c) 
doped-S/D CNTFET [9-16]. And the differences are clearly 
shown in Figure 1. 

 
Figure 1: Different types of CNTFET: (a) Schottky-barrier (SB) CNTFET, (b) 

partially gated (PG) CNTFET (c) doped-S/D CNTFET [9]. 

Here we have focused on the co-axial cylindrical CNTFET. In 
such CNTFETs an oxide layer is portrayed arround a cylindrical 
carbon nano tube. Further a metallic cylindrical layer is deposited 
in it. This metallic contact can behave as a gate here. At a fixed 
bias voltage it can induce more channel charge than the other 
CNTFETs. This is because of its geometry. The capacitive 
coupling between the gate electrode and the nanotube surface is 
the maximum for it. Technologies like complementary metal-
oxide-semiconductor (CMOS) can be affected by the short channel 
effects. This improved coupling can prevent this short channel 
effects. Its geometry of end contact is also important as it can 
provide the concept of the dimension of Schottky barrier. This 
Schottky barrier is actually present at the channel near device ends 
and it can directly influence the current modulation. It also has a 
huge role in low voltage applications. 

2. Simulation of Co-Axial Cylindrical Carbon Nanotube 
Field Effect Transistor 

The In this paper simulations were done for co – axial 
cylindrical CNTFET using the well-known FETToy tool to see 
how the characteristic curves depends on different tube parameters 
like nanotube diameter and gate insulator thickness. Varying the 
Gate Oxide thickness and nano-tube diameter the drain current can 
be varied. On the other hand the scaling of the most popular Si-
MOSFET almost approaches towards its limiting values. In search 
of new alternatives this simulation was done to overcome these 
limitations. 

 
Figure 2: co-axial cylindrical CNTFET 

Figure 2 represents a schematic diagram of co-axial cylindrical 
CNTFET. First for a constant nanotube diameter (1 nm), the 
simulation was done by varying the gate insulator thickness only. 
For this simulation the ambient temperature was taken as 300K. 
Threshold voltage of the used CNTFET was 0.32 V whereas the 
gate control parameter and drain control parameter were 
considered as 0.88 and 0.35 respectively. Series resistance was 
taken zero.  
3. Prepare Your Paper before Styling 

Before Some data taken during the simulation are given below. 

Table 1: (Drain voltage=1 V, Nanotube diameter=1nm) 

 
Gate 
Voltage 
(V) 
 

Drain Current (μA) 
Gate-
Insulator 
thickness 
1nm 

Gate-
Insulator 
thickness 
1.5nm 

Gate-
Insulator 
thickness 
2nm 

0 0.00672 0.0000661 0.0000661 
0.0833 0.114 0.00112 0.00112 
0.1667 1.9 0.0187 0.0186 
0.2500 24.4 0.24 0.232 
0.3333 123 1.23 1.13 
0.4167 296 3.01 2.69 
0.5000 517 5.41 4.75 
0.5833 778 8.37 7.26 
0.6667 1070 11.9 10.2 
0.7500 1400 15.9 13.7 
0.8333 1750 20.4 17.5 
0.9167 2140 25.1 21.6 
1.0000 2550 30 26 
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Figure 3: (a) Gate Voltage Vs Drain Current curve for a CNT having diameter 

1nm and gate insulator thickness 1nm. 

 
Figure 3: (b) Output Characteristic curve for a CNT having diameter 1nm and gate 

insulator thickness 1nm . 

 
Figure  3: (c) Gate Voltage Vs Drain Current curve for a CNT having diameter 

1nm and gate insulator thickness 1.5nm. 

 
Figure 3: (d) Output Characteristic curve for a CNT having diameter 1nm and gate 

insulator thickness 1.5nm. 

 

 
Figure 3: (e) Gate Voltage Vs Drain Current curve for a CNT having diameter 

1nm and gate insulator thickness 2nm. 

 
Figure. 3: (f) Output Characteristic curve for a CNT having diameter 1nm and 

gate insulator thickness 2nm. 
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From the data of Table-1 it is clear that the drain current vs gate 
voltage characteristic curve for 1nm gate-insulator thickness is 
steeper than the other two. Whereas for the same given voltage 
CNTFET having gate-insulator thickness 2nm gives the lowest 
drain current. So the drain current is decreased with the increasing 
gate-insulator thickness. This is due to the fact that with the 
increase of the gate-insulator thickness the resistance across it is 
also increased and as a result the drain current is decreased [12]. 
When the gate dielectric becomes thicker, the electric field within 
the dielectric becomes smaller for the same gate voltages. Thus the 
accumulated free carrier near the interface also becomes less. As 
the carrier density decreases, the drain current decreases as well. 
Figure 3 shows the input and output characteristic curves for CNTs 
having different gate insulator thickness but same nanotube 
diameter i.e. 1nm.  Another simulation (shown in figure 4) was 
done by taking nanotube diameter as 2 nm and varying the gate-
insulator thickness from 1nm to 2nm. Other aspects were fixed. I-
V characterization is made to investigate the Effect of gate-
insulator thickness on co-axial cylindrical CNTFET. 

 
Figure 4: (a) Gate Voltage Vs Drain Current curve for a CNT having diameter 

2nm and gate insulator thickness 1nm 

 
Figure 4: (b) Output Characteristic curve for a CNT having diameter 2nm and 

gate insulator thickness 1nm 

 

 
Figure 4: (c) Gate Voltage Vs Drain Current curve for a CNT having diameter 

2nm and gate insulator thickness 1.5nm 

 
Figure 4: (d) Output Characteristic curve for a CNT having diameter 2nm and 

gate insulator thickness 1.5nm 

 
Figure 4: (e) Gate Voltage Vs Drain Current curve for a CNT having diameter 

2nm and gate insulator thickness 2nm 
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Figure 4: (f) Output Characteristic curve for a CNT having diameter 2nm and 

gate insulator thickness 2nm 

Table 2: (Drain voltage =1 V, Nanotube diameter=2nm) [11] 

 
Gate 
Voltage 
(V) 
 

Drain Current (μA) 
Gate-
Insulator 
thickness 
1nm 

Gate-
Insulator 
thickness 
1.5nm 

Gate-
Insulator 
thickness 
2nm 

0 0.0000661 0.0000661 0.0000661 
0.0833 0.00112 0.00112 0.00112 
0.1667 0.0189 0.0189 0.0189 
0.2500 0.28 0.271 0.265 
0.3333 1.99 1.78 1.64 
0.4167 5.93 5.02 4.46 
0.5000 11.5 9.62 8.43 
0.5833 18.2 15.2 13.3 
0.6667 25.4 21.4 18.8 
0.7500 32.8 27.9 24.7 
0.8333 40.3 34.6 30.8 
0.9167 47.9 41.4 37.1 
1.0000 55.5 48.3 43.4 

4. Conclusion 

Here we can see that just by changing the nanotube diameter 
and gate-insulator thickness the drain current can be changed. For 
the nanotube diameter 1nm and gate-insulator thickness 1nm we 
get a huge drain current compare to the other combinations. 
Simulation results ensure the effect of gate dielectric increment in 
terms of decrement in drain current. It is due to reduction in the 
electric field for the same gate voltages. Thus the decay in carrier 
density and drain current. 

This CNTFET also has a huge advantage over the Si- 
MOSFET. In MOSFET switching happens by altering channel 
resistivity whereas in CNTFET switching is due to modulation 
contact resistance. CNTFET generates three to four times of drive 
current than MOSFET. About quadruple higher transconductance 
of CNTFETs than MOSFETs comes from the band structure and 
improved mobility. The average carrier velocity is also very high 
almost double in CNTFET than that is in MOSFET. Its power 
consumption is low. Electron mobility is high. Threshold voltage 

is also low. It has better control over channel formation. There is 
no direct tunnelling and gate leakage current is also reduced. 
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 Most anthropomorphic robotic hands use a lot of actuators to imitate the number of joints 
and the movement of the human hand. As a result, the forearm of the robot hand has a large 
size for the installation of all actuators. This robot hand is designed to reduce the number of 
actuators, but also retain the number of movable joints like a human hand by using the four-
bar linkage mechanism and only flexion-extension movements. This stamen is added in the 
problem statement according to the reviewer’s comment. The special features of this robotic 
hand are the ability to adjust the link length and the range of rotation for each joint to suit 
various applications and can fabricate with 3D printing and standard parts with costing 
about $750. All hardware CAD files and equations are published on the GitHub website, 
which benefits for researchers to utilize as an open-source approach that their project might 
be further expanded in the future. The anthropomorphic robotic hand has five fingers, 16 
joints, and 12 active Degrees of Freedom (DOFs) with 12 servo motors applied to finger 
motion and one for wrist motion. The structure of the hand is designed using the average of 
Asian human hands in combination with the golden ratio. All servo motors are installed in 
the forearm designed in a ventilated structure with 12V vent exhaust fan motor to stabilize 
the operating temperature of the robotic hand. Size and weight of the hand included with the 
forearm are 20×54×16.5 centimeters and 2.2 kilograms respectively. The hand has achieved 
human-like movement by using a four-bar linkage mechanism and tendon with PTFE tube 
to guide operation path of the tendon with the lowest friction force. This paper presents the 
design processes, the experimental set-up, and the evaluation of the finger movements. From 
the experiment of grasping objects, this hand was able to grasp 10 basic grasp types 
including 32 different objects, perform 9 common gestures, and lift the object to 450 grams. 
From this paper, the kinematic equation is proved that the designed finger structure can 
move exactly as the equation with maximum error of repeatability test around 1.6 degrees. 

Keywords:  
Open source 
Anthropomorphic Robotic Hand 
Low cost 

 

 

1. Introduction 

This paper is an extended paper of our work initially presented 
in 2021 4th International Conference on Robot Systems (ICRSA 
2021) [1]. The technology that the operator interacts with the robot 
remotely is called the telepresence robot. This technology allows 
the human remotely to control the robotic end effector system in a 
human environment with experience as they locate there. In order 
to elaborate the sensibility of the operator, the design should be 
similar in structure and scale to the human. One of the main 
systems of the telepresence robot is an anthropomorphic robotic 
hand enabling a user to interact with the remote environment 
realistically. 

The human hand is one of the best grippers in the world which 
can interact with and perceive the physical environment. However, 
the anatomy of the human hand is complicated to be implemented 
in robotics field due to size, proportions and mechanisms. For 
example, each person has a different size and length of each finger 
according to their genes [2]. The focus of this paper lies in the 
average hand size of Asian people, which is similar to Thai people. 
Thus, this paper using the average hand size of Koreans (167 
males) and the Golden ratio [3-5] to design robotic hands.  

Generally, the robotic hand is numerous in the design in terms 
of the number-type of actuator, active hand DOFs, total hand 
joints, power transmission, sensors, and price. The price of each 
robot hand varies. The cost of robotic hands has ranged between 
$1,500 and $150,000, depends on the number and type of actuator, 
sensor, and application programming interface (API) [6]. In 
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addition, most robotic hands measure only grasping and 
performing various gestures, but this paper has added the 
repeatability experiments of robotic hands and the accuracy 
verification of the equations provided in the conference paper. 

In this article, we designed an anthropomorphic robotic hand 
based on the anatomical structure that use the kinematic equation 
to calculate the length of the four-bar linkage (𝑙𝑙4) of four common 
fingers. Before that, the designer must define basics of the 
configuration, including the range of motion of each joint 
(𝜃𝜃1,𝜃𝜃2,𝜃𝜃3), and initial degrees (𝛼𝛼2,𝛼𝛼3) as shown in Table 1 and 
Figure 1. Since the average Korean hand size informed the total 
length of each finger, a golden ratio is required to devided the 
average length to each phalanx (𝑙𝑙1, 𝑙𝑙2, 𝑙𝑙3 ). The purpose of this 
paper is to design a new open-source robotic hand with a low cost 
($750) by using standard parts and 3D printing techniques and 
publish it on the GitHub website. Moreover, the performances of 
the design of low-cost robot hand are high performance from the 
tested as shown in the experiment section. The performances of 
this hand are proven from five experiments: grasping experiment, 
gesture experiment, motor temperature experiment, structure 
experiment, and repeatability experiment. 

 

Figure 1: The Simplified Image of Finger and Parameters 

Table 1: Parameter of Equations 

𝐽𝐽1 Proximal joint θ1 ROM of J1 
𝐽𝐽2 Middle joint θ2 ROM of J2 
𝐽𝐽3 Distal joint θ3 ROM of J3 
𝐿𝐿1 Proximal phalanx r2 Distance of 𝑃𝑃2𝐽𝐽2 
𝐿𝐿2 Middle phalanx r3 Distance of 𝑃𝑃3𝐽𝐽3 
𝐿𝐿3 Distal phalanx α2 Initial degree of r2 
𝐿𝐿4 Inner link1 α3 Initial degree of r3 

2. Design 

In fact, each joint of the human hand can move in two 
directions: flexion-extension and abduction-adduction. The 
flexion-extension movement is increase or decrease the angle 
between the bones of the limb at a joint while the abduction-
adduction motion is away or toward the midline of the body as 
shown in Figure 2.  

In this article, the anthropomorphic robotic right hand is 200 
mm wide, 225 mm long and the forearm is 145 mm wide, 315 mm 
long. The robot hand contains four common fingers (differs in 
length of each joint), thumb, palm, wrist, forearm, and skin of 

fingertips as shown in Figure 3. All fingers were designed for only 
flexion-extension movement. The wrist part has only one actuated 
joint, the thumb has three actuated joints, and the other fingers 
have two actuated joints per finger. Figure 2 depicts the MCP, PIP, 
and DIP joints on each finger, excluding the thumb. All actuated 
joints use a cable with PTFE tube to control a position, and the 
underactuated joint uses a linkage mechanism to drive the DIP 
joint movement that relates to the PIP joint. All servo motors are 
installed in the forearm designed in a ventilated structure with a 
12V 4000rpm exhaust fan. The total weight is about 2.2 kilograms. 

 

Figure 2: The Finger Movement 

 

Figure 3: The Robot Hand with Forearm and Skin 

2.1. Finger Design 

This finger is a development from the finger published in the 
conference ICRSA 2021. Previously, tendons were routed inside 
robot fingers to protect tendons from the external environment, 
such as objects that are caught or touched that can damage the 
tendon. From Figure 4 (a), the distance and degree of pulling the 
tendons are not constant when compared with Figure 4 (b). 

 Because the inner finger has a very tiny space, the radius of 
the tendon for pulling the joints of the finger was less. To tighten 
the grip, the tendons used to transmit the force are shifted to the 
outside near the screw attachment to keep the degrees and pull 
distance of tendons constant throughout the operation, as shown in 
Figure 4. Inside the finger, there is a cavity for routing the tendon 
to the internal finger before attaching the PIP joint of the finger. 
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Since each joint has a shaft, tendons are unable to pass directly 
through the MCP joint. This design is enabling the tendons to pass 
as close as possible to the MCP joint to have the least moment of 
force caused by the pulling of PIP joint, and PTFE tubes can be 
inserted to reduce the friction force in pulling the tendons as shown 
in Figure 5.  

 

Figure 4 (a): The Index Finger and Routing Tendon Inside the Finger 

 

Figure 4 (b): The Index Finger with Tendon Routing Outside and Fingertip’s Skin 

 

Figure 5: The Four-bar Linkage Mechanism and Path Routing in the Finger 

Because the average size of the Korean hand only defines the 
length of each finger, the golden ratio is required to calculate the 
length of each phalanx. The distal phalanx of each finger is very 

small of different lengths (21.15 mm, 22.01 mm, 21.08 mm, 18.45 
mm), making it unable to be installed with a four-bar linkage 
mechanism. This problem can be solved by using an equal length 
of each distal phalanx. The length of distal phalanx that can be 
achieved is 21.37 mm. Each finger's length and range of motion 
are uniformly designed, as shown in Tables 2, 3, and Figure 6 
respectively.  

 

Figure 6: The Length of Each Phalanx 

Table 2: Length of Each Phalanx [mm.] 

No. Name Length (mm.) 
1 Distal phalanx-all fingers 21.37 
2 Middle Phalanx-Index 34.22 
3 Middle Phalanx-Middle 35.61 
4 Middle Phalanx-Ring 34.11 
5 Middle Phalanx-little 29.85 
6 Proximal Phalanx-Thumb 26.57 
7 Proximal Phalanx-Index 55.37 
8 Proximal Phalanx-Middle 57.62 
9 Proximal Phalanx-Ring 55.19 

10 Proximal Phalanx-little 48.30 
11 Metacarpal Phalanx-Thumb 42.99 
12 Distal phalanx wide-all fingers 18.00 
13 Distal phalanx thin-all fingers 13.00 
14 Middle phalanx wide-all fingers 20.50 
15 Middle phalanx thin-all fingers 14.50 
16 Proximal phalanx wide-all fingers 20.50 
17 Proximal phalanx thin-all fingers 16.00 
18 Metacarpal phalanx wide-all fingers 23.50 
19 Metacarpal phalanx thin-all fingers 15.50 

Table 3: The Range of Motion of Each Joint [degree] 

Name DIP 
joint 

PIP 
joint 

MCP 
joint 

DIP-T 
joint 

MCP-
T joint 

CMC-
T joint 

Range 
of 
Motion 

0 to 
80 

0 to 
90 

-10 to 
90 

0 to 
100 

0 to 
100 

-10 to 
120 

 The human hand contains at least 23 degrees of freedom 
(DOFs) [7]. Human fingers have 3 joints with 4 DOFs: 3 DOFs for 
flexion-extension movement and 1 DOF for adduction-abduction 
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movement. In the case of the thumb, there are 3 joints with 5 
DOFs: 3 DOFs for flexion-extension movement and 2 DOFs for 
adduction-abduction movement (Figure 7). The wrist has 2 DOFs 
for flexing and expanding (Figure 8). The robotic hand has five 
fingers, 16 joints, and 12 active DOFs (only flexion-extension 
movement) with 12 servo motors. Four common fingers excluding 
the thumb use 2 servo motors per finger to control the PIP joint and 
MCP joints, while the DIP joint moves related to the PIP joint by 
using the four-bar linkage mechanism as shown in Figure 5. The 
thumb uses 3 servo motors and 1 servo motor for the wrist. Each 
movable joint use bearing to reduce the friction force during finger 
movement. The MCP joint of 4 fingers and the CMC joint of 
thumb use 2 mm inner diameter bearing. Others moving joints in 
each finger use 1.5 mm inner diameter bearing. The length of the 
four-bar linkage of the four fingers was calculated from equations 
𝑟𝑟3  and 𝑙𝑙4  in the conference as shown in Table 4. Each four-bar 
linkage structure has a different concave curvature to prevent the 
linkage from a collision with the shaft of each joint while operating 
(Figure 9). 

Table 4: Length of Each Four-bar Linkage [mm.] 

Name Length (mm) 
Linkage Index 33.04 
Linkage Middle 34.34 
Linkage Ring 32.93 
Linkage Little 28.98 

 
Figure 7: The Anatomy of Human Hand 

 

Figure 8: The Wrist Movement 

 

Figure 9: The Curvature of Four-bar Linkage 

 Many robotic hands have various thumb designs to 
accommodate the suitability of the hand, such as the number of 
DOFs, actuators, power transmission, and functionalities; thus, the 
design of the thumb is rarely defined. The main contribution for 
this paper is separated into 2 sections: the joint design, and the 
structure design. The joint design of the thumb is the same design 
as the controllable joint of four fingers which has a constant both 
distance and degree for pulling as shown in Figure 10. Normally, 
the thumb grasps an object by using both abduction-adduction 
movement and flexion-extension movement. The flexion-
extension movement of thumb is used to press objects towards the 
palm of the hand while the abduction-adduction movement of 
thumb is used to grasp the various objects. Even though the 
abduction- adduction motion is very important for grasp [8], this 
robot hand challenges to design by using only flexion-extension 
movement to achieve the purpose of this hand in order to reduce 
the number of motors to be installed on forearm. From the 
reduction to 1 DOF per joint of the thumb, the importance of thumb 
angles must be emphasized, which affects the grasping 
performance of the hand. The motion analysis in SolidWorks 
program is required to test basic gestures and basic grasps such as 
handfuls, index-thumb, middle-thumb, cylindrical grasp, and 
spherical grasp before forming. From the analysis, the best angle 
for structure design of the thumb is 58.5 degrees in the top view 
and 28.5 degrees in the front view (Figure 11) to perform as many 
different gestures and basic grasps as possible in motion analysis 
of the SolidWorks program. 

 
Figure 10: The Joint Design of the Thumb  

 

Figure 11: The Attachment Angle of the Thumb 
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2.2. Palm and Wrist Design 

 Generally, human hands can grasp objects by using the palm, 
all fingers, wrist, and skin. The palm is the part that connects the 
four fingers, thumb, and wrist that is coated by human skin. In the 
robotic field, the robot finger with no adduction-abduction 
movement was fixed angle between neighbor MCP joint of each 
finger at about 12 degrees [9]. The angle of neighbor MCP joint 
allows the hand to tightly grasp objects, increasing the area of 
routing tendons inside the hand, and decreasing the bending of 
PTFE tube around the MCP joint of the index finger in the palm. 
Each robotic hand has a different angle between neighbor MCP 
joint depending on the hand. From the analysis, it was found that 
10 degrees is most suitable for this hand to gesture and grasp. The 
palm is designed by defining the middle finger as the reference 
point with 10 degrees of angle between neighbor MCP joints as 
shown in Figure 12.  

 

Figure 12: The Palm 

 In the palm, there is an apparatus that is used to arrange the 
PTFE tube and tendons from the wrist to each finger as shown in 
Figure 13. The CMC joint of the thumb was designed to angle the 
middle finger about 30 degrees (Figure 13) so that PTFE tubes 
inside the palm are easy to assemble and do not bend too much. 
The OK pose and check gesture can be performed by using this 
design. The OK posture is the index finger and thumb converge 
while the others are fully spread as Figure 14. The check posture 
is the index finger and thumb are fully spread while the others are 
fully bent same as the check symbol as shown in Figure 15. These 
2 poses are the basic postures to hold objects and make various 
gestures of the hands. Since the direction of rotation of the CMC 
joint of the thumb is in a different direction of the tendon 
movement to other fingers, The bearing must be provided for 
changing the direction of pulling the tendons of the thumb as 
shown in Figure 16.  

  

Figure 13: The Re-arranging of the PTFE Tube in the Palm 

 

Figure 14: The Robotic Hand Performs OK Gesture 

 

Figure 15: The Robotic Hand Performs Check Gesture 
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Figure 16: Direction of Tendon Movement in the Palm 

 
Figure 17: The Support Palm Part 

 

Figure 18: The Back Hand 

 The support palm part is the connector between palm and skin 
by using the screw (Figure 17). The backhand part attached behind 
the palm is used to install the test module (PCB for the connection 
wire of the encoder, multiplexer, and Arduino Uno board) by using 

PCB standoffs spacers and screw (Figure 18). The palm is 
assembled with an extension palm part on the wrist area to increase 
radius for pulling the tendon (Figure 19). 

 
Figure 19: The Extension Palm Part 

 The wrist area has 3 components which are the main wrist, 
extension palm, and a support PTFE tube kit as shown in Figure 
20. The main wrist is designed by integrating with PTFE tube to 
decrease friction force for pulling the tendon of wrist joint. In the 
middle of wrist joint is a support PTFE tube kit for re-arranging 
and supporting the PTFE tubes with tendons when the tendon is 
pulled by the motor. This support PTFE tube kit will keep the 
PTFE tube in place no matter how many degrees the wrist is tilted. 
The motor that controls the wrist joint will reduce the load caused 
by the tendon movement of all fingers. Main wrist is a connector 
between the hand and forearm that is used to re-arranging the 
PTFE tube same as a support PTFE tube kit and guides the tendon 
to attach the wrist joint. The range of motion of the wrist joint is 
from 0 to 180 degrees, the same as the wrist joint of human hand 
as shown in Figure 21. 

 

Figure 20: The Wrist 

 

Figure 21: The Range of Motion of Wrist Joint 
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2.3. Skin of Fingertips and Palm 

 The entire skin is made of silicone (RA-22AB, RUNGART, 
Thailand) [10] forming with the use of PLA moles (3D printing). 
The skin of the palm consists of flat palm skin and half-ellipse 
palm skin (Figure 22). The thickness of flat palm skins and half-
ellipse palm skins are about 1.5 mm and 4 mm respectively as 
shown in Figure 23. The skin of fingertips is the one of the main 
parts for grasping an object. Skin tips are used to increase friction 
force for tightening grip. These skin tips are wearable skin that has 
the same shape as fingertips with a thickness from the outside of 
the fingertips of about 2.5 mm as shown in Figure 24. 

 

Figure 22: The Mold Skin of Palm 

 

Figure 23: The Thickness of Palm Skin 

 

Figure 24: The Mold Skin of Fingertips 

2.4. Forearm Design 

The forearm contains the main forearm, connecting motor part, 
PTFE tube guide part, and cover. All servo motors, Arduino Uno 
board with Dynamixel shield, 12V fan, and PCB boards are 
installed in the forearm as shown in Figure 25. This Dynamixel 
servo motor (XL430 W250-t) has engineering plastic gear with an 
operating temperature from -5 to +72 °C. Long periods of heavy 
work of the motor will cause the accumulation of high temperature 
inside the forearm, so the design of the robot forearm must focus 
on temperature reduction to extend the motor life. The structure of 
the forearm must be a ventilated structure with a 12V vent exhaust 
fan to stabilize the operating temperature of the robotic hand. All 
PTFE tubes with tendons are routed following the PTFE guide 
from the motor in the forearm to each joint of the finger and wrist. 

  

Figure 25: The Forearm 

2.5. Actuation, Power Transmission and PLA Material 

This hand uses 12 servo motors to control each actuated joint 
while underactuated joints (DIP joint of four fingers) move to 
follow the actuated joints (PIP joint of four fingers) by using a 
four-bar linkage mechanism. The actuators can transmit the power 
to control each joint by using a tendon with the PTFE tube. The 
PTFE tube [11] is used to protect the tendon and reduce the friction 
force between the tendon and the body part (PLA). The actuators 
of this robotic hand are XL430 W250-T from Dynamixel (TTL 
connection) because it has a suitable price with high torque and 
small size (Table 5). In addition, this actuator has precision to 
control with feedback sensors: position, current load, current 
temperature, etc. The tendon that is used to transmit the power 
from the actuators is a fishing tendon from Proberos. This tendon 
is made from 4 braids of Polyethylene (PE) with high max tension 
(36.2 Kg) and a small diameter (0.5 mm) costing about $1.5 per 
100m as shown in Table 6. Because PLA filament has Young’s 
modulus of about 3.04 GPa but ABS material has Young’s 
modulus of about 1.97 GPa [12]. Therefore, the material for 3D 
printing parts uses PLA (Polylactic acid) filament with a cost (of 
$17.99 per Kg.) [13-14]. 

Table 5: Specification of Servo Motor [15] 

Name Dynamixel (XL430 W250-T) 
Stall Torque 1.5 N.m 
Stall Current  1.4 A 
Weight 57 grams 
Dimension 28.5 x 46.5 x 34 mm. 
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No Load Speed (at 12V) 61 rev/min 
Resolution  4096 pulse/rev, 360 degree 
Gear Ratio 258.5 : 1 
Operating Temperature -5 to +72 °C 
Connection TTL 
Feedback Position, Load, Temperature, etc. 
Material Engineering Plastic 
Price $49.90 

Table 6: Specification of Tendon [16] 

Name Tendon 
Brand Proberos 
Material Polyethylene (PE) 
Number of tendons 4 braids 
Outer Diameter 0.5 mm 
Max Tension 36.2 Kg. 
Price (100 m.) $1.5 

 
2.6. Cost Analysis 

Generally, the range cost of a robotic hand is between $1,500 
and $150,000. However, this robotic hand costs about $750 (as 
shown in Table 7) with 12 servo motors (Dynamixel) that can 
grasp objects and gestures similar to robotic hands that cost $1500 
as proof in the results and experiment section. All parts of this 
robot hand are made from 3d print, designed for standard 
components that can be easily purchased locally and replaced. 
Moreover, robotic hands are designed to use as few motors as 
possible while keeping the ability to grasp various objects and 
gestures like other robotic hands as much as possible. The four-bar 
linkage mechanism is used to control the DIP joint related to the 
PIP joint in four fingers that can reduce one actuator per finger 
with the same number of movable joints as shown in the design 
section.  Because all actuators are installed in the forearm, the low 
number of actuators in use saves costs and reduces the size and 
weight of the forearm. Thus, the price of this hand will be cheaper 
than the others. 

Table 7: Price of Actuator and Material 

Name Amount Total Price ($) 
Dynamixel XL430 W250-T 12 598.80 
PLA (eSUN) 1 Kg. 2 35.98 
Arduino Uno  1 20 
Dynamixel shield 1 19 
Fan 12V 4000 RPM 1 1.5 
Power supply 12V 20A 240W 1 9 
LCD meter and shunt (20A) 1 9 
Electric wire AWG24 (30m.) 2 5.50 
Tendon 1 1.5 
Bolt and screw - 15 
Bearing, etc. - 35 

Total 750.28 
3. Experiment and Results 

All experiments are intended to prove the various 
performances of robotic hands compared to other expensive 
robotic hands such as grasping objects and gestures. The 
development of the anthropomorphic robotic hand in this paper has 

five experiments: grasping experiment, gesture experiment, motor 
temperature experiment, structure experiment, and repeatability 
experiment.  

One of the performance experiments of the anthropomorphic 
robotic hand is the grasping experiment that uses various objects 
in daily life to test the grasping of the robot hand. The robotic hand 
grasp objects that are different in shape, weight, and size by using 
various grasping gestures as shown in the result of the grasping 
experiment.  

The gesture experiment is the test of the robot hand to perform 
basic hand gestures and symbols that were chosen from daily hand 
posture. These two experiments were intended to test the ability to 
grip objects and perform gestures as designed.  

The third experiment is the operating motor temperature test to 
determine whether the added structure and fan can reduce the 
temperature of the motor while operating. The motor temperature 
experiment uses Arduino Uno to read the current temperature from 
the feedback sensor of each motor.  

The fourth experiment is the structure test of the degrees of dip 
and pip joints of the index finger, whether the DIP joint moves 
along with the PIP joint by using the four-bar linkage mechanism 
is similar to the equation used in the design.  

The last experiment is the repeatability test of the robotic hand 
which shows how many errors each joint has. The structure 
experiment and repeatability experiment use magnetic encoders 
(AS5600) and an Arduino Uno board to read the current degree of 
each joint. 

All experiments test only the joints of the fingers excluding the 
wrist. The controllable joints of this robot hand are 11 joints (3 
joints for the thumb and 2 joints for each finger), therefore the 
maximum magnetic encoder used to read the angle of each joint is 
11 positions. The Arduino Uno board connects to each magnetic 
encoder board by using I2C communication. All encoders cannot 
connect to the Arduino Uno board directly because each encoder 
has the same address (0x36). The I2C multiplexer (TCA9548A) is 
required to expand the I2C bus port and control multiple I2C 
devices with the same I2C address. One multiplexer can connect 
to 8 devices, so 2 multiplexers are enough. The address of the 
multiplexer can select a value from 0x70 to 0x77 by adjusting the 
values of the A0, A1, and A2 pins. The robot hand with an encoder 
module for the test is shown in Figure 26. 

The average error values of the structure experiment and 
repeatability experiment are calculated from the following 
equation. 

𝐴𝐴𝐴𝐴𝐴𝐴𝑟𝑟𝐴𝐴𝐴𝐴𝐴𝐴 𝐸𝐸𝑟𝑟𝑟𝑟𝐸𝐸𝑟𝑟 𝑉𝑉𝐴𝐴𝑙𝑙𝑉𝑉𝐴𝐴 =
∑ (𝑋𝑋𝑛𝑛 − 𝑇𝑇)𝑛𝑛
𝑖𝑖=0

𝑁𝑁
 

Table 8: The Meaning of Variable  

Variable Meaning 

𝑋𝑋𝑛𝑛 Position value from encoder (𝑛𝑛𝑡𝑡ℎ) 

𝑇𝑇 Target position value 

𝑁𝑁 Total of test 
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Figure 26: The Robotic Hand with Encoder Module 

3.1. Result of Grasping Experiment 

Generally, there are two kinds of grasping objects: power grasp 
and precision grasp. The precision grasp (tripod, two fingers, disk, 
and tip pinch) uses only fingertips with skin to hold small 
lightweight objects, while the power grasp (spherical, cylindrical, 
lateral pinch, lumbrical, large diameter, and platform) uses every 
part of the hand (fingertips, phalanx, palm, and skin) to grasp huge 
heavyweight objects. This experiment is the gripping test of the 
robot hand with power grasp and precision grasp by using ten 
grasping gestures: spherical (1.01-1.02), tripod (2.01-2.04), two 
fingers (3.01-3.02), cylindrical (4.01-4.05), lateral pinch (5.01-
5.11), lumbrical (6.01), disk (7.01), large diameter (8.01-8.04), tip 
pinch (9.01), and platform (10.01) as shown in Tables 9 and Figure 
27 respectively.  

Because this robotic hand is controlled by humans to be used 
for handling various objects in daily life, The items used in the test 
must be found in daily life (differ in shape, weight, and size). There 
are 32 different objects that are used to test such as baseball, glue, 
pen, table tennis, bottle 600 ml, screwdriver, power bank, key, 
lighter, book, disk, and plaster. This test only focuses on that each 
item can be held in that posture without getting out of hand. The 
robot hand successfully grasped selected 32 different objects with 
10 basic postures and can grasp objects up to 450 grams (bottle 
600 ml) in cylindrical gripping gesture. The bottle made from 
plastic (PE) with a slippery skin and large diameter is grasped by 
cylindrical gesture (power grasp) to test the maximum weight that 
this hand can hold and to test whether robotic hands can handle 
things (not structural polishing). Holding a slippery object in this 
pose is a real gripping efficiency test of the robotic hand because 
the object may slip out of hand if the grasp is not tight enough. The 
proposed anthropomorphic design allows our robotic hand to grasp 
objects in a suitable gripping posture. 

Table 9: Grasping Poses and Objects (a) 

Grasping 
Pose 

Objects 
Name Dimension(mm) Weight(g) 

Baseball (1.01) ∅ 73 150 

Spherical 
(1) 

Tennis ball 
(1.02) ∅  65 55 

Tripod (2) 

Glue (2.01) ∅  20 11 
Pencil (2.02) ∅  7.8 4 

Pen (2.03) ∅  9.8 6 
Marker (2.04) ∅  10 7 

Table 9: Grasping Poses and Objects (b) 

Grasping 
Pose 

Objects 
Name Dimension(mm) Weight(g) 

Two 
Fingers (3) 

Table tennis 
ball (3.01) ∅  39.5 2 

Golf ball (3.02) ∅  42.5 45 

Cylindrical 
(4) 

Bottle 600 ml 
(4.01) ∅  60 450 

Bottle skin care 
(4.02) ∅  50 72 

Huge 
screwdriver 

(4.03) 
∅  33.5 96 

Trowel (4.04) ∅  32 27 
Power bank 

(4.05) ∅  41.5 133 

Lateral 
Pinch (5) 

Key (5.01) Thick 4.9 6 
Smart key 

(5.02) Thick 0.8 4 

Metal key 
(5.03) Thick 2.2 39 

Card reader 
(5.04) Thick 8.5 3 

Tweezers (5.05) Thick 10 15 
Small 

screwdriver 
(5.06) 

∅  7.1 14 

Pen (5.07) ∅  9.8 27 
Hand drill 

(5.08) ∅  8.15 41 

Lighter (5.09) Thick 11 13 
Tape (5.10) Thick 18.5 22 
Utility knife 

(5.11) ∅  9 15 

Lumbrical 
(6) Book (6.01) 148.5 × 210 

Thick 12 110 

Disk (7) Disk (7.01) ∅  19 Thick 1.25 17 

Large 
Diameter 

(8) 

Wire strippers 
(8.01) 104 × 15 174 

Combination 
pliers (8.02) 90 × 16.5 200 

Diagonal cutter 
(8.03) 93 × 11.5 25 

Screwdriver 
box (8.04) 67.5 × 17.25 263 

Tip Pinch 
(9) 

Wound closure 
plaster (9.01) Thick 1 1 

Platform 
(10) 

Document 
pouch (10.01) 

297 × 210 Thick 
8 250 
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Figure 27: Robotic Hand Grasping Various Objects 

3.2. Result of Gesture Experiment 

This experiment is a test of the basic hand gestures and symbols 
that are chosen from frequently used in daily life. The robotic hand 
successfully posed 9 common gestures including high-five (1), 
peace (2), ok (3), index pointing (4), grasp (5), promise (6), love 
(7), check (8), and good job (9) as shown in Figure 28. The purpose 
of this robotic hand design does not focus on the adduction-
abduction movement but to reduce the number of motors. 

Consequently, this hand cannot perform gestures that use the 
abduction-adduction movement such as fingers crossed, fig sign, 
and Vulcan salute. 

 

Figure 28: Gesture of Robot Hand 

3.3. Operating Temperature of Motor Experiment 

This experiment was to prove that an extra fan can reduce the 
temperature of the motor while operating by monitoring the motor 
temperature directly from the motor feedback sensor. The fan is 
installed to the cover of the forearm as shown in Figure 25. This is 
the performance experiment of a designed ventilated structure with 
a fan (12V 4000RPM). Usually, the motor can operate in the 
temperature range between -5 to +72 °C, but the operating motor 
temperature at 30 percent torque (enough for grasping objects) is 
between 55.0 °C to 68.0 °C (Figure 29) that close to the maximum 
temperature of the motor. This experiment uses Arduino Uno to 
control 12 motors and get feedback (Temperature) from motors in 
real-time (20 times). After installation and test, the range 
temperature of the operating motor is between 46.0 °C to 56.0 °C 
as shown in Figure 30. From the above, this experiment can prove 
that the fan can reduce the average temperature of the operating 
motor from 61.5 °C to 51.0 °C. 

 

Figure 29: The Temperature of Each Operating Motor in Solid Structure 
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Figure 30: The Temperature of Each Operating Motor in Ventilated Structure 

3.4. Structural of Four Common Fingers Experiment 

The kinematic equation is used to design a four-bar linkage 
mechanism to move dip joints related to pip joints by using 1 
actuator to control. This experiment is a structural experiment that 
tests the movement of dip joints related to pip joints (index finger) 
compared with the equation used in the design. This test uses 
magnetic encoder and Arduino Uno to check the degrees of each 
joint and control servo motors. The test will control the PIP joint 
and observe DIP joint of four common fingers around 100 times 
per position and compare with the kinematic equations from [1]. 
While the PIP joint is controlled by servo motor which moves from 
0.0 degree to 78.0 degrees and back to 0.0 degree (100 times), the 
DIP joint moves from 0.0 degree to 68.1 degrees following the PIP 
joint by using a four-bar linkage mechanism. When the PIP joint 
moves from 0.0 degree to 78.0 degrees, the DIP joint will move 
from 0 to 69.3 degrees by calculating from the equation. After 
testing, the structure can move according to the equation with an 
error of fewer than 1.6 degrees and the PIP joint of index finger 
has an error of about 0.1 degrees as shown in Tables 10 and 11. 

Table 10: Structural Test (Degree) 

No 

Encoder (statistic method) Equation Avg. 
Error 
(DIP) 

PIP Joint 
(Deg) 

DIP Joint 
(Deg) DIP Joint 

(Deg) Average SD Average SD 
1 78.1 0.2 68.1 0.2 69.3 1.2 
2 31.1 0.2 29.1 0.1 27.5 1.6 

Table 11: The Average Error of PIP Joint (Degree) 

No 
Encoder (statistic method) Target Avg 

Error 
(PIP) 

PIP Joint (Deg) PIP Joint (Deg) Average SD 
1 78.1 0.2 78.0 0.1 
2 31.1 0.2 31.0 0.1 

3.5. Repeatability Experiment 

The repeatability test of robotic hands using Arduino Uno 
boards to control 2 positions of the motor and read the position of 
each joint from magnetic encoder modules (12-bit resolution or 
about 0.08° per count). The Arduino Uno board can read the degree 
of each joint in real-time via a magnetic encoder. This board 
control motor moves forward and backward to the same position 
around 200 times per cycle. To conclude the data in the table, all 
information is expressed as the statistical method (max, min, 
standard deviation, average). This test is divided into two 
experiments which are the repeatability test of the index finger, and 
the repeatability test of the robot hand. From all of the experiments, 
this robot hand has a maximum error of repeatability of about 1.2 
degrees. 

First, the repeatability test of the index finger uses 3 magnetic 
encoders with Arduino Uno to measure the degree of MCP, PIP, 
and DIP joint of the index finger. This test has three sets of moving 
positions and each set has two positions that are selected from the 
range of motion of each joint. From the result, we found that the 
maximum error of the repeatability test of the index finger is 0.2 
degrees as shown in Table 12. 

Table 12: Repeatability Test of Index Finger (Degree) 

Number of 
Sets 

Statistical Method Target Avg 
Error Min Max Avg SD 

MCP 
(1) 

Pos 1 0.0 0.6 0.1 0.1 0.0 0.1 
Pos 2 84.0 85.1 84.1 0.2 84.0 0.1 

PIP 
(1) 

Pos 1 0.0 2.0 0.1 0.2 0.0 0.1 
Pos 2 78.0 79.8 78.2 0.4 78.0 0.2 

MCP 
(2) 

Pos 1 0.0 0.5 0.1 0.1 0.0 0.1 
Pos 2 55.0 56.1 55.1 0.2 55.0 0.1 

PIP 
(2) 

Pos 1 0.0 0.5 0.1 0.1 0.0 0.1 
Pos 2 67.0 69.0 68.2 0.3 68.0 0.2 

MCP 
(3) 

Pos 1 0.0 0.5 0.1 0.1 0.0 0.1 
Pos 2 70.0 72.0 70.2 0.4 70.0 0.2 

PIP 
(3) 

Pos 1 0.0 0.5 0.1 0.1 0.0 0.1 
Pos 2 34.8 36.2 35.1 0.2 35.0 0.1 

Second, the repeatability experiment of the robot hand is 
testing the error of all controllable joints to find the maximum 
error of the repeatability test of the robot hand by using 11 
magnetic encoders and Arduino Uno. This test has settings and 
methods the same as the repeatability test of the index finger. The 
maximum error of this test is 1.2 degrees at CMC joint of thumb 
as shown in Tables 13 and 14. The PTFE tubes with tendons are 
routed through the CMC joint to control the MCP and DIP joints 
of the thumb while the other joints have only tendons that route 
through. The maximum error of the repeatability test is on the 
CMC joint. 

Table 13: Repeatability Test of Robot Hand (Degree) 

Finger 
Names Name of Joint Statistical Method (Deg) 

Min Max Avg. SD 

Thumb 

CMC Pos 1 0.0 2.0 0.1 0.2 
Pos 2 98.0 100.0 99.2 0.3 

MCP Pos 1 0.0 0.5 0.1 0.1 
Pos 2 76.0 77.0 76.1 0.1 

DIP Pos 1 0.0 2.0 0.1 0.2 
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Pos 2 39.0 40.0 39.1 0.2 

Index 
MCP Pos 1 0.0 0.5 0.1 0.1 

Pos 2 70.0 71.3 70.3 0.5 

PIP Pos 1 0.0 0.6 0.1 0.1 
Pos 2 78.0 79.5 78.5 0.4 

Middle 
MCP Pos 1 0.0 0.5 0.1 0.1 

Pos 2 98.0 99.2 98.4 0.2 

PIP Pos 1 0.0 0.5 0.1 0.1 
Pos 2 89.0 90.0 89.4 0.2 

Ring 
MCP Pos 1 0.0 1.2 0.1 0.2 

Pos 2 98.0 98.5 98.2 0.1 

PIP Pos 1 0.0 0.5 0.1 0.1 
Pos 2 89.0 90.6 89.2 0.3 

Little 
MCP Pos 1 0.0 0.5 0.1 0.1 

Pos 2 80.0 81.9 80.4 0.6 

PIP Pos 1 0.0 0.5 0.1 0.1 
Pos 2 86.0 87.2 86.2 0.3 

 
Table 14: Target and Average Error of the Repeatability Test of Robot Hand 

(Degree) 

Finger 
Names Name of Joint Target 

(Deg) 
Avg  

(Deg) 

Avg 
Error  
(Deg) 

Thumb 

CMC Pos 1 0.0 0.1 0.1 
Pos 2 98.0 99.2 1.2 

MCP Pos 1 0.0 0.1 0.1 
Pos 2 76.0 76.1 0.1 

DIP Pos 1 0.0 0.1 0.1 
Pos 2 39.0 39.1 0.1 

Index 
MCP Pos 1 0.0 0.1 0.1 

Pos 2 70.0 70.3 0.3 

PIP Pos 1 0.0 0.1 0.1 
Pos 2 78.0 78.5 0.5 

Middle 
MCP Pos 1 0.0 0.1 0.1 

Pos 2 98.0 98.4 0.4 

PIP Pos 1 0.0 0.1 0.1 
Pos 2 89.0 89.4 0.4 

Ring 
MCP Pos 1 0.0 0.1 0.1 

Pos 2 98.0 98.2 0.2 

PIP Pos 1 0.0 0.1 0.1 
Pos 2 89.0 89.2 0.2 

Little 
MCP Pos 1 0.0 0.1 0.1 

Pos 2 80.0 80.4 0.4 

PIP Pos 1 0.0 0.1 0.1 
Pos 2 86.0 86.2 0.2 

4. Conclusions 

From the experiment, this anthropomorphic robot hand can 
grasp selected 32 different objects commonly found in daily life 
with 10 basic gripping postures and can perform 9 basic gestures. 
The other gestures that this hand cannot perform use the abduction-
adduction movement such as fingers crossed, fig sign, and Vulcan 
salute. This robot hand can increase grasping posture and hand 
gesture by adding the abduction-adduction motion with the 
smallest actuators into the MCP joint of each finger. In addition, 
the robot hand can grasp an object up to 450 grams. When grasping 
huge objects, we usually use the cylindrical grasp (power grasp 

posture) as in the grasping experiment section. From the above 
results, it can be found that the motor can sufficiently transmit 
force and torque to the fingers and fingertips in order to grasp the 
450 grams object. By using a Lateral grasp, the anthropomorphic 
hand can pick up small objects such as keys and utility knives with 
fingertips. In addition, the proposed robot hand has sufficient force 
and rigidity to grasp various objects while the cost is lower than 
other designs. The equations used in the design proven that the 
structure can move according to the equation with an error value 
of about 1.6 degrees. In the repeatability experiment, this robot’s 
hand has a maximum error of repeatability of about 1.2 degrees. 

We have designed and prototyped an open-source 
anthropomorphic robotic hand for teleoperated robots with a 
detailed design process for further developers. We use 3D printing 
and common components for assembling. The four-bar linkage 
mechanism is used to mimic the relative motion between DIP and 
PIP joints same as the human finger, while also reducing the 
number of motors. We experimentally that our proposed robotic 
hand design has good repeatability in finger motions and grasping 
daily objects. This paper explains how to design a robot hand, it 
can be adjusted to any desired size by using the equation given 
above.  

Design of an Open-Source Anthropomorphic Robotic Hand for 
Telepresence Robot is available for study and development, which 
can be found at the following site. https://github.com/Jittaboon-
tri/Anthropomorphic-Robotic-Hand 
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 Droughts are undesirable and highly unwanted form of disasters. It is essential to analyse 
the cause of such extreme events and act accordingly to pave the way for a sustainable 
future. The present research work conducts a seasonality and trend analysis of rainfall 
over the eight districts of Marathwada region. The study is carried out for the last 39 
years ranging from 1980 to 2018. The rainfall data pertaining to pre-monsoon season, 
monsoon season (Kharif), and annual average have been analysed. The trend has been 
estimated using Sen’s slope estimation process along with Mann-Kendal test. It was 
determined that the all the eight districts of the region show a negative trend in the annual 
rainfall received. Nanded district showed the largest negative trend in the annual rainfall. 
Out of eight districts seven districts of the region show a decline in rainfall during the 
monsoon season. The district of Nanded showed largest decline in the rainfall received 
during monsoon season. The research work presents the discussion on possible causes of 
such trends estimated. The research creates a robust foundation of advanced computation 
techniques for prediction of droughts. 
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1. Introduction  

Melting of glaciers, frequent droughts, and increase in 
regional temperature are some of the climatic changes that are 
expected to affect the agricultural scenario of the world [1]. Due 
to these adverse climate changes, it has been predicted by the 
intergovernmental panel on climate change (IPCC) that these 
unfavourable events may lead to scarcity of drinking water and 
water resources [2]. As per the panel this scarcity of water 
resource might led to drop in per capita freshwater availability. 
The effect of this drop would be visible by 2025. 

Many researchers in the past have indicated that the change 
in climatic conditions will bring both scarcities of precipitation 
and increased intensity of precipitation [3-5]. The increased 
intensity of precipitation will result in intense flooding, flash 
flooding, and higher run-off during the monsoon. As the run-off 
will increase the lesser precipitation will percolate. The ground 
which is bound to negatively affect the ground water recharge 
will subsequently result in falling of water table and lower 
volume of water available for anthropometric activities [6]. 
Prediction of scarcity of water along with prediction of increased 
intensity of precipitation indicates that climate change will affect 
the precipitation at both local and regional scales.  

The research presented in [7] indicated in their research 
work that in Asia-Pacific region the agricultural activities are 
highly dependent on ground water and monsoon. Thus, depleting 

water table and less precipitation will adversely affect the 
cropping system in the region. As the cropping system will be 
affected it will lay an effect on yield productivity and the net area 
sown under the principal crops in the region [8]. 

IPCC has also predicted the probability that the global 
surface temperature might increase by 5.8oC by the end of year 
2021 [2]. Many researchers in the past have worked upon the 
sensitivity of the crops to the surface temperature [9,10]. The 
study in [11] focused on accessing the probable impact of 
temperature rise on the production of wheat in India. They 
determined through mathematical modelling that a 1oC rise in 
temperature is sufficient to drastically reduce the production of 
wheat.  

Study of rainfall variation in India is of special interest to 
researchers for a long time [12]. The research in [13] focused on 
studying the variations of climatic parameters in different regions 
of India even before the subject of climate change was 
prominent. The special interest in studying the rainfall variations 
comes from the fact that Indian agriculture is entirely dependent 
on rainfall. If the states of Punjab and Haryana is not considered 
no state in India has a proper network of canals and channels that 
can supply water for irrigation to the farmers. Due to 
unavailability of irrigation infrastructure the farmers in India are 
dependent on monsoon. If the monsoon performs poorly in any 
year, the production of Kharif crops gets affected drastically. It 
is due to these monsoon dependent characteristics of Indian 
agriculture; it is called ‘Gamble on Rains’. 
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The research in [14] focused on determining the rainfall 
trend in the North Eastern states of India. They focused on 
determining the trend present in the North Eastern states because 
these states suffer due to scarce as well as heavy rainfall [15]. 
The study in [16] concluded that due to inadequacy of the 
irrigation system a decreased rainfall results in poor agricultural 
production while an increased rainfall always poses a certain 
danger of flooding due to Brahmaputra breaking its banks. 
Researchers in the past also indicated that monsoon presents a 
decreasing trend in the states of Chhattisgarh, Jharkhand, and 
Kerala [17]. In recent years, the monsoon in India is weakened 
by the El Nino Southern Oscillations (ENSO) especially in the 
year 2009, 2015, and 2017 [18]. The ENSO negatively affects 
the monsoon over India. This negative effect causes less than 
normal rainfall during phases of El Nino.  

The Marathwada region of Maharashtra is a drought prone 
area [19]. Latur and Osmanabad districts of the region are some 
of the worst affected regions of the country [14,20]. In 2016, 
numerous full capacity trains only with water wagons were 
ferried to Latur to meet the water scarcity of the district [10]. The 
year of 2016 was not the first time a Latur district from 
Marathwada region, has suffered from severe water shortages in. 
Latur has faced droughts in 1980s as well in 1990 [21]. However, 
the event of scarcity of water in April 2016 was an extreme event. 
The time of the study is selected from 1980 because the region 
has shown more susceptibility for getting affected by the drought 
since then. The research work thus, tries to determine and 
evaluate the trend present in the rainfall received by the districts 
of Marathwada region through a time-series analysis for the years 
1980-2018. 

2. Research Method 

The region selected for the study is Marathwada as shown in 
Figure 1. The Marathwada region is a group of districts located 
in south western region of state of Maharashtra. The region is 
comprised of districts namely Beed, Latur, Parbhani, Hingoli, 
Jalna, Aurangabad, Osmananbad, and Nanded. The region lies 
near to the northern ranges of western Ghant. The location of the 
study region has been shown in the map. The region was earlier 
known for its sugarcane and cotton production. However, the 
region has started to witness increased frequency of below 

normal rainfall during monsoon which has reduced the sugarcane 
cultivation in the region. Further, the area becomes area of 
interest for the study because the district of Latur recently faced 
one of the worst water crises in history of Independent India [20]. 

3. Data 

The present study is based on data recorded at 8 stations in 
the Marathwada region. The period of the data is from 1980 to 
2018 (Last 39 years). The data was procured from the India 
Meteorological Department (IMD). The rainfall data used in this 
research work was recorded in the stations in the form of direct 
observation and was subjected to standard normal homogeneity 
test for homogenization. The data contained no missing values. 
The trend in the rainfall in the selected districts was estimated on 
an annual, pre-monsoon, and Kharif season (main sowing season 
in India that begins in June. The season begins with advent of 
South West Monsoon making a landfall at Kerala). The pre 
monsoon months were selected as March, April, and May. The 
Kharif season was selected as June-July-August, and September.  

4. Analysis  

For the study seasonality index (SI), standard deviation 
(SD), coefficient of variance (CV), Sen Slope and Mann-Kendall 
test were utilized. The seasonality index helps in determination 
of contrast in the rainfall regime. This process is done by 
utilization of rainfall monthly distribution data. In other words, 
the seasonality index helps in identification of monthly rainfall 
variability [22]. The seasonality is a function of mean of monthly 
rainfall and mean annual rainfall. The seasonality index is 
computed as: 

 SI=1
A
∑ �Xn −  A

12
�12

n        (1) 

where, Xn is the rainfall calculated for the nth month. A is the 
total annual rainfall. Theoretical variations in the seasonality 
index can be from 0 to 1.83. If all the months in a year records 
equal rainfall, than the SI becomes zero. If all the rainfall occurs 
in one month than the SI becomes 1.83 [23]. The SI also suggests 
changes in rainfall pattern [24]. The rainfall regimes associated 
with the different values of the seasonality index has been shown 
in the table 1.  

 
Figure 1: Study Area: Marathwada region
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Table 1: Rainfall regimes and associated SI (Walsh & Lawer, 1981) 

Regimes Seasonality Index (SI) 
Very Equable  Less than or equals 0.19 
Equable, but with a definite 
wetter season 0.20-0.39 

Rather Seasonal with short 
drier season 0.40-0.59 

Seasonal 0.60-0.79 
Marked Seasonal with long 
drier season 0.80-0.99 

Mostly rain in 3 months or 
less 1.00-1.19 

Extreme, almost rain in 1 to 3 
months 

Greater than or equals 
1.20 

Along with the identification of rainfall regime, SI indicates 
towards soil and vegetation characteristics along with 
hydrological stress in the region. Rainfall trend analysis can be 
performed by using different available parametric and non-
parametric methods [25]. These analyses are in general meant to 
analyse the trend present in long term dataset. However, these 
techniques are also used to determine trend in short-term data 
series [26]. These short-term data series can be truncated to ten 
data points. The restriction associated with the use of parametric 
test in the trend determination is that the data points in the time 
series should follow a distribution. Non-parametric tests do not 
pose such restrictions and are minimally affected by any outliers 
present in the dataset. In the present work the trend present in the 
rainfall data was analysed using Mann-Kendal test and the Sen-
slope estimates. The slope estimates were determined using Sen-
slope estimation process. The Mann-Kendall tests are widely 
utilized for determination of trends which are monotonous in 
nature in the non-cyclic data sets [27]. The wide popularity in 
determining the trend present in the rainfall data using Mann-
Kendall test is due to because Mann-Kendal test does not require 
a particular distribution. Another important characteristic of 
Mann-Kendal test is that it is least sensitive towards in 
homogeneity present in the time series [28]. The time series is 
thus assumed to obey the following model. 

 xi = f(ti) +et        (2) 

where, f(t)is the monotonic decreasing or increasing function of 
time; the residual is represented by et. It is also assumed further 
that the variance of the distribution is constant in time. Further, it 
is also assumed that the autocorrelation in the data set is zero 
[29]. 

 The estimate of slope which is denoted by Q is 
calculated by the following process [30]. 

Firstly, the slope between all pairs of data values is 
determined. The procedure for the same is as follows. 

 Qi =  
xj−xk
j−k

  fori=1,2,3, … k          (3) 

where, xj and xk are the data values at time j and k (j>k). 

In time series that contains n values the N would be 
determined using  

 N = n(n-1)/2        (4) 

Where, N is the no of iterations and T is total observations. 

The N values are arranged in ascending order before the 
application of T in the equation presented below. Estimator of 
Sen’s slope is representative of the median of these N values of 
Qi 

The Q is thus given by, 

If N is odd, Q = T(N+1)/2                                         (5) 

If N is even, Q = ½ (TN/2 + TN+2/2) 

Normal distribution is applied for determination of two-
sided confidence interval related to the estimation of the slope. 
In the dataset of the time series the downward or the decreasing 
trend is indicated by the negative value of Q, while an upward or 
increasing trend is determined by positive value of Q. The Mann-
Kendal test null hypothesis assures that the data series had 
normal distribution. A significance level of 0.001 has been used 
for the testing-module. These characteristics correlate to the fact 
that a probability of 0.01% exists for the randomness in the time 
series data. Similarly, if the significance level is kept as 0.05 then 
it is assumed that there exists a 5% of probability that the values 
of the time series are from random distribution. The Mann-
Kendall test statistics S is determined using the formula [31]. 

S= ∑ ∑ 𝑠𝑠𝑠𝑠𝑠𝑠(𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑘𝑘)𝑛𝑛
𝑗𝑗=𝑘𝑘+1

𝑛𝑛−1
𝑘𝑘=1                                             (6) 

𝑠𝑠𝑠𝑠𝑠𝑠�𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑘𝑘� = �
1 𝑖𝑖𝑖𝑖 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑘𝑘 > 0 
0 𝑖𝑖𝑖𝑖 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑘𝑘 = 0
−1 𝑖𝑖𝑖𝑖 𝑥𝑥𝑗𝑗 − 𝑥𝑥𝑘𝑘 < 0

                                    (7) 

The number of data points in the time series under 
consideration is denoted by n and xk, xj are the rainfall sum in 
the year j and k respectively. Here, the jth value is greater than the 
kth value. The present work fixes the significance level as 0.05 
for the test. Since the number of data points would be greater 
than10 the distribution of S was approximated using a normal 
distribution. The estimation of trend line was done using linear 
regression method [32]. In this research work slopes that are of 
significant nature at significance level of 5% has been marked 
with*. Slopes that are not of significant nature are not marked 
with any sign in the result tables.   

5. Results 

The results of the present study are as follows: 

5.1. Seasonality Index 

The results of the seasonality index (SI) have been presented 
in the table 2. The SI reveals that Beed, Latur and Osmanabad 
face frequent long drier season (SI ranging between 0.8 - 0.99, 
are marked by red colour cells). In these districts the long drier 
season occurred for 11, 13 and 9 times respectively in 39 years. 
Parbhani, Hingoli, Jalna, Aurangabad, and Nanded also face long 
drier season but in these districts the occurrence of long drier 
season is less as compared to the rest of three districts. The 
district of Nanded faced least number of long drier seasons in last 
39 years. The SI in the Nanded district for most of the years is 
greater than 1 which indicates that the district receives rains in 
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almost three months or less. The district of Latur faced two 
consecutive long drier seasons in last 39 years. The first occurred 
from 1985 to 1987 and the second occurred from 2013 to 2015. 

Further, the district of Latur faced long drier season in alternate 
years from 1987 to 1992 and from 2002 to 2006.  

Table 2: Seasonality Index for the last 39 years for Districts of Marathwada Region 

Year Beed Parbhani Hingoli Latur Jalna Aurangabad Osmanabad Nanded 
1980 1.21 1.07 1.3 1.19 1.25 1.24 1.25 1.24 
1981 0.85 1.15 1.03 1.02 1.24 0.9 0.94 1.16 
1982 1.05 1.06 0.94 1.04 0.9 0.92 0.95 1.05 
1983 1.17 1.04 1.19 1.15 0.92 1.24 1.12 1.17 
1984 1.11 1.04 1.11 1.07 1.24 1.1 1.11 1.09 
1985 1.09 1.09 1.07 0.97 1.1 1.15 1.05 1.03 
1986 1.1 1.28 1.14 0.87 1.15 1.22 1.11 1.07 
1987 0.99 1.18 1.12 0.92 1.22 1.05 0.94 1.03 
1988 1.26 0.98 1.24 1.27 1.05 1.09 1.19 1.16 
1989 1.14 1.39 1.2 1.11 1.09 1.2 1.08 1.22 
1990 0.98 1.06 1.03 0.97 1.2 0.95 0.92 0.97 
1991 1.27 0.95 1.38 1.12 0.95 1.33 1.09 1.25 
1992 1.14 1.03 1.11 0.97 1.33 1.15 1.01 1.13 
1993 0.95 0.86 1 1.04 1.15 1.01 1 1.05 
1994 0.88 1.24 1.16 1.05 1.01 0.92 1.02 1.11 
1995 0.93 0.78 0.94 0.92 0.92 1.1 0.9 1.02 
1996 1.17 1.08 1.2 1.14 1.1 1.12 1.1 1.16 
1997 0.75 1.13 0.91 0.71 1.12 0.87 0.76 0.78 
1998 1.1 1.31 1.04 1.06 0.87 1.07 1.12 1.08 
1999 1.05 1.2 1.14 0.95 1.07 1.09 1 1.13 
2000 1.2 1.17 1.37 1.13 1.09 1.12 1.11 1.2 
2001 1.2 1.23 1.23 1.14 1.12 1.13 1.17 1.2 
2002 1.14 1 1.26 0.94 1.13 1.17 1 1.25 
2003 1.06 1.13 1.25 1.18 1.17 1.04 1.01 1.18 
2004 0.89 1.13 1.07 0.89 1.04 1.12 0.83 1.01 
2005 1.16 1.31 1.12 1.09 1.12 1.2 1.16 1.11 
2006 0.95 1.21 1.17 0.96 1.2 1.11 1 1.19 
2007 1.28 0.91 1.31 1.26 1.11 1.22 1.15 1.23 
2008 1.05 1.14 1.24 1.13 1.22 1.24 1.14 1.22 
2009 0.84 1.23 0.89 1.02 1.24 1.05 0.92 1.05 
2010 1.05 1.17 1.12 1 1.05 0.94 1.01 1.07 
2011 1.18 1.02 1.28 1.3 0.94 1.25 1.15 1.26 
2012 1.15 0.98 1.17 1.16 1.25 1.17 1.13 1.15 
2013 1.01 0.99 1.07 0.96 1.17 1.09 1.01 1.01 
2014 0.9 1.13 1.1 0.85 1.09 0.91 0.79 1.08 
2015 0.87 1.16 1.01 0.81 0.91 1.05 0.82 0.87 
2016 1.12 1.27 1.12 1.07 1.05 1.2 1.09 1.09 
2017 1.14 1.2 1.15 1.1 1.2 1.15 1.1 1.1 
2018 1.18 1.11 1.33 1.05 1.15 1.23 0.95 1.19 

5.2 Rainfall Trend 

The trend in the annual rainfall for the various district of 
Marathwada regions has been shown in the Table 3. 

Table 3: Annual Rainfall Trend Analysis for the last 39 Years (1980-2018) 

District Mean 
(mm) 

Standard 
Deviatio
n (mm) 

Sen’s 
Slope 

(mm/year
) 

Mann 
Kendall 

(mm/year
) 

Beed 745.33 187.45 -1.962 -0.75 
Parbhani 872.20 246.12 -6.090 -1.62 
Hingoli 903.80 250.53 -4.771 -1.28 
Latur  814.83 210.11 -0.460 -0.12 
Jalna 747.47 167.87 -1.703 -0.53 

Aurangaba
d 

680.27
6 156.01 -1.787 -0.70 

Osmanabad  737.72
4 193.05 0.021 0.00 

Nanded 985.91 311.88 -5.60* -1.65 
*Statistically significant at 5%, Significance tested using MK Test. 

The mean rainfall in the Beed district was observed as 
745.33 mm from 1980 to 2018. The annual rainfall in Beed 
district years shows a negative trend for the last 39 in the annual 
rainfall. The Sen’s slope determined for the annual rainfall 
received by the district in the last 39 years is -1.962 mm/Year. 
The mean rainfall in the Parbhani district was observed as 872.20 
mm from 1980 to 2018. The annual rainfall of Parbhani for the 
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last 39 years shows a negative trend. The Sen’s slope determined 
for the annual rainfall received by the district in the last 39 years 
is -6.090 mm/Year.  The mean rainfall in the country’s one of 
most severely and frequently drought affected district Latur was 
observed as 814.83 mm from 1980 to 2018. The annual rainfall 
trend in Latur district shows a negative trend for the last 39 years. 
The Sen’s slope determined for the annual rainfall received by 
the district in the last 39 years is -4.771 mm/Year. The mean 
rainfall in the Nanded district was observed as 985.91 mm from 
1980 to 2018. Out of the 8 selected districts. Nanded received 
highest mean annual rainfall during the last 39 years. The annual 
rainfall in Nanded district for the last 39 years shows a negative 
trend. The Sen’s slope determined for the annual rainfall received 
by the district in the last 39 years is -5.60 mm/Year which was 
statistically significant negative trend. 

The pre-monsoon season holds special importance in the 
Marathwada region known for its water intensive crops such as 
sugarcane [33]. Industries in and around the Marathwada region 
are also known to use water intensively. These industries include 
the sugar mills and the cotton dying industries. Real-estate 
activities are also on the rise in the region [34]. Traditional 
construction approach adopted in the region requires excessive 
use of water for curing of concrete and the wall plaster. The 
demand for the sugarcane increases in summer season due to 
fresh juice stalls and sugar mills boost their production to stock 
the sugar for the upcoming festive seasons [35].  

Farmers use excessive water in the fields during pre-
monsoon season in order to increase the brix content of the crop 
and inter nodal gap in sugarcane [4]. Farmers in the region 
typically use drenching method of irrigation which also accounts 
for loss of precious water reserves [36]. Such anthropogenic 
activities require intense water and may pose a certain threat to 
the water availability in this already drought susceptible region 
of the Maharashtra state. From table 4, it is evident that Pre-
monsoon rainfall trend is positive for all the 8 districts under 
consideration. The districts of Jalna and Aurangabad show a 
positive trend in the pre-monsoon rainfall, but the trend 
determined is minuscule. Largest positive trend in the pre-
monsoon rainfall was observed for the Osmanabad district. The 
increasing positive trend is beneficial for the water intensive 
crops sown in the district.  
Table 4: Pre-monsoon Rainfall Trend Analysis of last 39 Years (1980-2018) 

District Mean 
(mm) 

Standard 
Deviation 

(mm) 

Sen’s 
Slope 

(mm/yr) 

Mann 
Kendall 
(mm/yr) 

Beed 31.86 29.81 0.295 0.69 
Parbhani 27.67 28.30 0.192 0.77 
Hingoli 22.02 24.33 0.108 0.31 
Latur 43.82 33.28 0.393 0.95 
Jalna 20.76 24.23 0.017 0.08 
Aurangabad 16.55 23.58 0.049 0.55 
Osmanabad 36.92 29.72 0.485 1.63 
Nanded 29.82 31.34 0.254 1.27 

However, the positive trend determined for the pre-monsoon 
rainfall in the districts was not statistically significant.  

The monsoon season is the time to sow the Kharif crops. 
Kharif crops are known to be water intensive. Farmers in the 

region have a strong affinity for the sowing water intensive crops 
in the region. Scarcity of water in the germination and early 
development stage results in osmotic stress [37]. Such stress 
exploits the growth of the crop. Farmers are known to sow crops 
like cotton and groundnut in the early monsoon season. Water 
intensive crops like sugarcane are sown in the middle of the 
monsoon season so that the crop can be harvested by March to 
May [38]. Therefore, good monsoon is essential for the 
Marathwada region from agricultural perspective. Table 5 
depicts that the highest mean rainfall in the monsoon season was 
received by Nanded district. The district of Aurangabad and 
Osmanabad received mean rainfall of 557.71 mm and 571.12 
mm, respectively. Latur which is one of the drought susceptible 
districts of the country received a mean rainfall of 656.82 mm in 
the monsoon season. Sen’s slope estimate shows the negative 
trend in the rainfall received by the districts during monsoon.  

The district of Beed shows a negative trend of -0.956 
mm/Year. The district of Parbhani shows a negative trend of -
2.809 mm/Year. The district of Nanded shows the highest 
negative trend of -3.996 mm/Year followed by the district of 
Hingoli which shows a negative trend of -3.154 mm/Year. Only 
the district of Latur shows a positive trend of 0.458 mm/Year for 
the rainfall received in monsoon season. The negative trend in 
seven out of eight districts of region is bad from the perspective 
of sugarcane producers of the region. Figure 2 shows the trend 
obtained for the rainfall received by the districts in the monsoon 
season. 

Table 5: Kharif Rainfall Trend Analysis of last 39 Years (1980-2018) 

District Mean 
(mm) 

Standard 
Deviation 

(mm) 

Sen’s 
Slope 

(mm/yr) 

Mann 
Kendall 
(mm/yr) 

Beed 609.66 179.318 -0.956 -0.34 
Parbhani 744.89 229.24 -2.809 -0.77 
Hingoli 792.54 227.45 -3.154 -0.90 
Latur 656.82 191.40 0.458 0.19 
Jalna 620.59 152.30 -1.385 -0.60 
Aurangabad 557.71 131.31 -1.669 -0.68 
Osmanabad 571.12 167.68 -0.266 -0.05 
Nanded 836.07 274.27 -3.996 -1.23 

From the analysis of annual and monsoon rainfall received 
by the districts it is evident that the scarcity of the rainfall in the 
region is on the rise. Seven districts of region showed a negative 
trend in the annual rainfall received while seven out of eight 
districts of the region showed a negative trend in the rainfall 
received in the monsoon season.  

6. Discussion 

The Thar Desert and adjoining areas of central and northern 
subcontinents heat up during the summers. This creates a void. 
To fill up the void the air from the Indian ocean rush into the 
mainland. The air is laden with moisture picked up from the 
ocean surface. The Himalayas regulates the air-flow and prevent 
its influx into the central Asia. As the wind rises, precipitation 
occurs and India receives rainfall [39]. This rainfall season is also 
known as the Southwest (SW) monsoon. Marathwada region of 
Maharashtra state receives the SW monsoon. The period of SW 
monsoon starts from June and
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Figure 2: Monsoon rainfall trend from 1980 to 2018 for districts of Marathwada 

ends in early to mid of October. The SW monsoon is considered 
as the principal rainy season in India. Nearly, the whole country 
receives rainfall during this period. The Southwest monsoon 
accounts for nearly 75% of rainfall in the country and thus 
agrarian activities are dependent on it [40]. 

The SW monsoon is important from India’s agricultural 
perspective. India does not possess any significant irrigation 
network. Only the states of Punjab and Haryana have proper 
irrigation infrastructure in place [41,42] Agriculture of rest of the 
country either survives on monsoon or depends upon the ground 
water source [43]. It is due to this high dependency on the 
monsoon, Indian agriculture is often referred as gamble on rains 
[44].  

The characteristics of Indian agriculture is such that the 
farmers’ despite being heavily dependent on rains sow water 
intensive crops on large scale in the Kharif season (monsoon). 
Such crops are Paddy and sugarcane. Paddy is prominently 
grown in the central and eastern regions of India such as 
Chhattisgarh and West Bengal while Sugarcane is a prominent 

Kharif crop of Maharashtra which belongs to western region of 
India. These crops are sensitive to climate change as it causes rise 
in temperature, and water scarcity [6]. These effects along with 
ENSO bring in uncertainty over the amount of rainfall [45]. Thus, 
climate change poses a certain threat to the Indian agriculture. 

From the analysis, it is evident that amount of rainfall in the 
districts of Marathwada is decreasing. Declining trend was 
determined for the annual rainfall in all the districts. Farmers in 
the region are known to produce sugarcane. The sugarcane 
demands for extensive irrigation for increased brix content, grass 
weight, and larger node to node distance. With the decreasing 
rainfall in the region, the farmers are facing a loss in the 
production. The average productivity of sugarcane crop in the 
Marathwada region is 50 tonnes per acre while the average 
productivity of the crop in the state of Maharashtra is 80 tonnes 
per acre [46]. Thus, it can be concluded that decline in the rainfall 
in monsoon season (Kharif) is projecting its effect on the 
productivity of the crop in the region. Absence of irrigation 
infrastructure in the region results in utilization of ground water 
by the farmers for the irrigation purposes. This activity further 
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adds up to the woes of the farmers itself. With decline in rainfall 
the percolation of water during the rainy season also declines 
which restricts the recharge of the water table [47].  

Utilization of ground water in such cases only degrades the 
water table. Farmers who are not sowing sugarcane are also 
facing the effects of decreased rainfall. In recent years farmers of 
the Latur district had to re-sow their crops because of the long 
drier season [48].  

It is being observed that along with annual rainfall the 
monsoon rainfall is also depicting a negative trend. The trends 
are huge for districts like Hingoli, Parbhani, and Nanded. Latur 
and Osmanabad are the districts that are already receiving less 
amount of rainfall. In such cases, when the amount of rainfall 
received is declining the farmers should shift from the sugarcane 
crop to less water intensive crops. Agriculture activity of such 
crops is an anthropogenic activity that is adding to water crisis of 
the region. The seasonality index indicates that Latur frequently 
faces long drier seasons.  

The inferior quality of soil in the Udgir, Ausa and Ahmedpur 
taluka of the Latur district becomes hard during the long drier 
seasons which along with steep terrain of the region restrict the 
percolation of water during the rainy season thus further 
restricting the ground water recharge. Agriculture is not the only 
anthropogenic activity that are creating water crisis in the region. 
Jhum style or the shifting style of agriculture is also prominent in 
the region. Illegal encroachment of forest land is common in the 
region. The land is cleared by burning the vegetation present [1]. 
The burning of vegetation leads compressed temperature 
difference between the land and the Indian Ocean [49]. This 
reduction in the temperature between land and sea restricts the 
draft of air from the ocean that further decreases the rainfall 
amount. Sugarcane crop not sold to the sugar mills is crushed 
down in makeshift factories to produce Jaggery and country 
liquor.  

The bagasse is used as a bio-fuel for production of heat 
needed for making jaggery and liquor. The burning of such bio-
fuels is a prominent activity in the region [50]. Although bagasse 
is low in sulphur content but burning it on a large scale releases 
ample amount of sulphur dioxide, greenhouse gases and nitrogen 
oxides into the atmosphere [51]. These emissions further reduce 
the difference between land and ocean temperature and thus acts 
as a weakening force for the monsoon system. The warming of 
Indian Ocean is also leading to rainfall woes in India. The 
warming of Indian Ocean is leading to decrease the difference 
between ocean and land temperature. This further reduces the 
rainfall received by the region. Warming of Indian ocean also 
results in the occurrence of extreme events [52].  

The extreme rainfall event in the districts of Latur and 
Nanded has been credited to the warming of Indian Ocean [53]. 
Occurrence of such extreme rainfall events in the backdrop of 
reducing monsoon might lead to sequence of catastrophic events 
such as loss of livestock, poverty, and agrarian crisis.  

7. Conclusion and Future Scope 

Drought is an extreme event which has exponentially grown 
in numbers affecting countless lives and resources’ availability. 
The prominent challenge is experienced by Suryaputra countries 

falling under International Solar Alliance like India, Brazil, 
Australia and South Africa. This creates an alarming issue for a 
necessity of studies that can assist in eradicating such treacherous 
events. The region of Marathwada has been a pivotal region 
prone to such events. All the districts of the Marathwada region 
of the Maharashtra state are witness a decline in the annual 
rainfall. The decline in the annual rainfall was largest for the 
Nanded and Parbhani district. The decline of the annual rainfall 
in the Nanded district was found to be statistically significant. 
Out of eight districts seven districts of the region have witnessed 
a decline in the monsoon rainfall over the last 39 years. 

The seasonality index calculated indicates that Latur, Beed, 
and Osmanabad are the drier districts of the region which 
receives rainfall in more than 3 months. The negative rainfall 
trend observed might pose a threat to the highly monsoon 
dependent agriculture of the region. The farmers of the region 
therefore should migrate from sowing water intensive crops to 
less water intensive crops such as Sorghum and pearl millet. 
Sugarcane can also be replaced with less water intensive 
mandarin which is a less water intensive cash crop. In cases 
where the farmers are not able to shift to other crops irrigation 
management system such as irrigation through drip irrigation and 
rain pipes should be implemented. If negative trend in the rainfall 
is not effectively managed through change and control of 
anthropogenic activities the region of Marathwada might enter 
advanced phases of agrarian crisis which might also lead to the 
collapse of the agriculture system of the districts comprising it. 

The study presented rainfall and seasonality trends which 
portrayed the topographical and climatic conditions of the 
districts of Marathwada region. Based on the analysed dataset of 
39 years, it can very well be inferred that a spatial time-series 
analysis yields fruitful information regarding the aspects, 
characteristics and trend analysis which acts as dominant 
prerequisites for advanced computation techniques to be 
deployed for analysis and prediction of droughts in the upcoming 
years. 

References 

[1] K. Gabhiye, C. Mandal, Agro-Ecological Zones, their Soil Resource and 
Cropping Systems. Nagpur: National Bureau of Soil Survey and Land use 
Planning, 2000. 

[2] IPCC, The physical science basis. The contribution of Working Group I to 
the Fourth Assessment Report of the Intergovernmental Panel on Climate 
Change. New York: Cambridge University Press, 2007. 

[3] M. Dore, "Climate Change and Changes in global precipitation" 
Environmental International, 31, 1167-1181, 2005. 

[4] S. Manwar, P. Vadiya, "Characterization and classification of sugarcane 
growin soils of Latur district", Annals of Plant and Soil Research, 17(5), 
373-377, 2015. 

[5] A, Saini, N. Sahu, P. Kumar, S. Nayak, W. Duan, R. Avtar, S. Behera, 
"Advanced Rainfall Trend Analysis of 117 Years over West Coast Plain 
and Hill Agro-Climatic Region of India", Atmosphere, 11(11), 1225, 2020, 
10.3390/atmos11111225. 

[6] D.Y. Gumel, A.M. Abdullah, A.M. Sood, R.E. Elhadi, M.A. Jamalani, 
K.A.A.B. Youssef, "Assessing Paddy Rice Yield Sensitivity to 
Temperature and Rainfall Variability in Peninsular Malaysia Using 
DSSAT Model". International Journal of Applied Environmental Sciences, 
12(8), 1521-1545, 2017. 

[7] M. Parry, O. Canziani, J. Palutikof, P.V.D. Linden, C. Hanson, Aia 
Climate Change 2007: Impacts, adaptation and vulnerability. In : Fourth 
Assessment report of the intergovernmental panel on climae change. 
Cambridge: Cambridge University Press, 2007. 

[8] A. Saini, N. Sahu, W. Duan, M. Kumar, R. Avtar, M. Mishra, S. Behera, 
"Unraveling Intricacies of Monsoon Attributes in Homogenous Monsoon 

http://www.astesj.com/


H. Bana et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 30-37 (2023) 

www.astesj.com      37 

Regions of India", Frontiers in Earth Science, 10, 1–17, 2022, 
10.3389/feart.2022. 794634. 

[9] M.A. Semenov, "Impacts of Climate Change on Wheat in England and 
Wales", Journal of the Royal Society Interface, 6, 2008, 343-350. 
doi:10.1098/rsif.2008.0285 

[10] S. Osmani, P. Patil, "Drought response and relief by Jaldoot Express: A 
case study of Latur drought", Zenith IJMR, 9(6), 224-236, 2019. 

[11] A. Kumar, A. Singh, "Climate Change and its Impact on Wheat Production 
and Mitigation through Agroforestry Technologies", International Journal 
of Environmental Sceinces, 5(1), 73-90, 2014. 

[12] O. Dhar, B. Parthasarathy, "Trend analysis of annual Indian rainfall", 
Hydrological Science, 26, 257-260, 1975. 

[13] K. Krishnamurthi, Y. Ramanathan, "Sensitivity of the monsoon onset to 
differential heating", Journal of atmospherc science, 39, 1290-1306, 1982. 

[14] D. Duhan, A. Pandey, "Statistical analysis of long term spatial and 
temporal trends of precipitaton during 1901-2002 at Madhya Pradesh", 
Atmospheric Research, 122, 136-149, 2013. 

[15] V. Kumar, S.K. Jain, Y. Singh, "Analysis of long-term rainfall trends in 
India", Hydrological Sciences Journal, 55(4), 484–496, 2010, 
doi:10.1080/02626667.2010.481373. 

[16] A. Gupta, "Flood and Floodplain management in North East India: An 
Ecological Perspective", 1st International Conference on Hydrology and 
Water Resources in Asia Pacific Region, Kyoto: Hydrology and Water 
Resources, 1-10, 2003. 

[17] S. Swain, M.K. Verma, M. Verma, "Analysis of Change in Annual Rainfall 
for Raipur district", IJERT, 3(20), 1-10, 2015. 

[18] I. Roy, R.G. Tedeschi, M. Collins, "ENSO teleconnections to the Indian 
summer monsoon under changing climate", International journal of 
climatology, 39(6), 3031-3042, 2019. 

[19] A. Kulkarni, S. Gadgil, S. Patwardhan, "Monsoon variability, the 2015 
Marathwada drought and rainfed agriculture". Current Science, 111(7), 
1182-1193, 2016. 

[20] SANDRP, Latur Drinking Water Crisis highlights absence of Water 
Allocation Policy and Management, Retrieved from South Asia Network 
on Dams, Rivers and People, 2016 https://sandrp.in/2016/04/20/latur-
drinking-water-crisis-highlights-absence-of-water-allocation-policy-and-
management/ 

[21] D. Kolekar, V. Vanama, Satellite based Drought Assessment Over Latur, 
India Using Soil Moisture Derived From SMOS. ISPRS TC V Mid-term 
Symposium, Geospatial Technology – Pixel to People. Dehradun: ISPRA, 
2018, doi:10.5194/isprs-archives-XLII-5-421-2018. 

[22] E. Kanellopoulou, "Spatial distribution of rainfall seasonality in Greece", 
Weather, 57, 215-219, 2002. 

[23] S. Ingle, S. Patil, N. Mahale, Y. Mahajan, "Analyzing rainfall seasonality 
and sNorth Maharashtra", Environmental Earth Sciences, 77, 651-662, 
2018. 

[24] R. Walsh, D. Lawer, "Rainfall seasonality: description, spatial patterns and 
change through time", Weather, 36, 201-208, 1981. 

[25] R. Yadav, S. Tripathi, G. Pranuthi, S. Dubey, "Trend analysis by Mann-
Kendall test for precipitation and temperature for thirteen districts of 
Uttarakhand", Journal of agrometeorology, 16(2), 164-171, 2014. 

[26] I. Ahmad, D. Tang, T, Wang, M, Wang, B, Wagan, "Precipitation Trends 
over Time Using Mann-Kendall and Spearman’s rho Tests in Swat River 
Basin", Advances in meteorology, 2015, 1-15, 2015, 
doi:10.1155/2015/431860 

[27] H. Tabari, S. Marofi, M. Ahmadi, "Long-term variations of water quality 
parameters in the Maroon river", Environmental monitoring assess, 177, 
273-287, 2011. 

[28] N. Karmeshu, Trend Detection in Annual Temperature & Precipitation 
using the Mann Kendall Test – A Case Study to Assess Climate Change 
on Select States in the Northeastern United States. Pennsylvania, 2012. 

[29] S. Yue, P. Pilon, B. Phinney, G. Cavadias, "The influence of 
autocorrelation on the ability to detect trend in hydrological series", 
Hydrological processes, 16(9), 1807-1829, 2002. 

[30] S. Shahid, "Trends in the extreme rainfall events in Bangladesh", 
Theoretical Application of Climatology, 104, 489-499, 2011. 

[31] R. Gilbert, Statistical methods for environmental pollution monitoring. 
New York: Van Nostrand Reinhold, 1987. 

[32] F. Wang, W. Shao, H. Yu, G. Wang, X. He, D. Zhang, G. Kan, "Re-
evaluation of the Power of the Mann-Kendall Test for Detecting 
Monotonic Trends in Hydrometeorological Time Series", Frontiers in 
Earth Science, 8, 1-12, 2020, doi:10.3389/feart.2020.00014 

[33] GWP,  Droughts and Sugar Industry in Maharashtra – Are We Learning 
from History? New Delh: Global Water Partnership, 2016.  

[34] S. Sandbhor, "Analysis of Behaviour of Real Estate Rates in India-A Case 
Study of Pune City", International Journal of Economics and Management 
Engineering, 7(8), 2465-2570, 2013. 

[35] R. Singh, "Sugarcane marketing systems in India", Sugar Technology, 
13(4), 1-10, 2011. 

[36] M. Sabesh, M. Ramesh, H. Prakash, G. Bhaskaran, "Is there any shift in 
cropping pattern in Maharashtra after the introduction of Bt Cotton",  
Indian society for cotton improvement, 6(1), 63-70, 2014. 

[37] C. Pote, A. Kale, "Effect of Osmotic Stress on Sugarcane (Saccharum 
officinarum L.) Growth and Physiology", International Journal of Current 
Microbiology and Applied Sciences, 8(12), 1472-1481, 2019. 

[38] R. Garkar, Sugarcane Breeding.Central Sugarcane Research Station, 
Padegaon, 2017. 

[39] M. Rajeevan, D. Pai, R. Kumar, B. Lal, "New statistical models for long-
range forecasting of southwest monsoon rainfall over India", Climate 
Dynamics, 2-17, 2007, doi:10.1007/s00382-006-0197-6 

[40] S. Sasane, "Impact of south west monsoon on crop yield: a statistical 
analysis", International Interdisciplinary Seminar on Geographical and 
Historical Perspective of Global Problems, 1-10, 2017. 

[41] J. Skutsch, J. Rydzewski, Review of research and development needs in 
irrigation and drainage, Romw: FAO, 2001. 

[42] R. Jain, P. Kishore, D. Singh,. (2019). "Irrigation in India: Status, 
challenges and options", Journal of soil and water conservation, 18(4), 
2455-2459, 2019. 

[43] K. Kumar, "Climate impacts on Indian agriculture", International journal 
of climatology, 24(11), 1375-1393, 2004. 

[44] S. Gadgil, "The Indian Monsoon". Resonance, 11(8), 8-15, 2006. 
[45] K. Tamaddun, "Effects of ENSO on Temperature Precipitation and 

Potential Evapotranspiration of North India’s Monsoon: An Analysis of 
Trend and Entropy", Water, 11(2), 1-21, 2019, doi:10.3390/w11020189 

[46] P. Upreti, A. Singh, "An Economic Analysis of Sugarcane Cultivation and 
its Productivity in Major Sugar Producing States of Uttar Pradesh and 
Maharashtra", Economic Affairs, 62(4), 711-718, 2017. 

[47] A, Dias, R, Dhawde, N, Surve, A, Weinberg, T, Birdi, N, Mistry, "Impact 
of climate changes on water availability and quality in the state of 
maharashtra in western India", Asian Jr. of Microbiol. Biotech. Env. Sc, 
17(4), 1071-1081, 2015. 

[48] N. Jamwal, Maharashtra Farmers Fear Loss of Kharif Harvest, Blame Met 
Department. The Wire, 2017. 

[49] B. Singh, O. Singh, "Study of Impacts of Global Warming on Climate 
Change: Rise in Sea Level and Disaster Frequency", Global warming 
Impacts and Future Perspective, 1-10, 2012, doi:10.5772/50464. 

[50] S. Kulkarni, "Development of efficient furnace for jaggery making", 
International Journal of Recent Scientific Research, 9(5), 26563-226565, 
2018. 

[51] J. Halofsky, B. Harvey, "Changing wildfire, changing forests: the effects 
of climate change on fire regimes and vegetation in the Pacific Northwest, 
USA", Hydrobiologia, 16(4), 1-10, 2020. 

[52] M. Roxy, C. Gnanaseelan, Indian Ocean Warming. In Assessment of 
Climate Change over the Indian Region, 191-206. Springer publications, 
Singapore, 2020. 

[53] A. Yaduvanshi, A. Kulkarni, "Observed changes in extreme rain indices in 
semiarid and humid regions of Godavari basin, India: risks and 
opportunities", Natural Hazards, 103, 685-711, 2020. 

 

 

http://www.astesj.com/


 

www.astesj.com   38 

 

 

 
 
 
Design, Optimization and Simulation of a New Decoder for Reed Solomon and BCH Codes Using the New 
Syndromes Block 

Mohamed Elghayyaty*, 1, Anas El Habti El Idrissi1, Omar Mouhib1, Azeddine Wahbi2, and Abdelkader Hadjoudja1 

1Laboratory of Electrical System, Transmission of Information, Mechanics and Energetics, Ibn Tofail University, Kenitra, BP14000, 
Morocco 
2Laboratory of Industrial Engineering, Data Processing and Logistic, Faculty of Sciences Ain Chock, University Hassan II, 

Casablanca, Morocco 

A R T I C L E  I N F O  A B S T R A C T 
Article history: 
Received: 13 October, 2022 
Accepted: 23 December, 2022 
Online: 24 January, 2023 

 In this paper, a new syndrome block for Reed Solomon RS and BCH codes used respectively 
in digital Video broadcasting DVB-S and DVB-S2 has been presented in order to reduce 
the number of iterations compared to the existed block, which can be found in the literature, 
the new method is based on a factorization of the equation corresponds to the syndrome 
block, which allows us to conceive another circuit. However, this reduction can 
approximately attain 40%. First, we developed and concepted the design of the proposed 
algorithm. Second, we transformed the circuits on hardware description language VHDL 
and finally we generated and simulated the basic and proposed algorithms using Quartus 
software tools. 
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1. Introduction 

The quality of a data digital transmission [1]-[3]. Largely 
depends on the number of errors introduced via the transmission 
channel. Error control by coding technique is important. Indeed, 
this technique called "channel coding"[4]-[6], permit both 
detection and correction of possible transmission errors by using 
error-correcting codes such as RS codes (Reed-Solomon.) [7] [8] 
BCH (Bose, Ray-Chaudhuri and Hocquenghem) [9], [10] and 
LDPC (Low-Density -Parity-Check) [11]. 

However, the "channel coding" technique [12], [13] uses a 
very complex decoding mechanism requiring a very large number 
of logic gates, which influences the response time. 

The main aim of this work is to develop, concept and simulate 
a new architecture for RS and BCH codes in order to reduce the 
number of iterations in the syndrome block using a new method 
based on the factorization technic (factorization method: we 
develop and factorize the equation corresponds to the syndrome 
block, the basic circuit is transformed into a new circuit which the 

inputs are parallel). Other points are noted like: a summary of 
Reed Solomon codes is furnished in chapter 2. chapter 3 talks 
about the proposed algorithm that uses a new syndrome 
Block .Finally comparison of the basic and the proposed circuits 
for various RS codes is presented in chapter 4, ended with a 
conclusion 

2. Reed Solomon Code 

The RS (255,239) code [14] has length n = 28-1= 255 so m = 
8, which imply that the Galois field contains 256 symbols (m = 8), 
where the polynomial of an element in the Galois field can be 
represented as:     

a7 x7 + a6 x6 + a5 x5 + a4 x4 + a3 x3 + a2 x2 + a1 x1 + a0 x0      (1) 

The symbols are 8 bits. It is thus constructed from the Galois 
Field GF (28) [15]. The control symbols is N-K=16, t=N-K=2t=8 
symbols correctable by N-bit words. The correction power 
therefore corresponds to a maximum of 64 bits since each symbol 
is on 8 bits. 

The efficiency of this code is given by is: 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Mohamed Elghayyaty, melghayyaty@gmail.com 
 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 38-43 (2023) 

www.astesj.com 

https://dx.doi.org/10.25046/aj080105   

 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj080105


M. El ghayyaty et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 38-43 (2023) 

www.astesj.com   39 

 R=N/K= 239/255= 0.937       (2)    

The symbols used in RS codes are: 

• t=corrected errors number. 
• n= total number of symbols 
• K= symbols of message. 
• (n-k) = detected errors number 
• t= detected errors number 

 
Figure 1: Reed Solomon code word structure 

3. Galois Field (GF) 

3.1. Galois Field Properties 

The principal properties of a Galois field [16] are: 

• Two operations characterize the Galois Field: addition and 

multiplication. 

• The result of addition or multiplication of Galois field elements 

allows us an element in the same field. 

• For each element m in the field, “zero” is the Identity of addition, 

such that m + 0 = m. 

• For each element m in the field, “one” is the Identity of 

multiplication, such that m * 1 = m. 

• For each element m in the Galois field, n is an inverse of addition 

element such that m+n = 0.  

• For each element m ≠ 0   in the Galois field, n−1 is an inverse of 

multiplication such that n*n−1 =1. 

• Addition and multiplication operations should verify the laws of 

commutative, associative and distributive. 

Galois Field GF (2m) 

Knowing that Galois field [17] can be considered a general case 
to Binary Field. We hypothesize that we want to generate a finite 
field GF (q) where q a prime number. 
 
For the Galois field GF (28) = 256 symbols composed of 8 bits. 
GF (28) = (0, α0, α1, α2, α3, α4 ……………. α254) 
 
The corresponding primitive polynomial is: 
     

 P(x) = x8 + x7 + x4 + x3 + x2 + 1                                             (3) 

This allows us to construct the elements of Galois fields GF 
(255). 
 

We use α8 = α7 + α4 + α3 + α2 +1 to be able to code the whole 
element: α8 = α7 + α4 + α3 + α2 +1                                  (4)                                          

The αi for i ranging from [9; 254] can be obtained from the 
multiplication rule: 

αi+1 = α αi                                                                                                               (5) 
 
4. Proposed of a new architecture for Syndrome Block 

The proposed algorithm [18][19] of the Reed-Solomon code 
RS (255, 239) used in DVB-T has 86 iterations, while 256 
iterations using the existed method .This algorithm is based on the 
new syndrome block to reduce the number of iterations with a 
percentage which can reach 40% compared to the existing 
algorithm. 

Basic syndrome computation block   

a) Case  of the basic  circuit for RS (15,11) 
The basic syndrome computation block for RS (15, 11) is 

expressed by the equation 6. 

Si  = R(αi) = r14 (αi)14 + r13(αi)13 + ⋯ r1(α1) + r0      (6) 

In the equation 6, the circuit corresponding shown in the figure2: 

 
Figure 2: Basic syndrome block for RS (15, 11) 

b) Case  of the basic  circuit for RS (63,53) 
The basic syndrome computation block for RS (63, 53) is 
expressed by the equation 7.  

Si  = R(αi) = r62 (αi)62 + r61(αi)61 + ⋯ r1(α1) + r0      (7) 

In the equation 7, the circuit corresponding shown in the figure 3: 
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Figure 3: Basic Syndrome block for RS (63, 53) 

The proposed Syndrome Computation Block 

a) Case  of the proposed circuit for RS (15,11) 
Using both equations 7 and 8, we can calculate all coefficients of 
syndrome block polynomial [20]: 
 

Si  = R(αi) = r14 (αi)14 + r13(αi)13 + ⋯ r1(α1) + r0      (7) 
 
Where i = 1, 2, 3. . . 2t.  
The proposed Syndrome computation Block calculated by this 
equation: 

Si  = R(αi) = ((… . (r14 (αi)2 + r13(αi)1 + r12(αi)3 + r11(αi)2

+ r10(αi)1 + r9(αi)3 + ⋯ r2(αi)2 + r1(αi)
+ r0)                                                              (8) 

 
The first clock, the mot received in parallel is (r14, r13, r12). 

 
Figure 4: Proposed syndrome block for RS (15, 11) 

b) Case  of the proposed circuit for RS (63,53) 

 
Figure 5: Proposed syndrome block for RS (63, 53) 

c) Case  of the Proposed circuit for RS (255,239) 
For the case of the RS (255,239) we have: n-k = 2t = 16 syndromes. 
For calculate of the example the syndrome S1 we have the circuit: 

 
Figure 6: Proposed syndrome block for RS (255,239) 

We generally use the following circuit: 

 
Figure 7:  Proposed syndrome block for RS (255,239) 
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Table 1: Comparison of circuits and performance analysis 

 
 

Code 
N° 

Code Name 
 
 
 
 

Number of  
iterations for 

the basic 
circuit (Nb) 

Number of 
iterations for 
the proposed  
circuit (Nm) 

Number 
of    
gained 
iterations 
  

1 RS (15, 11) 16 6 10 

2 RS (63, 55) 64 22 42 

3 RS (255, 239) 256 86 170 
4 RS (1023, 1019) 1024 342 682 

5 RS (3240, 3070) 3241 1081 2159 
6 RS (4095, 4091) 4096 1366 2730 

… ….. …. ….. …… 
n RS (n, k) 

 Nb+1 (Nm/3) + 1 Nb - Nm 

     

Comparison of Circuits 

For the table 1 shows the number for the basic, the proposed and 
the gained iterations for different Reed Solomon codes: 

In the table 1 the Reed Solomon RS (255, 239) code used 256 
iterations for the basic syndrome block, while just 86 iterations 
for the modified method. This algorithm use the new syndromes 
blocks to reduce the number of iterations. This method also 
reduces energy consumption with apercentage that can reach 33% 
compared to the existing algorithm. 
 
Performance analysis 

Proving the performance of the proposed algorithm, we fulfill 
an important number of checks in context of syndrome block for 
different RS code; different parallel syndrome block is tested. 

The figure 8 represents the different RS codes of the parallel 
syndrome block.  
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Figure 8: Evolution of the minimization rate the proposed circuit for the different 

RS codes. 
5. Simulation results  

The simulation of the basic and proposed syndrome block using 
the hardware description language VHDL [21] for the RS and 
BCH decoders are presented in this party.  

Simulation the proposed circuit of RS (15, 11) 

The Simulation result of the modified RS (15, 11) is shown in 
the figure 10. 

The Simulation result of RS (15, 11) is shown in the figure 9. 

 
Figure 9: Simulation result of the basic decoder (15, 11). 

 
Figure 10: Simulation result of the modified decoder RS (15, 11) 
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Figure11: Block diagram of Syndrome Block 

Simulation the basic circuit of RS (15, 11) 

The simulation of the developed and basic syndrome bloc is 
presented in this part for the RS and BCH decoders. Thus, 
simulation results on the tested scenario show that the proposed 
system is very effective and achieves high performance in the 
minimization rate. 

6. FPGA implementation 

Implementation of decoder algorithms for Reed-Solomon 
codes [22], [23] can be considered as a problematic cases on 
account of  the very large amount of used electronic elements in 
order to implement the new  algorithm on FPGA card to discuss 
how to save the hardware resources [24], [25] .In this paper a new 
hardware model of the Syndrome Block has been concepted and 
developed using the programming Language (VHDL) and 
implemented using Xilinx Synthesis Tool. The circuit scheme of 
the implemented program is shown in Figure11. 

The proposed Syndrome Block consists of a global ‘Clk’ and 
Three Parallel Inputs initiate the calculating Syndrome Block 
process, the ‘result’ can be obtained immediately after entering 
inputs. 

Syndrome Block 

The calculation of the syndrome block furnishes us two 
results: 1- all syndrome polynomial coefficients are equal to zero, 
in this case we stop the rest of the decoder process because the 
received code word is correct, 2- if one of polynomial coefficients 
is different to zero, the code word is erroneous, so we continue the 
process of the decoder. We need 2t basic scheme as defined in 
Fig.12.Where 1≤i≤2t, or for each Syndrome Si, n iterations are 
needed to calculate the polynomial coefficients.  

 
Figure12: Basic syndrome calculator cell 

Test procedure for RS (15, 11) 

The proposed algorithm has been implemented on a FPGA 
Card using Xilinx Spartan 3E-500 to verify the test setup which 
presented in figure13. 

 

 
Figure 13: Value of Syndrome block for   RS (15, 11) codes 

For the case of RS (15, 11), we have four coefficients of 
syndrome Block (S0, S1, S2, S3). In Fig.13, the value is equal to 
15 (S0 =15) in decimal, (1111) in binary, so we can get the same 
result with only 5 iterations in comparison with the basic circuit.                 

The code specified for DVB-T  

The Digital Video Broadcasting-T standard defines RS (255, 
239, 8) code, a main version is proposed to generate (204, 188, 8) 
code, this code contain 204 symbols, where 188 represent the 
symbols of message [8]. The Galois field of RS (255, 239) code 
has 256 symbols (m=8) so we can represent the polynomial of a 
field element as: 

a7 x7 + a6 x6 + a5 x5 + a4 x4 + a3 x3 + a2 x2 + a1 x1 + a0      (9) 
Where the polynomial generator for t = 8, can be presented 

as:  
 P(x) = x8 + x4 + x3 + x2 + 1                                                              (10) 

For the case of RS (255, 239) used in Digital Video 
Broadcasting-T standard, the decoder detects 2t=16 errors and 
corrects t=8 errors.  
Test procedure for RS (255, 239) 

The proposed algorithm has been implemented on a FPGA 
Card using Xilinx Spartan 3E-500 to verify the test setup which 
presented in figure14. 
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For the case of RS (255, 239), we have four coefficients of 
syndrome Block (S0, S1, S2, S3). In Figure 14 the value is equal 
to 186 (S0 = 186) in decimal, (10111010) in binary, so we can get 
the same result with only 5 iterations in comparison with the basic 
circuit. 

 
Figure 14: Value of Syndrome block for RS (255, 239) codes 

7. Conclusion  

A recent algorithm of syndrome block for Reed-Solomon RS 
and BCH codes has been presented in this paper. This algorithm 
presents a new syndrome computation block with a view to 
minimize the number of iterations. The proposed algorithm has 
been generated, simulated, implemented on the FPGA card and 
compared to the existed one to demonstrate the difference 
between the two circuits and the number of reduced iterations, the 
comparison between circuits in table 1 proves that the RS code 
(255, 239) has 256 iterations using the modified method while, 86 
iterations using the basic method.  
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 The paper presents two robust and efficient control algorithms based on (i) Optimal Control 
Allocation (OCA) and (ii) Nonlinear Model Predictive Control (NMPC). The robotics system 
consists of two rovers with mecanum wheels and  mounted two 7-DOF arms  carrying a 
common load. The overall system is an underdetermined one with non-holonomic 
constraints. The developed control algorithms focus on providing an optimal solution to the 
wheel and joint torque saturation problem, which is typically encountered while 
manipulating a large and heavy payload. The first control algorithm based on OCA 
minimizes a quadratic cost function consisting of robot joint and rover wheel torques, 
contact forces, and moments using only the current state values and the system dynamics. It 
is computationally very efficient. The NMPC algorithm minimizes a quadratic cost function 
which not only includes the current states but also the future state estimates, and the control 
inputs over a specified prediction horizon. The system consisting of multi-rover with a dual 
arm is highly non-linear. The linear MPC technique on which most of the previous studies 
relied is not adequate. On the other hand, the computational difficulties of a generic NMPC 
algorithm is remarkably high. In this paper, an elegant, discretized technique with exact 
realization is implemented to take into account the full non-linear model and yet provide a 
simple real-time solution satisfying a minimum performance index subject to constraints. 
The  results show that the developed control algorithms OCA and NMPC work efficiently, 
and the minimum the contact moments and forces, and the joint torques  are realized while 
two arms carry a common load and successfully track a reference end-effector trajectory. 
The results also indicate that although NMPC algorithm is computationally more involved, 
it provides superior results in reducing joint and wheel torques as well as contact moments 
and forces. 

Keywords:  
NMPC 
Optimal Control 
Multi Rover Control 

 

 

1. Introduction   

This paper is an extension of the work originally presented in 
IEMTRONICS [1]. The Optimal Control Allocation algorithm 
(OCA) presented in the original work is further extended to 
accommodate a Nonlinear Model Predictive Control technique to 
increase performance of the approach. 

There has been a significant interest in exploring complex 
environments using mobile rovers. Such rovers are commonly 
used in space exploration, construction, mining, and military. 

Especially, there has been a considerable amount of interest in 
Space Robotics Exploration missions in the last two decades. 
Similar to on-orbit robotics missions (e.g., servicing, assembly, 

and manufacturing), the future planetary exploration missions will 
also include tasks such as assembly of large space structures using 
multiple coordinating rovers and the rover-mounted robotics 
manipulators. Recently the Moon and Mars rover missions are the 
main target of various space agencies including  NASA, Canadian 
Space Agency, ESA, JAXA, etc. Most of these space agencies in 
collaboration with space industries and research centers are 
heavily focusing on innovative rover technologies and designs. 
Autonomous rover motion control capability has been identified as 
one of the critical and enabling technology requirement for such 
systems. Although, there is a significant amount of research studies 
in the fields of control of single rover trajectory and force control 
of fixed-based arms, there are still major research challenges in the 
areas of load sharing multi- rovers and arms, particularly, real-time 
force and motion control when they are carrying a common load. 
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The initial technological challenges that involved designing a 
mobile rover were related to its mechanics. These included the 
development of dynamic control systems and collision free 
trajectories. 

In order to develop effective control systems for mobile rovers, 
a team led by Necsulescu [2,3]  studied the free and contact motion 
of the vehicles. They also developed methods to generate collision 
free trajectories and perform force control. 

 Motion control of  rovers with  nonholonomic constraints were 
studied using differential wheeled rovers in [4,5]  These constraints 
exist if the constraints cannot be expressed in the form of time 
derivatives of a function consists of the generalized coordinates. 

There have been extensive studies in control of systems with 
non-holonomic constraints. However, most of the cases,  kinematic 
control is typically achieved by ignoring the dynamics when 
dealing with systems with non-holonomic constraints [6]. 
However, it has been shown that a mechanical system with these 
constraints were controlled in spite of its structure [7]. In addition, 
it has been shown that a non-holonomic system cannot be brought 
to a single equilibrium with a smooth time-invariant feedback [8]. 

In a study conducted in Kalaycioglu [9], a control technique 
with optimal force distribution for multiple robotic manipulators 
was demonstrated. However, it only involved two cooperating 
arms and did not include rovers. 

The use of a Model Predictive Control (MPC) framework 
facilitates the optimization of a given performance index. It also 
allows for the analysis of the system constraints and dynamics [10–
15].  One of the most challenging aspects of implementing a robust 
model of (MPC) is dealing with the various uncertainties that can 
impact its performance [16]. Due to the characteristics of the 
model's receding horizon, standard MPC can provide an adequate 
level of robustness [17].  

Unfortunately, the literature has shown that standard MPC 
cannot provide an adequate performance in complex robotics 
systems [18]. To address this issue, various research studies have 
been conducted to develop novel MPC methods that can provide a 
robust and stable performance [19–23].  

The scope and capabilities of Non-linear Model Predictive 
Control (NMPC) have significantly improved over the past few 
years. Due to the increasing number of tools that can be used to 
implement this type of model, the performance of this algorithm 
has been greatly improved. Some of these include the ability to 
perform fast gradient use and input parameterisation [24–27]. The 
application of NMPS for free-floating space manipulator are 
provided in [28–31]. 

The mechanics of wheeled locomotion have also attracted a lot 
of attention [32–37][. A number of studies have been conducted on 
the dynamics and kinematics of the mecanum wheel (a 
subcategory of omnidirectional wheel)  [38–43]. 

There has been a significant amount of research on the various 
aspects of wheeled locomotion, but it is still not yet feasible to fully 
understand the mechanisms involved in the movement control of 
multiple rovers and mounted arms. For instance, the development 
of systems with multi- rovers with dual manipulators that can 

perform real-time  trajectories while manipulating a common load 
is still in its early stages. 

This paper presents two robust and efficient control algorithms 
based on (i) Optimal Control Allocation (OCA) and (ii) Nonlinear 
Model Predictive Control (NMPC) for a rover robotics system with 
mecanum wheels when the two 7-DOF arms operating a common 
load. The system is an underdetermined one subject to non-
holonomic constraints.  The  control algorithms focus on providing 
an optimal solution to the wheel and joint torque saturation 
problem, which is typically encountered while manipulating a 
large and heavy payload.  

The first control algorithm based on OCA minimizes a 
quadratic cost function (a performance index) consisting of robot 
joint and rover wheel torques, contact forces, and moments using 
only the current state values and the system dynamics. It is 
computationally very efficient. The NMPC algorithm minimizes a 
quadratic cost function which not only includes the current states 
but also the future state estimates, and the control inputs over a 
specified prediction horizon. 

The literature on the application of MPC for robotics is mainly 
focused on linear models. However, the multi-rover dual arm 
coordinating system is highly non-linear and MPC lacks robust 
applications in this area. In this paper, we present a novel NMPC 
discretized technique that incorporates the full non-linear 
characteristics of the multi-rover dual arm system. 

This paper consists of four sections. The first section provides 
the mathematical formulations such as the kinematics and 
dynamics models of the total system including two n-degree 
redundant manipulators, two rovers and a common load. The 
second section presents two novel control algorithms based on 
optimal control allocation (OCA) and non-linear model predictive 
control (NMPC) which are formulated to minimize the wheel 
moments, the joint torques, and contact moments/forces. The third 
section provides the simulation results and discussion, and the 
fourth section provides some concluding remarks and 
recommendations for future work. 

2. Theoretical Formulations 

2.1. The Rover Robotics System  

The system includes two mobile rovers with four mecanum 
wheels and two n-DOF redundant arms attached on the two rovers 
carrying a common load. Figure 1 shows an example of such a 
system with two  rovers and two n-degree arms.  

Table 1 contains the rover and robotics parameters utilized in 
the computer simulations.. The rotation angle ψi  and  the position 
vector 𝑹𝑹�𝒄𝒄𝒄𝒄, provide the pose of the center of mass Ci of the ith 
rover-in the inertial coordinate system, X, Y, Z.  The coordinate 
axes xci , yci , zci  attached to point Ci are obtained via a rotation 
around Z-axis with an angle of ψi.  

The masses associated with the rovers and the wheels are given 
as mci and mwij, respectively for the ith rover and the jth wheel, , 
j=1...4 and i=1,2 for each rover. The distances between the wheel 
centers along the yci and xci-axes are denoted by 2a and 2b, 
respectively. 
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Figure 1: Description of  the rover robotics system 

The wheels have a radius of s and the angle of rotation, and the   
angular rate are denoted as 𝜙𝜙𝑖𝑖𝑖𝑖and, 𝜔𝜔𝑖𝑖𝑖𝑖  , respectively. The rollers 
are attached to the outer rims of the  mecanum wheels as illustrated  
in Figure 1. The angle βij is defined as the angle between  the axis 
of rotation of the roller and the xci  of the jth wheel of the ith rover.  

2.2.  Model of Kinematics 

𝑽𝑽�𝒎𝒎𝒄𝒄𝒎𝒎, the velocity vector of the center of the jth wheel of the ith 
rover  can be determined by the following relationship: 

𝑽𝑽�𝒎𝒎𝒄𝒄𝒎𝒎 =  𝑽𝑽�𝒄𝒄𝒄𝒄 + 𝜴𝜴�𝒄𝒄𝒄𝒄  ×  𝒓𝒓�𝒘𝒘𝒄𝒄𝒎𝒎  
(1) 

𝜴𝜴�𝒄𝒄𝒄𝒄   =  𝜓𝜓𝚤𝚤̇  𝒆𝒆�𝒛𝒛 

(2) 

where 𝑽𝑽�𝒄𝒄𝒄𝒄 is the velocity of the mass center of the rover, 𝜴𝜴�𝒄𝒄𝒄𝒄  is the 
angular velocity vector of the rover and 𝒆𝒆�𝒛𝒛 is a unit vector both 
along the zci, -  axis while 𝒓𝒓�𝒘𝒘𝒄𝒄𝒎𝒎 is the position vector from the 
rover’s mass center  to the wheel center. 

The velocity vector 𝑽𝑽�𝒑𝒑𝒄𝒄𝒎𝒎  , representing the velocity of a point 
P  located at the roller center  can be expressed as 

𝑽𝑽�𝒑𝒑𝒄𝒄𝒎𝒎 =   𝑽𝑽�𝑚𝑚𝑖𝑖𝑖𝑖 + 𝝎𝝎�𝑖𝑖𝑖𝑖   × 𝝆𝝆�𝒄𝒄𝒎𝒎  
(3) 

where 𝝆𝝆�𝒄𝒄𝒎𝒎  is the position vector  from the wheel’s center to the 
point P,  the roller center. 

If the rollers do not slip, 𝑽𝑽�𝒑𝒑𝒄𝒄𝒎𝒎 does not have a component in the 
direction of the axis of roller rotation 𝒆𝒆�𝜷𝜷𝒎𝒎, and can be expressed as  

𝑽𝑽�𝒑𝒑𝒄𝒄𝒎𝒎 .  𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎 =   0 

(4) 

where  𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎 is a unit vector along the roller’s axis of  rotation. 
After carrying out some algebraic manipulations using (3) and (4), 
one can write the following expressions: 

.  
 𝑽𝑽�𝑚𝑚𝑖𝑖𝑖𝑖  . 𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎   +  ( 𝝎𝝎�𝑖𝑖𝑖𝑖   ×  𝝆𝝆�𝒄𝒄𝒎𝒎) . 𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎   = 0  

 
( 𝝎𝝎�𝑖𝑖𝑖𝑖   ×  𝝆𝝆�𝒄𝒄𝒎𝒎)  =  − 𝝎𝝎�𝑖𝑖𝑖𝑖𝑠𝑠𝒆𝒆�𝒙𝒙𝒄𝒄  

𝑽𝑽�𝑚𝑚𝑖𝑖𝑖𝑖   . 𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎   =  𝝎𝝎�𝑖𝑖𝑖𝑖𝑠𝑠 ( 𝒆𝒆�𝒙𝒙𝒄𝒄 . 𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎 ) 
(5) 

where s is the radius of the wheel and  𝒆𝒆�𝒙𝒙𝒄𝒄  is a unit vector in the 
direction of the xci – axis. 

Furthermore, rewriting the equations of constraints by utilizing 
(1) and (5), one can obtain the following relationships: 

𝑽𝑽�𝒄𝒄𝒄𝒄 .  𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎  + �𝜴𝜴�𝒄𝒄𝒄𝒄  ×  𝒓𝒓�𝒘𝒘𝒄𝒄𝒎𝒎 � .  𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎 =  𝝎𝝎�𝑖𝑖𝑖𝑖   𝑠𝑠 ( 𝒆𝒆�𝒙𝒙𝒄𝒄 .𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎 ) 
 

𝑽𝑽�𝒄𝒄𝒄𝒄 .  𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎  + �𝒓𝒓�𝒘𝒘𝒄𝒄𝒎𝒎  ×  𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎� .𝜴𝜴�𝒄𝒄𝒄𝒄  =  𝝎𝝎�𝑖𝑖𝑖𝑖  𝑠𝑠 cos (𝛽𝛽𝑖𝑖𝑖𝑖) 
(6) 

where 𝛽𝛽𝑖𝑖𝑖𝑖  is defined as the angle between the two unit vectors  
𝒆𝒆�𝒙𝒙𝒄𝒄 and 𝒆𝒆�𝜷𝜷𝒄𝒄𝒎𝒎   

 
𝑒𝑒𝛽𝛽𝑖𝑖1𝑇𝑇 =  [𝑐𝑐𝑐𝑐𝑠𝑠(𝛽𝛽𝑖𝑖1),−𝑠𝑠𝑖𝑖𝑠𝑠(𝛽𝛽𝑖𝑖1), 0 ] 

𝑒𝑒𝛽𝛽𝑖𝑖2𝑇𝑇 =  [𝑐𝑐𝑐𝑐𝑠𝑠(𝛽𝛽𝑖𝑖2), 𝑠𝑠𝑖𝑖𝑠𝑠(𝛽𝛽𝑖𝑖2), 0 ] 

𝑒𝑒𝛽𝛽𝑖𝑖3𝑇𝑇 =  [𝑐𝑐𝑐𝑐𝑠𝑠(𝛽𝛽𝑖𝑖3), 𝑠𝑠𝑖𝑖𝑠𝑠(𝛽𝛽𝑖𝑖3), 0 ] 

𝑒𝑒𝛽𝛽𝑖𝑖4𝑇𝑇 =  [𝑐𝑐𝑐𝑐𝑠𝑠(𝛽𝛽𝑖𝑖4),− 𝑠𝑠𝑖𝑖𝑠𝑠(𝛽𝛽𝑖𝑖4), 0 ] 

�̃�𝑟𝑤𝑤𝑖𝑖1𝑇𝑇 =  [𝑎𝑎, 𝑏𝑏, 0 ] 

�̃�𝑟𝑤𝑤𝑖𝑖2𝑇𝑇 =  [𝑎𝑎,−𝑏𝑏, 0 ] 

�̃�𝑟𝑤𝑤𝑖𝑖3𝑇𝑇 =  [−𝑎𝑎, 𝑏𝑏, 0 ] 

�̃�𝑟𝑤𝑤𝑖𝑖4𝑇𝑇 =  [−𝑎𝑎,−𝑏𝑏, 0 ] 
(7) 

One can obtain the following expressions by plugging  (7) into 
(6) and substituting 45o for  𝛽𝛽𝑖𝑖𝑖𝑖: 

𝑽𝑽�𝒄𝒄𝒄𝒄 = �
𝑉𝑉𝑐𝑐𝑖𝑖𝑐𝑐
𝑉𝑉𝑐𝑐𝑖𝑖𝑐𝑐
𝑉𝑉𝑐𝑐𝑖𝑖𝑐𝑐

� =  �
𝑠𝑠(𝜔𝜔𝑖𝑖1 + 𝜔𝜔𝑖𝑖2)/2
𝑠𝑠(𝜔𝜔𝑖𝑖3 −  𝜔𝜔𝑖𝑖1)/2

0
� 

𝜴𝜴�𝒄𝒄𝒄𝒄 = �
Ωcix
Ωciy
Ωciz

� =  �
0
0

𝑠𝑠(𝜔𝜔𝑖𝑖3 −  𝜔𝜔𝑖𝑖1)/(2(𝑎𝑎 + 𝑏𝑏))
� 

𝜔𝜔𝑖𝑖4 =  𝜔𝜔𝑖𝑖1 + 𝜔𝜔𝑖𝑖2 −  𝜔𝜔𝑖𝑖3 
(8) 

The following rotational matrix represents the rotation 
between  the inertial and  the rover body axes: 

Ψ𝑐𝑐𝑖𝑖 = �
cos𝜓𝜓𝑖𝑖 −sin𝜓𝜓𝑖𝑖 0
sin𝜓𝜓𝑖𝑖 cos𝜓𝜓𝑖𝑖 0

0 0 1
�   (9) 

Homogeneous transformation matrix  𝑻𝑻𝒇𝒇
𝒈𝒈  which transforms 

the coordinates between frame-g and frame-f on the robot arm can 
be obtained by  Denavit-Hartenberg (D-H) convention as follows.  

𝑻𝑻𝒇𝒇
𝒈𝒈 =   𝑨𝑨𝒇𝒇+𝟏𝟏  𝑨𝑨𝒇𝒇+𝟐𝟐  ……….  𝑨𝑨𝒈𝒈−𝟏𝟏  𝑨𝑨𝒈𝒈                  f<g 
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𝑨𝑨𝒇𝒇

=  

⎣
⎢
⎢
⎡
cos𝜃𝜃𝑓𝑓𝑖𝑖 −𝑠𝑠𝑖𝑖𝑠𝑠𝜃𝜃𝑓𝑓𝑖𝑖𝑐𝑐𝑐𝑐𝑠𝑠𝛼𝛼𝑓𝑓𝑖𝑖 𝑠𝑠𝑖𝑖𝑠𝑠𝜃𝜃𝑓𝑓𝑖𝑖𝑠𝑠𝑖𝑖𝑠𝑠𝛼𝛼𝑓𝑓𝑖𝑖 𝑎𝑎𝑓𝑓𝑖𝑖 cos𝜃𝜃𝑓𝑓𝑖𝑖
𝑠𝑠𝑖𝑖𝑠𝑠𝜃𝜃𝑓𝑓𝑖𝑖 cos𝜃𝜃𝑓𝑓𝑖𝑖 𝑐𝑐𝑐𝑐𝑠𝑠𝛼𝛼𝑓𝑓𝑖𝑖 −cos𝜃𝜃𝑓𝑓𝑖𝑖 𝑠𝑠𝑖𝑖𝑠𝑠𝛼𝛼𝑓𝑓𝑖𝑖 𝑎𝑎𝑓𝑓𝑖𝑖𝑠𝑠𝑖𝑖𝑠𝑠𝜃𝜃𝑓𝑓𝑖𝑖

0 𝑠𝑠𝑖𝑖𝑠𝑠𝛼𝛼𝑓𝑓𝑖𝑖 𝑐𝑐𝑐𝑐𝑠𝑠𝛼𝛼𝑓𝑓𝑖𝑖 𝑑𝑑𝑓𝑓𝑖𝑖
0 0 0 1 ⎦

⎥
⎥
⎤
    

(10) 

where  𝜃𝜃𝑓𝑓𝑖𝑖 ,𝛼𝛼𝑓𝑓𝑖𝑖  ,𝑑𝑑𝑓𝑓𝑖𝑖 ,𝑎𝑎𝑓𝑓𝑖𝑖  are the parameters related to joint-f 
and link-f on the ith arm, namely 𝑑𝑑𝑓𝑓𝑖𝑖 is the offset,  𝑎𝑎𝒇𝒇𝒄𝒄, is the fth 
link-length , 𝜃𝜃𝑓𝑓𝑖𝑖 is the joint angle and 𝛼𝛼𝑓𝑓𝑖𝑖 is the twist as defined in 
DH convention. 

The following expressions can be used to obtain the Jacobian 
matrices and the first-time derivatives of these matrices associated 
with the rover’s center and any arbitrary point-k on the arm: 

�𝑱𝑱𝒄𝒄𝒌𝒌�
𝒄𝒄
= � 𝒆𝒆𝒛𝒛� 𝒆𝒆𝟏𝟏� . . . 𝒆𝒆𝟕𝟕�
𝒆𝒆𝒛𝒛� ×  𝒓𝒓�𝒄𝒄𝒌𝒌 𝒆𝒆𝟏𝟏� ×  𝒓𝒓�𝟏𝟏𝒌𝒌 . . . 𝒆𝒆𝟕𝟕� × 𝒓𝒓�𝟕𝟕𝒌𝒌

� 

(11) 

�𝑱𝑱�̇𝒄𝒄𝒌𝒌�
𝒄𝒄

= �
𝒆𝒆𝒛𝒛� 𝒆𝒆𝟏𝟏�   … 𝒆𝒆𝟕𝟕�

𝒆𝒆𝒛𝒛� × ( 𝜴𝜴�𝒄𝒄𝒄𝒄 ×  𝒓𝒓�𝒄𝒄𝒌𝒌) 𝒆𝒆𝟏𝟏� × (�̇�𝜃1𝒆𝒆𝟏𝟏� × 𝒓𝒓�𝟏𝟏𝒌𝒌) … 𝒆𝒆𝟕𝟕� × (�̇�𝜃7𝒆𝒆𝟕𝟕� × 𝒓𝒓�𝟕𝟕𝒌𝒌 )� 

(12) 

Where 𝒆𝒆𝒊𝒊�  is the unit vector along the  ith joint rotation axis,   𝒆𝒆𝒛𝒛� 
is the unit vector along 𝜴𝜴�𝒄𝒄𝒄𝒄, and  𝒓𝒓�𝒄𝒄𝒌𝒌 ,  𝒓𝒓�𝒄𝒄𝒌𝒌 are the position vectors 
from ith joint and the rover’s center  to the point k, respectively. 

The linear and angular velocities and accelerations of point k 
on the ith rover arm can be calculated as follows: 

�𝛺𝛺
�𝑘𝑘
𝑉𝑉�𝑘𝑘
�
𝑖𝑖

= �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑖𝑖
�
𝜴𝜴�𝒄𝒄𝒄𝒄 
𝜃𝜃�̇𝑖𝑖
� +  � 0

𝑽𝑽�𝒄𝒄𝒄𝒄
�                                  

(13) 

 

�𝛺𝛺
�̇𝑘𝑘
𝑉𝑉�̇𝑘𝑘
�
𝑖𝑖

= �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑖𝑖
�Ω
�̇𝑐𝑐𝑖𝑖
𝜃𝜃�̈𝑖𝑖
� + �𝐽𝐽�̇�𝑐𝑘𝑘�

𝑖𝑖
�
𝜴𝜴�𝒄𝒄𝒄𝒄
𝜃𝜃�̇𝑖𝑖
� + �

0
𝑉𝑉�̇𝑐𝑐𝑖𝑖
�       

(14) 

where �𝛺𝛺
�𝑘𝑘
𝑉𝑉�𝑘𝑘
�
𝑖𝑖

is a vector consisting of the angular and linear  

velocity vectors of the point k  on the ith arm, respectively while  
𝜃𝜃�̇𝑖𝑖𝑇𝑇 = [ �̇�𝜃i1, �̇�𝜃i2, �̇�𝜃i3,….�̇�𝜃𝑖𝑖𝑖𝑖] is a vector consists of the ith rover-arm 
joint angular rates. 

2.3. Model of Dynamics 

The dynamics equations of motions of the system is derived 
using the Lagrangian formulation.  The total kinetic energy Tt 
consists of  two parts, the  rotational and translational kinetic 
energies of the robotics arms and the rovers. 

𝑇𝑇𝑡𝑡  =  𝑇𝑇𝑡𝑡𝑡𝑡 + 𝑇𝑇𝑡𝑡𝑡𝑡 

(15) 

The angular and translational velocities of the rovers as well 
as that of the robot links’  center of mass can be calculated using 

(14) and (8).  Then, the total kinetic energy of the system can be 
obtained using (15). 

The dynamics equations of motion can be obtained using the 
following Lagrangian formulation: 

𝑑𝑑
𝑑𝑑𝑑𝑑

 �
𝜕𝜕𝑇𝑇𝑡𝑡
𝜕𝜕�̇�𝑞ℎ

� −
𝜕𝜕𝑇𝑇𝑡𝑡
𝜕𝜕𝑞𝑞ℎ

= 𝑄𝑄ℎ,        ℎ = 1, … 2𝑚𝑚 

(16) 

where 𝑞𝑞ℎ and 𝑄𝑄ℎ are the generalized coordinates and forces, 
respectively and  

𝑞𝑞𝑇𝑇 = [𝜙𝜙11,𝜙𝜙12 ,𝜙𝜙13 ,𝜙𝜙21,𝜙𝜙22 ,𝜙𝜙23 ,𝜃𝜃11 … 𝜃𝜃1𝑖𝑖,𝜃𝜃21 … 𝜃𝜃2𝑖𝑖]  

and m=(n+3), n represents the total number of degrees of freedom 
of the  robotics arms.  

Applying (16), the dynamics equations of motions for both 
rovers and the arms can be written in the following form: 

⎣
⎢
⎢
⎢
⎡
𝑮𝑮𝑾𝑾𝑳𝑳 𝑮𝑮𝑾𝑾𝑳𝑳𝑹𝑹 𝑮𝑮𝑾𝑾𝜽𝜽𝑳𝑳 𝑮𝑮𝑾𝑾𝜽𝜽𝑹𝑹

𝑮𝑮𝑾𝑾𝑳𝑳𝑹𝑹
𝑻𝑻 𝑮𝑮𝑾𝑾𝑹𝑹 𝑮𝑮𝑾𝑾𝜽𝜽𝑳𝑳 𝑮𝑮𝑾𝑾𝜽𝜽𝑹𝑹

𝑮𝑮𝑾𝑾𝜽𝜽𝑳𝑳
𝑻𝑻 𝑮𝑮𝑾𝑾𝜽𝜽𝑳𝑳

𝑻𝑻 𝑮𝑮𝜽𝜽𝑳𝑳 𝑮𝑮𝜽𝜽𝑳𝑳𝑹𝑹
𝑮𝑮𝑾𝑾𝜽𝜽𝑹𝑹
𝑻𝑻 𝑮𝑮𝑾𝑾𝜽𝜽𝑹𝑹

𝑻𝑻 𝑮𝑮𝜽𝜽𝑳𝑳𝑹𝑹
𝑻𝑻 𝑮𝑮𝜽𝜽𝑹𝑹 ⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡𝚽𝚽�̈𝑳𝑳
𝚽𝚽�̈𝑹𝑹
𝜽𝜽�̈𝑳𝑳
𝜽𝜽�̈𝑹𝑹 ⎦

⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎡
𝒄𝒄�𝑳𝑳
𝒄𝒄�𝑹𝑹
𝒄𝒄�𝜽𝜽𝑳𝑳
𝒄𝒄�𝜽𝜽𝑹𝑹⎦

⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡𝑴𝑴
� 𝑳𝑳

𝑴𝑴� 𝑹𝑹
𝝉𝝉�𝜽𝜽𝑳𝑳
𝝉𝝉�𝜽𝜽𝑹𝑹⎦

⎥
⎥
⎥
⎤
    

(17) 

where 𝐺𝐺 is the mass / inertia matrix (a positive definite matrix)  
and,  𝚽𝚽�̈𝑳𝑳, , 𝚽𝚽�̈𝑹𝑹 are the wheels’ angular accelerations for the two 
rovers i=L and R, and 𝜽𝜽�̈𝑳𝑳,  𝜽𝜽�̈𝑹𝑹 are the joint rotational accelerations 
for the two manipulators, i=L and R,  respectively. The indices L 
and R are  referred to the first and second rover and robotics arm, 
respectively. 

The non-linear Coriolis and centrifugal terms are represented 
by 𝒄𝒄�𝑳𝑳𝐿𝐿, 𝒄𝒄�𝑹𝑹, 𝒄𝒄�𝜽𝜽𝑳𝑳 , and 𝒄𝒄�𝜽𝜽𝑹𝑹 .  and 𝝉𝝉�𝜽𝜽𝑳𝑳  𝝉𝝉�𝜽𝜽𝑹𝑹are the joint control torques 
for the two robot manipulators. Finally, 𝑴𝑴� 𝑳𝑳,𝑴𝑴�𝑹𝑹are the  wheel 
control moments for the two rovers.  

 Φ�̇𝑖𝑖𝑇𝑇 = [ 𝜔𝜔𝑖𝑖1 ,𝜔𝜔𝑖𝑖2,𝜔𝜔𝑖𝑖3 ] includes the wheels angular rates of the ith 
rover, i=L and R for two rovers. If there is no slip, the fourth wheel 
angular rate can be calculated using (8).  

2.4.  Optimal Control Allocation (OCA) Technique 

The robotics system composed of two rovers and two 
redundant arms is an undetermined because of the excessive 
number of sensors and actuators used to control the motions of the 
links and rovers. 

A novel two-stage optimal control technique is derived in this 
section and the control system block diagram is provided in 
Figure 2a. 

The first stage of the diagram generates the reference 
trajectories for the end-effectors corresponding to a given payload 
trajectory. The Impedance control equations representing this first 
stage are provided in (18). These equations are developed in [2]. 

 

𝑋𝑋�̈𝑖𝑖 = 𝑀𝑀𝑖𝑖
−1𝐵𝐵 �𝑋𝑋�̇𝑑𝑑𝑖𝑖 −  𝑋𝑋�̇𝑖𝑖� + 𝑀𝑀𝑖𝑖

−1𝐾𝐾{𝑋𝑋�𝑑𝑑𝑖𝑖 −  𝑋𝑋�𝑖𝑖}, 

𝑖𝑖 = 𝐿𝐿,𝑅𝑅 
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(18) 

where,𝑀𝑀𝑖𝑖 ,𝐾𝐾 𝐵𝐵, are 6x6 positive definite matrices and are chosen 
in accordance with the tracking performance requirements.  𝑋𝑋�𝑖𝑖. (i 
varies between L and R for each arm) are the  end-effector  
trajectories while 𝑋𝑋�𝑑𝑑𝑖𝑖.correspond to the reference trajectories of 
the attachment points on the common load.  

Figure 2: a. Optimal  control system block diagram – Two Stage Control 

The expressions for 𝑋𝑋�𝑖𝑖 and 𝑋𝑋�̇𝑖𝑖  can be written as follows: 

𝑋𝑋�𝑖𝑖 = �𝛺𝛺
�𝑘𝑘
𝑉𝑉�𝑘𝑘
�
𝑖𝑖

  

(19) 

𝑋𝑋�̇𝑖𝑖 =  �𝛺𝛺
�̇𝑘𝑘
𝑉𝑉�̇𝑘𝑘
�
𝑖𝑖

 

(20) 

where k point is the end-effector for the ith arm. Performing the 
least-square minimization of joint rates, the inverse kinematics of 
the robotics system can be solved as the following: 

 

�
𝜴𝜴�𝒄𝒄𝒄𝒄 
𝜃𝜃�̇𝑖𝑖
� =  𝑊𝑊𝑖𝑖

−1 �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑖𝑖

𝑇𝑇
𝑈𝑈𝑖𝑖−1 𝑋𝑋�̇𝑖𝑖            

(21) 

�Ω
�̇𝑐𝑐𝑖𝑖
𝜃𝜃�̈𝑖𝑖
�  =  𝑊𝑊𝑖𝑖

−1 �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑖𝑖

𝑇𝑇
𝑈𝑈𝑖𝑖−1 �𝑋𝑋�̈𝑖𝑖 −  �𝐽𝐽�̇�𝑐𝑘𝑘�

𝑖𝑖
�
𝜴𝜴�𝒄𝒄𝒄𝒄 
𝜃𝜃�̇𝑖𝑖
��            

(22) 

𝑈𝑈𝑖𝑖 =  �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑖𝑖
𝑊𝑊𝑖𝑖

−1 �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑖𝑖

𝑇𝑇
 

(23) 

where 𝑊𝑊𝑖𝑖 is a square positive definite weighting matrix with the 
dimensions of (n+3) by (n+3).  

The second stage in the block diagram is predicated on 
optimal control allocation (OCA). The mathematical model is 
provided below. 

The performance index (a cost function) C is formulated to 
minimize the wheel moments 𝑴𝑴�𝑳𝑳,𝑴𝑴�𝑹𝑹  and the joint torques 
𝝉𝝉�𝜽𝜽𝑳𝑳  𝝉𝝉�𝜽𝜽𝑹𝑹, and  the contact moments and forces 𝑵𝑵�𝒄𝒄 and 𝑭𝑭�𝒄𝒄 applied 
by the end-effectors on the common load  

The performance index C can be expressed as: 

𝐶𝐶 =
1
2

 �̃�𝑆𝑇𝑇 𝐻𝐻�̃�𝑆 + �̃�𝜆𝑇𝑇 𝐸𝐸�  

(24) 

𝐻𝐻 is a  (2n+18, 2n+18) positive definite weighting matrix,   
�̃�𝜆 is the ((2n+12), 1) Lagrangian multiplier and 𝐸𝐸� vector 
includes the equations of constraints and can be calculated as 
shown in (26). 

The  �̃�𝑆  vector  contains the contact forces / moments, the 
wheel moments as well as the joint torques for the two arms and 
rovers as described below: 

�̃�𝑆𝑇𝑇 =  �𝑄𝑄�𝐿𝐿,𝑄𝑄�𝑅𝑅 ,𝑀𝑀�𝐿𝐿,𝑀𝑀�𝑅𝑅  , �̃�𝜏𝜃𝜃𝐿𝐿  �̃�𝜏𝜃𝜃𝑅𝑅  � 

𝑄𝑄�𝑖𝑖 = �𝑁𝑁
�𝑖𝑖
𝐹𝐹�𝑖𝑖
� 

(25) 

 

The 𝐸𝐸�  vector is provided below: 

𝐸𝐸� =  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝑚𝑚𝑡𝑡�̈�𝑥𝑡𝑡 −  𝐹𝐹�𝐿𝐿 − 𝐹𝐹�𝑅𝑅
�𝐼𝐼𝑡𝑡𝛺𝛺�𝑡𝑡 + 𝛺𝛺�𝑡𝑡 × 𝐼𝐼𝑡𝑡Ω�𝑡𝑡� − [ 𝑁𝑁�𝐿𝐿 + 𝑁𝑁�𝑅𝑅 −  �̃�𝑑𝐿𝐿  ×   𝐹𝐹�𝐿𝐿 − �̃�𝑑𝑅𝑅  ×  𝐹𝐹�𝑅𝑅]

⎣
⎢
⎢
⎢
⎢
⎡ 𝐺𝐺𝑊𝑊𝐿𝐿 𝐺𝐺𝑊𝑊𝐿𝐿𝑅𝑅 𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿 𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅

𝐺𝐺𝑊𝑊𝐿𝐿𝑅𝑅
𝑇𝑇 𝐺𝐺𝑊𝑊𝑅𝑅 𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿 𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅

𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿
𝑇𝑇 𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿

𝑇𝑇 𝐺𝐺𝜃𝜃𝐿𝐿 𝐺𝐺𝜃𝜃𝐿𝐿𝑅𝑅
𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅
𝑇𝑇 𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅

𝑇𝑇 𝐺𝐺𝜃𝜃𝐿𝐿𝑅𝑅
𝑇𝑇 𝐺𝐺𝜃𝜃𝑅𝑅 ⎦

⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡Φ�̈𝐿𝐿

Φ�̈𝑅𝑅

𝜃𝜃�̈𝐿𝐿
𝜃𝜃�̈𝑅𝑅 ⎦

⎥
⎥
⎥
⎥
⎤

−

⎣
⎢
⎢
⎢
⎡ 𝑐𝑐�𝐿𝐿𝑐𝑐�𝑅𝑅
𝑐𝑐�𝜃𝜃𝐿𝐿
𝑐𝑐�𝜃𝜃𝑅𝑅⎦

⎥
⎥
⎥
⎤
−

⎣
⎢
⎢
⎢
⎡𝑀𝑀�𝐿𝐿
𝑀𝑀�𝑅𝑅
𝜏𝜏�𝜃𝜃𝐿𝐿
𝜏𝜏�𝜃𝜃𝑅𝑅⎦

⎥
⎥
⎥
⎤

 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

(26) 

where 𝑥𝑥�̈𝑡𝑡 ,𝑚𝑚𝑡𝑡  are the translational acceleration and the mass of 
the common load, respectively and.  �̃�𝑑𝑖𝑖𝑇𝑇 = ( 𝑥𝑥𝑖𝑖 ,   𝑦𝑦𝑖𝑖 ,   𝑧𝑧𝑖𝑖 )  is the 
position vector measured from the ith arm’s contact point to the 
load’s mass center, while 𝛺𝛺�𝑡𝑡  and 𝐼𝐼𝑡𝑡  are the angular rate and the 
inertia matrix of the common load around its center of mass.  

Once can minimize the performance index C by taking the 
derivative of C with respect to �̃�𝜆𝑖𝑖 and  �̃�𝑆  to obtain the minimum 
norm of wheel moments, joint torques, as well as the contact 
moments /force  exerted by the end-effectors on the common load. 

𝜕𝜕𝐶𝐶
𝜕𝜕�̃�𝑆

= 0�  

(27) 

and   
𝜕𝜕𝐶𝐶
𝜕𝜕�̃�𝜆

=  0�  

(28) 
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One can obtain the minimum norm of �̃�𝑆  containing the wheel 
moments,  joint torques, as well as  the contact force and moments 
by making use of  the equations (27) and (28). 

�̃�𝑆 = Δ−1 𝑃𝑃� 

(29) 

where Δ is a ((2n + 18), (2n + 18)) square matrix and Δ  and 𝑃𝑃� 
are presented as follows: 

Δ =  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 𝐻𝐻𝑁𝑁𝐿𝐿 0 −𝐻𝐻𝑁𝑁𝑅𝑅 0 −𝐻𝐻𝜏𝜏𝐿𝐿 �𝐽𝐽𝑐𝑐𝑘𝑘�

𝐿𝐿

𝑇𝑇
𝑊𝑊𝜏𝜏𝑅𝑅 �𝐽𝐽𝑐𝑐𝑘𝑘�

𝑅𝑅

𝑇𝑇

(𝐷𝐷𝐿𝐿 − 𝐷𝐷𝑅𝑅)𝐻𝐻𝑁𝑁𝐿𝐿 𝐻𝐻𝐹𝐹𝐿𝐿 0 −H𝐹𝐹𝑅𝑅 (𝐷𝐷𝑅𝑅 − 𝐷𝐷𝐿𝐿 − 1 ) �𝐽𝐽𝑐𝑐𝑘𝑘�
𝐿𝐿

𝑇𝑇
𝑊𝑊𝜏𝜏𝑅𝑅 �𝐽𝐽𝑐𝑐𝑘𝑘�

𝑅𝑅

𝑇𝑇

0 1 0 1 0 0
1 −𝐷𝐷𝐿𝐿 1 𝐷𝐷𝑅𝑅 0 0

�𝐽𝐽𝑐𝑐𝑘𝑘�
𝐿𝐿1

𝑇𝑇
�𝐽𝐽𝑐𝑐𝑘𝑘�

𝐿𝐿2

𝑇𝑇
0 0 1 0

0 0 �𝐽𝐽𝑐𝑐𝑘𝑘�
𝑅𝑅1

𝑇𝑇
�𝐽𝐽𝑐𝑐𝑘𝑘�

𝑅𝑅2

𝑇𝑇
0 1 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

(30) 

𝑃𝑃� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡ 0�

0�
0�
0�

𝑚𝑚𝑡𝑡𝑥𝑥�̈𝑡𝑡
�𝐼𝐼𝑡𝑡Ω�̇𝑡𝑡 + 𝛺𝛺�𝑡𝑡 × 𝐼𝐼𝑡𝑡𝛺𝛺�𝑡𝑡�

⎣
⎢
⎢
⎢
⎢
⎡ 𝐺𝐺𝑊𝑊𝐿𝐿 𝐺𝐺𝑊𝑊𝐿𝐿𝑅𝑅 𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿 𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅

𝐺𝐺𝑊𝑊𝐿𝐿𝑅𝑅
𝑇𝑇 𝐺𝐺𝑊𝑊𝑅𝑅 𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿 𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅

𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿
𝑇𝑇 𝐺𝐺𝑊𝑊𝜃𝜃𝐿𝐿

𝑇𝑇 𝐺𝐺𝜃𝜃𝐿𝐿 𝐺𝐺𝜃𝜃𝐿𝐿𝑅𝑅
𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅
𝑇𝑇 𝐺𝐺𝑊𝑊𝜃𝜃𝑅𝑅

𝑇𝑇 𝐺𝐺𝜃𝜃𝐿𝐿𝑅𝑅
𝑇𝑇 𝐺𝐺𝜃𝜃𝑅𝑅 ⎦

⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎡Φ�̈𝐿𝐿

Φ�̈𝑅𝑅

𝜃𝜃�̈𝐿𝐿
𝜃𝜃�̈𝑅𝑅 ⎦

⎥
⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡ 𝑐𝑐�𝐿𝐿𝑐𝑐�𝑅𝑅
𝑐𝑐�𝜃𝜃𝐿𝐿
𝑐𝑐�𝜃𝜃𝑅𝑅⎦

⎥
⎥
⎥
⎤

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

(31) 

𝐷𝐷𝑖𝑖 =  �
 0 −𝑧𝑧𝑖𝑖    𝑦𝑦𝑖𝑖

  𝑧𝑧𝑖𝑖   0 −𝑥𝑥𝑖𝑖
−𝑦𝑦𝑖𝑖    𝑥𝑥𝑖𝑖   0

� 

(32) 

2.5. Non-linear Model Predictive Control (NMPC) Technique 

The control block diagram of the NMPC is illustrated in 
Figure.2b. It replaces the second stage of the model in Figure.2a. 
The reference trajectory shown in this diagram is the output of the 
first stage, i.e., the impedance control trajectory generation. 
However, in this case, the future state estimates are also taken into 
account to estimate the future reference trajectory values. 

A robust NMPC algorithm is implemented by optimizing a 
performance index of the system which considers the predictions 
of the output signal and the constraints on the states, outputs and 
inputs as illustrated in Figure 2b. 

The main difference between the Optimal Control Allocation 
(OCA) and the Non-linear Model Predictive Control (NMPC) is 
that the latter utilizes a model to predict and control future 
behavior, while the former only takes into account the current and 
the past. 

 
Figure 2: b  Nonlinear Model Predictive Control (NMPC) block diagram  

The optimization process carried out through the NMPC 
algorithm is performed at each control interval to predict the 
system's future behavior. It involves implementing various 
optimization problems related to the cost functions and 
constraints. The cost function is a type of scalar which needs to  
be minimized at intervals to assess the system's performance. 

Besides the cost functions, the system also has to perform 
under various constraints to check its performance. These include 
the plant output and states. The modified states are adjusted 
depending on the constraints that are applied to the system. 

The conventional MPC formulation for the multi-rover 
nonlinear system can be written as:  

𝑪𝑪 = � � �𝒚𝒚�(𝒕𝒕)– 𝒚𝒚�𝒓𝒓(𝒕𝒕)�𝑻𝑻𝑲𝑲�𝒚𝒚�(𝒕𝒕)– 𝒚𝒚�𝒓𝒓(𝒕𝒕)�
𝑇𝑇𝑝𝑝

0

+ 𝑺𝑺�𝑇𝑇(𝑑𝑑) 𝑯𝑯 𝑺𝑺�  (t)� 𝒅𝒅𝒕𝒕  
subject to: 

𝒚𝒚�̇ = 𝒈𝒈�(𝒚𝒚�) + 𝑳𝑳 𝑺𝑺�

𝒛𝒛� = 𝒈𝒈�𝒛𝒛(𝒚𝒚�) + 𝑯𝑯 𝑺𝑺�
 

𝒚𝒚�(0) = 𝒚𝒚�(𝑑𝑑0) 
(33) 

where 𝑇𝑇𝑝𝑝  is the prediction horizon;  𝑲𝑲  and  𝑯𝑯  are (2(2n+6) x 
2(2n+6)) and ((2n+18) x (2n+18)) positive definite square 
weighting matrices, respectively;  𝒈𝒈�(𝒚𝒚�),𝒈𝒈�𝒛𝒛(𝒚𝒚�),𝑳𝑳,𝑯𝑯 are part of 
the nonlinear system equations. 

Also,  𝒚𝒚�(t)𝐓𝐓 = [𝑞𝑞𝑇𝑇, �̇�𝑞𝑇𝑇] , is a (1 x 2(6+2n)) state vector, 𝑞𝑞𝑇𝑇 
vector is previously defined in Eq.(16),  and 𝒚𝒚�𝒓𝒓(t) is the reference 
/ desired states.  

The non-linear system can now be described with an exact 
quasi linear parameter varying realization:  

𝒚𝒚�(𝑘𝑘𝑡𝑡 + 1) = 𝑨𝑨��𝒈𝒈�(𝑘𝑘𝑡𝑡)�𝒚𝒚�(𝑘𝑘𝑡𝑡) + 𝑩𝑩��𝒈𝒈�(𝑘𝑘𝑡𝑡)� 𝑺𝑺�(𝑘𝑘𝑡𝑡) 

𝒛𝒛�(𝑘𝑘𝑡𝑡) = 𝑪𝑪��𝒈𝒈�(𝑘𝑘𝑡𝑡)�𝒚𝒚�(𝑘𝑘𝑡𝑡) + 𝑫𝑫��𝒈𝒈�(𝑘𝑘𝑡𝑡)� 𝑺𝑺�(𝑘𝑘𝑡𝑡) 

𝒈𝒈�(𝑘𝑘𝑡𝑡) = 𝒇𝒇𝒈𝒈�𝒚𝒚�(𝑘𝑘𝑡𝑡)� 

(34) 

where 𝑘𝑘𝑡𝑡  is the sampling instant and 𝒛𝒛�(𝑘𝑘𝑡𝑡)  is a vector of the 
measured outputs at instant 𝑘𝑘𝑡𝑡. 

The NMPC is employed at each sampling instant𝑘𝑘𝑡𝑡.and the 
discrete states 𝒚𝒚�(𝑘𝑘𝑡𝑡 . )  and control inputs 𝑺𝑺�(𝑘𝑘𝑡𝑡 . )  are obtained 
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minimizing the following performance index i.e., the Cost 
Function: 

 

𝐶𝐶 =
1
2
��

 �𝒚𝒚�(𝑘𝑘𝑡𝑡 . +𝑖𝑖)– 𝒚𝒚�𝒓𝒓(𝑘𝑘𝑡𝑡 . +𝑖𝑖)�𝑇𝑇  𝐾𝐾   �𝒚𝒚�(𝑘𝑘𝑡𝑡 . +𝑖𝑖)– 𝒚𝒚�𝒓𝒓(𝑘𝑘𝑡𝑡 . +𝑖𝑖)�    

                    + 𝑺𝑺�(𝑘𝑘𝑡𝑡 . +𝑖𝑖 − 1 )𝑇𝑇  𝐻𝐻   𝑺𝑺�(𝑘𝑘𝑡𝑡 . +𝑖𝑖 − 1)
�

𝑁𝑁𝑃𝑃

𝑖𝑖=1

 

 

subject to   
 

𝒚𝒚�(𝑘𝑘𝑡𝑡  + 𝑖𝑖 + 1) = 𝑨𝑨��𝒈𝒈�(𝑘𝑘𝑡𝑡  + 𝑖𝑖)�𝒚𝒚�(𝑘𝑘𝑡𝑡  + 𝑖𝑖) + 𝑩𝑩��𝒈𝒈�(𝑘𝑘𝑡𝑡  + 𝑖𝑖)� 𝑺𝑺�(𝑘𝑘𝑡𝑡  + 𝑖𝑖) 

 

𝒛𝒛�(𝑘𝑘𝑡𝑡  + 𝑖𝑖) = 𝑪𝑪��𝒈𝒈�(𝑘𝑘𝑡𝑡  + 𝑖𝑖)�𝒚𝒚�(𝑘𝑘𝑡𝑡  + 𝑖𝑖) + 𝑫𝑫��𝒈𝒈�(𝑘𝑘𝑡𝑡  + 𝑖𝑖)� 𝑺𝑺�(𝑘𝑘𝑡𝑡  + 𝑖𝑖) 

(35) 

3. Computer Simulation Results and Discussion 

The results of the computer simulations and their discussions 
are presented in this section. First, a prescribed trajectory for the 
common payload's center mass is generated. Then, the desired 
(reference) trajectories for the two end-effectors are obtained using 
a method known as the impedance control technique (shown as the 
first stage in the block diagram). 

The goal of the simulation is to obtain the minimum joint and 
rover wheel torques and contact forces while simultaneously 
tracking the desired end-effector pose using the developed two 
different control algorithms (i) OCA and (ii) NMPC. 

The parameters for the robotic arms and the rovers employed 
in the computer simulations are presented in Table 1. A mini 
version of the SSRMS is utilized.  

Table 1:  The System Parameters Utilized in the Computer Simulation 

Description of Hardware 
Configuration Items 

Dimensions 
(m)  

Mass (kg) 

Rovers-(#1 and #2) (0.5x0.5x0.3)  40 
Common Load (0.4x1x0.4) 10 
Link #1 (0.1x0.1x0.1)  1 
Link #2 (0.1x0.1x0.1) 1 
Link #3 (1x0.1x0.1) 3 
Link #4 (1x0.1x0.1) 5 
Link #5 (0.1x0.1x0.1) 3 
Link #6 (0.1x0.1x0.1) 1 
Link #7 (1x0.1x0.1) 3 

The desired trajectories for the rotational and translational 
motions of the common load are presented with time in Figure 3. 

The minimum norm of the contact moments /forces,  the joint 
torques, as well as the control forces and moments on Rovers 1 and 
2 are plotted in Figure 4a-m using OCA and NMPC algorithms. 
The non-optimum joint torques (in blue),  the joint torques realized 
by application of OCA algorithm (in red) and by  NMPC algorithm 
(in yellow) are plotted for comparison purposes. The comparison 

of the plots illustrates that the NMPC is superior and then followed 
by OCA. 

 

 
Figure 3: Variation of the reference  trajectory for the common load 

 

Figure 4: a Variation of the Joint 3 Torque obtained by Non-optimal,  OCA, 
NMPC Algorithms (Arm 1)
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Figure 4: b-Variation of the Joint 4 Torque obtained by Non-optimal,  OCA, 

NMPC Algorithms (Arm 1) 

Figure 4: c Variation of the Joint 5 Torque obtained by Non-optimal,  OCA, 
NMPC Algorithms (Arm 1) 

 
Figure 4: d Variation of the Joint 3 Torque obtained by Non-optimal,  OCA, 
NMPC Algorithms (Arm 2) 

 
Figure 4: e Variation of the Joint 4 Torque obtained by Non-optimal,  OCA, 

NMPC Algorithms (Arm 2) 

Figure 4: f Variation of the Joint 5 Torque obtained by Non-optimal,  OCA, 
NMPC Algorithms (Arm 2) 

 

 
Figure 4: g Variation of the Contact Forces on Payload  by Non-optimal,  OCA, 
NMPC Algorithms (Arm 1) 
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Figure 4: h Variation of the Contact Forces on Payload  by Non-optimal,  OCA, 
NMPC Algorithms (Arm 2) 

Figure 4: i Variation of the Contact Moments on Payload  by Non-optimal,  
OCA, NMPC Algorithms (Arms 1 and 2) 

Again, the NMPC is superior to OCA in obtaining minimum 
contact moments / forces applied to the common load while the 
two end-effectors are carrying a common load. 

 
Figure 4j Variation of the Control Forces on Rover 1  by Non-optimal,  OCA, 

NMPC Algorithms (Rover 1) 

 
Figure 4: k Variation of the Control Forces on Rover 2  by Non-optimal,  OCA, 

NMPC Algorithms (Rover 2) 

 
Figure 4: l Variation of the Control Moment on Rover 1  by Non-optimal,  OCA, 

NMPC Algorithms (Rover 1) 

Figure 4: m Variation of the Control Moment on Rover 2  by Non-optimal,  OCA, 
NMPC Algorithms (Rover 2) 
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A comparative analysis shows that again NMCP is superior to 
OCA in obtaining minimum norm of control moments and forces 
for Rovers 1 and 2.  

The time variations of joint angular accelerations are shown in 
Figure 5. 

 

Figure 5: Variation of joint angular accelerations for the first and second arm 

The joint accelerations are integrated to calculate rotational  
rates and angles using (13) and are presented in Figure 6. 

 
 

 

 
Figure 6: Variation of  joint angular rates and angles for the first and second arm 

The  trajectories of the point C,  the center of mass of the two 
rovers are determined by (22) and (8) and are shown in Figure 7. 
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Figure 7: Variation of Rover 1 and 2 positions and orientations with time 

The wheel angles of the two rovers are  calculated  utilizing 
(22) and are presented in Figure 8. 

 

 

Figure 8   Variation of angles of rotations for rover wheels - rovers 1 and 2 

Conclusions and Future Work 

The paper presented two novel control algorithms for motion 
and force control of a multi-rover  robotics system when the two 
end-effectors carrying a common load. One algorithm is predicated  
on  Optimal Control Allocation (OCA) and the other is a 
discretized (ii) Nonlinear Model Predictive Control (NMPC) 
algorithm.  

The paper focused on developing  robust and computationally 
efficient real-time control algorithms that can minimize the 
performance index consisting of the norm of the rovers control 
moments / forces,  the joint torques, , as well as the contact 
moments / forces applied to the common load by two end-
effectors.  

The norm of wheel moments, joint torques, and the contact 
moments and forces were minimized to resolve the torque / 
moment saturation problem often seen while carrying a common 
load. The paper also presented a minimum norm solution for an 
underdetermined system subject to non-holonomic constraints 
Moreover, the developed control algorithm also provided a real-
time capability of trajectory for both the rovers and the arms while 
carrying  a common load. 

The system consisting of multi-rover with a dual arm was 
highly non-linear. The linear MPC technique on which most of the 
previous studies relied was not adequate. On the other hand, the 
computational complexity of a generic NMPC algorithm was very 
demanding. Therefore, in this paper, an elegant discretized 
technique with exact realization was implemented to take into 
account the full non-linear model and yet  provide a simple real-
time solution satisfying  a minimum performance index subject to 
constraints. 

The results of the computer simulations illustrated that the two 
algorithms OCA and NMPC worked efficiently. They were able to 
realize  the minimum contact forces and moments and rover wheel 
moments and forces, joint torques, while manipulating a common 
load and tracking a reference load trajectory. In addition,  the 
minimal norm solution also satisfied the non-holonomic 
constraints. 

The results  revealed that the optimization scheme used by the 
NMPC algorithm was the most effective when it came to achieving 
the lowest joint torques and forces. It was then followed by the 
OCA algorithm and the conventional least square method, 
respectively. 

The authors are currently working on a research project to build 
a testbed to experimentally validate the computer simulation 
results. The comparisons of experimental and simulation results 
will be part of the future research work. Furthermore, the authors 
assumed no slippage occurred. However, the maximum driving 
force of each wheel is limited by the dynamic friction coefficient 
and the magnitude of the normal force acting on it. If this is 
exceeded, this assumption will no longer be valid. The normal 
forces will be incorporated in the dynamics model for the future 
work. 
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Edge detection-based image steganography schemes usually embed data in edge pixels only.
However, some schemes embed data in non-edge pixels as well. In that case, the schemes
embed more bits in the edges than in the smoothed areas. In all cases, the schemes perform
large changes in a tiny area of the image during small data embedding. Detecting such local
modifications is comparatively easier for a steganalyzer. As a result, it is preferable to distribute
bits evenly across the image. Again, the schemes struggle to hide large messages in a cover
image due to the algorithmic approach of hiding a fixed number of bits per pixel. In this research,
we have overcome that problem by employing multiple edge detectors in generating a resultant
edge image. Depending on the embedding needs, we have checked whether a single edge
detector is sufficient to help in conceiving all bits or not. If it is not possible for a single-edge
detector, we have hybridized them. Hybridization of edge images is performed either by logical
AND, OR or OR with dilation. When the message size is very small, we have generated the
resultant edge image by doing a logical AND operation among the edge images. That strategy
have reduced the number of edge pixels as well as helped in distributing the to-be-embedded bits
over the image in a more evenly manner. Similarly, to meet a larger embedding demand, we have
performed a logical OR operation among the same edge images to increase the number of edge
pixels. Even, to meet more embedding demand, we have dilated the OR-resultant image. These
processes were carried out dynamically in the research according to an embedding demand.
The experimental results deduce that this scheme embeds 92.37%, 73.92%, 74.78%, and 9.60%
more bits than four competing methods. Similarly, for small embedding demand, the proposed
scheme demonstrates 37.45%, 46.87%, 44.21%, and 55.56% higher PSNR values than the
others. Moreover, statistical analyses state that this scheme demonstrates stronger security
against attacks.

1 Introduction

In steganography, an embedding method implants a secret in a cover
media such as a text file, digital image, audio, video, IP protocol,
bio-signals, DNA sequence, etc [1]. By implanting secrets in a
media, these methods modify the contents of that cover media. That
modified media is then known as stego media. As a cover media,
digital images are widely used in steganography because of their
higher degree of redundant information [2]. The performance of
image steganography is mainly measured by a set of features like
payload, imperceptibility, and security of stego image [3]. Steganog-
raphy methods work in either spatial domain, transform coefficients
or created residues [1]. In the spatial domain, the confidential in-
formation is concealed in either pixel values or to their processed
values [4]–[6]. There a very commonly used method is least signifi-

cant bit (LSB) substitution. In the transformed domain, the schemes
first transform image contents, e.g., by wavelet transform, Fourier
transform, etc., and then implant secrets in these coefficients [7]. In
residue-based methods, the schemes implant secrets, generally, in
pixel value differences (PVD) and prediction errors [8].

In terms of blindness, these schemes are categorized as re-
versible [6], [9]–[21] and irreversible [4, 5], [22]–[33] groups. In
reversible steganography, the receiver rebuilds the cover image from
the stego image in addition to extracting the desired secret mes-
sage. On the other hand, the irreversible schemes extract the secrets
only. Irreversible schemes are easy to implement and provide higher
embedding capacity. For this, our research focuses on irreversible
techniques. We concentrate our research target on the spatial domain
only.

Machine learning is frequently used in cancer and kidney stone
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detection, image retrieval, and brain stroke [34]–[39]. Many of
such applications use edge detection algorithm for localizing and
visualizing target area in image and data. Before applying machine
learning, if one wishes to implant privacy-preserving and security-
related data [40]–[42] in the detected edge information that could be
a promising technique to be used in the tele-medicine applications.
Therefore, it is interesting to associate an edge detection method to
divide the image contents into the edge and non-edge areas and to
hide the data there [5, 6, 10, 31, 43].

In [22], [24], [33], [6], [2], the author used Canny edge detector
to identify edge and non-edge pixels. All of the schemes used the
LSB substitution method to hide data bits. In [25], [28] the author
worked with different authors and applied a Canny edge detector in
both cases to detect edge pixels. In [25] and [28], authors implanted
data bits using reduplicated exploiting on the modification direction
(REMD) and hybrid Hamming codes, respectively. In [8], the au-
thor employed a Canny edge detector as well and applied exclusive
OR operation as a part of their embedding process. In [23], the
author did the same but partitioned the image first into blocks. In
addition to data implantation tasks, these schemes tried to their own
ways to maintain a better visual quality in their stego images. In [3]
and [31], the author used hybrid edge detection techniques in their
data hiding process. They measured pixel value differences (PVD)
first to decide the number of implanted bits per pixel and then used
the LSB substitution method for data hiding. In [30], the author
associated the Canny edge detector and PVD in their data hiding
technique as well.

In [1] and [27], the author employed fuzzy edge detector to
detect edge pixels and then used LSB substitution approach to im-
plant the secrets into these detected edge pixels. In [1], the author
used a chaotic method as a pre-processing task to encrypt the secret
message.

Some authors first used multiple edge detectors using diverse
edge operators, e.g., Canny, Sobel, and Fuzzy operators, and then
hybridized these edge images to increase the number of edge pixels
[4] in the resultant edge image. They used the LSB substitution
method in their data implantation phase. To minimize the distor-
tion of [4], in [26], the author divided the image into blocks and
thereafter, they applied a hybridization process to these detected
edge images. In [31], the author used another hybrid edge detection
technique. He, additionally, performed a morphological dilation
operator in their data-hiding phase to increase embedding capacity.
In [32], the author hybridized the edge images by logical AND
operator to increase the stego image quality while implanting small
sized messages. In [5], the author proposed another edge detection
based steganography method. They tested their scheme for Canny,
Sobel, and Fuzzy-based edge detectors. They used the renown LSB
substitution method to implant data bits. In [29], Ghosal proposed
a steganography scheme using the Kirsch edge detection method
where they implanted the message bits into each triplet of pixels.
Therefore, the embedding capacity is low.

In this study, we have proposed a new hybrid edge detection-
based embedding process where it embeds more bits in edge pixels
than non-edge ones. The proposed scheme employs multiple edge
detection methods and finds the best detector for what the demanded
message bits are just conceivable. Depending on embedding de-
mand, it determines whether a single edge detector is capable to

help in hiding entire secrets. If the size of the secret message is too
small or very high than the embedding capacity by using a single
edge detector, it hybridizes the edge images in both cases. When
the message length is too small, the proposed scheme hybridizes
edge images by logical AND operator to reduce the number of edge
pixels. The number of edge images is employed in the AND opera-
tion depending on the message length. The resultant edge image
helps the embedding algorithm to distribute the secret bits in the
cover image more evenly. Again, to implant a large-size message, it
performs a logical OR operation among the edge images to increase
the number of edge pixels in the resultant edge image. Even, if
OR is unable to implant the whole secret message, the scheme
employs a morphological dilation operation to further increase the
number of edge pixels in the resultant edge image. The scheme
does that hybridization and dilation operation dynamically realizing
the length of the secret message and computing the embeddable
bits through that resultant edge image. Experimental results show
that our proposed scheme performs better than the other competing
methods for all the performance measuring parameters.

Contributions of this research are listed below:

• This scheme dynamically chooses the best one of the four
different embedding techniques depending on the message
length.

• We have allowed the scheme to implant a different number
of bits in edge and non-edge pixels according to embedding
demand.

• Our proposed method increases the visual quality of stego
image and embedding capacity as well. At the same time, it
shows strong resistance against statistical attacks.

The rest of this paper is organized as follows: section 2 concisely
presents the related works. The proposed method is described neatly
in section 3. Section 4 demonstrates the simulated results of our
scheme. The results of testing the robustness of the proposed scheme
against attacks are devoted in section 5. Finally, section 6 concludes
the article.

2 Related Works

2.1 A Brief on Edge Detectors

The sharp changes in the image brightness are called the edges or
boundaries of the image. Edges may exist in horizontal, vertical, or
diagonal directions. The method which is used to detect the edges
of an image is called edge detection. A filter, known as kernel or
operator is used to identify the edges in an image. Very commonly
used edge detectors are canny, sobel, log, Prewitt, kirsch, laplacian,
and fuzzy. Generally, edge detectors are used in pattern recognition,
feature extractions, and image morphology. In the field of detection-
based, edge detectors are used to improve the security of data hidden.
These schemes first detect the edge pixels and non-edge pixels in a
cover image and implant only edge pixels or both categories. We
have studied a good number of articles on that state art. Among
those, we found the works of [5], [31], [33] and read them very
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carefully and attentively and built the foundation of our proposed
work on them.

2.2 Single edge-based image steganography

In [5], the author proposed an edge-detection-based steganographic
method. This scheme copied the cover image and cleared n−bits
LSBs from it. Then it applies various popular edge detectors such
as canny, Sobel, fuzzy, etc., and generates an edge image. This
scheme classifies the contents of cover image pixels as edge and
non-edge pixels based on that edge image. This scheme then im-
plants x bits of secrets into edge pixels and y bits into non-edge
pixels and generates a stego image. This is the embedding process.
In the extraction phase, the receiver extracts the secret messages
from the stego image using the reverse process of embedding.

2.3 Hybrid edge-based image steganography

In 2018, Rasol [33] proposed an image steganography using a hy-
brid edge detection technique. In this scheme, the authors apply
canny and Sobel edge detection methods and generate edge area.
They combined those edge areas using logical OR operation. On
the other hand, they also add a special character at the end of the
message and convert it into binary according to ASCII. Then they
embed x bits into the edge area and y bits into the non-edge area
using the LSB method and thus generate a stego image and send it
to the receiver. The receiver performs the reverse of the embedding
process and extracts the secret message.

2.4 Dilated hybrid edge-based image steganography

In [31], the author proposed a dilated hybrid edge detection-based
image steganography scheme. This method has three phases such
as preprocessing, embedding, and extraction. Like as [5], this
scheme also copies the cover image and cleared n−bits LSBs from
it. This scheme then applies m−number of edge detectors such as
e1, e2, ......, em and combine two edge detectors using logical OR
operation. This scheme also used morphological operators such as
dilation to increase the number of edge pixels. Based on the dilated
hybrid edge image, all the contents of the cover image pixels are
classified as edge pixels and non-edge pixels. The XOR operator
is used in the embedding process to improve security. This scheme
implants x bits information in edge pixels and y bits into non-edge
pixels and generates a stego image. In the extraction phase, the
receiver extracts the secret message using the reversible method of
embedding.

2.5 Edge-based image steganography

In [32], the author proposed an image steganography method based
on hybrid edge detection. This scheme all most similar to setiadi’s
method [31]. The difference between those schemes is, [32] is
applicable for small message sizes with maintaining good visual
quality and [31] has good embedding capacity with maintaining
visual quality. The scheme [32] used logical AND operation instead
of logical OR operation.

Table 1 gives a summary of this work.

Table 1: Summary of related works. Uses of multiple edge detectors and dilating the
hybrid edge image are the key distinguishing features of this scheme.

Criteria [32] [5] [33] [31]
Cleared LSBs? Yes Yes No Yes
Hybridize edge images? Yes No Yes Yes
Dilate edge image? Yes No No Yes
Use an edge detector? Yes Yes Yes Yes
Encrypt message? No No Yes Yes
Embed as (x,y) bits? Yes Yes Yes Yes
Message type? Text Binary Text Text

3 Proposed method
The proposed work consists of three phases: pre-processing, data
embedding, and data extracting. The description of these phases is
given below:

3.1 Pre-processing phase

As our target is to implant the message in both edge and non-edge
pixels, we perform single edge detectors or hybridize edge detectors
based on message length mL and maximum achievable payload. We
take an instance of the cover image and cleared n− bits LSBs from
it. Then we apply m− number of edge detectors. We select the best
suitable edge detector in the following way:

rE =


E when m L > P s and m L < P h
AND(E 1,E 2....E m) when m L ≤ P s
OR(E 1,E 2....E m) when m L ≥ P h
dilation(E) otherwise

(1)
We select single edge detector E when message length mL is

greater than the probable highest payload Ph and less than the prob-
able smallest payload Ps. When message length mL is less than Ps

then we hybridize two or more edge images using AND operation.
we also hybridize two or more edge images using OR operation
when message length mL is greater than the probable highest pay-
load Ph. In another case, we used morphological operator dilation
when the message length is large. Let the cover image is C and an
instance of it by I. We first clear n−bits of LSBs from every pixel
of I by equation(2).

I(i, j) = I(i, j) − f (I(i, j), 2n); (2)

where function f returns the remainder value when one divides I(i,j)
by 2n.
We have applied m−number of edge detection operators, e.g., canny,
sobel, fuzzy, Robert, Prewitt, log, etc on the cleared image I to
detect edge pixels, separately. We have generated the edge image
by equation (3).

eI(i) = ψ(I,Ω); (3)

where ψ is one of the m edge detection operators, i.e.,
Ωϵ{canny, sobel, log, f uzzy,Robert, Prewitt, etc.} and 1 <= I <=
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Figure 1: Preprocessing and embedding Phase.
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m and ψ returns the edge image eI from I for a specific edge de-
tector Ω. We also make all possible combinations of edge images
if needed. We performed logical AND, OR, or dilation operations
in each group. Each edge image is a binary image. For each pixel,
the edge image holds a 0 or 1. A 1-in-edge image means the corre-
sponding pixel of I is in the detected edge.
We compute the maximum achievable payload Pi by using equation
(4). Payload is the total embedded bits.

Pi = ePN ∗ x + neN ∗ y; (4)

Where ePN is the edge pixel and neN is the non-edge pixels and
x and y are the number of embedded bits, 1 <= x <= 5 and
1 <= y <= 4.
We then sort Pi in ascending order i.e. P1 < P2 < P3 < ........... < Pi.
We calculate the total embedded message length mL by equation
(5).

mL = length(message); (5)

Next, we check which one first meets the requirement of embedding
payload mL, say Pk using equation (1). Pk is the resultant edge
image.
Those are the pre-processing stage. This is illustrated in Figure (1)
up to (4) blocks.

3.2 Data embedding phase

Now it is the time to implant secrets in the image I. The pre-
processing and embedding process is illustrated in Figure (1). The
data implantation steps are as follows:

• An algorithm is developed to classify edge and non-edge pix-
els and their location in I based on resultant edge image Pk

by equation (6).

[ePN, ePNP, neN, neNP] = F(I, Pk); (6)

Where F returns edge pixels ePN, their positions ePNP, non-
edge pixels neN and their positions neNP in I. The function
F performs in following:
Function F(I, Pk)
Compute the size of image I. Let it is (h,w)
[ePN, ePNP] = Ge(I, Pk, h,w)
CPk = (Pk − 1) ∗ (−1)
[neN, neNP] = Ge(I,CPk, h,w)
return [ePN, ePNP, neN, neNP]
Where Ge is defined below.
Function Ge(Q,R, h,w)
k = 0
for i = 1toh
for j = 1tow
if R(i, j) == 1
R1(k) = Q(i, j)
R2(k, 1) = i,R2(k, 2) = j
return R1,R2

• Now, we implant x bits and y bits of secrets in each edge
and non-edge pixel, respectively of the cover image by the

LSB substitution method. Let x bits of information be bx and
y bits of information are by. In that, the substitution task is
performed by equation (7).S (s, t) = I(s, t) + ϕ(bx)

S (u, v) = I(u, v) + ϕ(by)
(7)

where ϕ(bx) stands for decimal conversion of binary bx.
s = ePNP(i, 1), t = ePNP(i, 2), u = neNP( j, 1), v =
neNP( j, 2) and 1 ≤ i ≤ No O Edge Pixels, 1 ≤ j ≤
No O f nonEdge Pixels. Here bx will be different for each
of the s and t. The same is true for by. This means that each
time a different bx and by of the secret will be implanted. That
stego image S is then sent to a receiver end. The receiver end
next extracts the implanted secrets from S .

3.3 Data extraction phase

In the extraction phase, the receiver receives the stego image and
stego key. The receiver gets the necessary information from the
stego key such as the number of cleared bits n, the name of selected
edge detectors, the number of bits embedded in edge and non-edge
pixels, and message length. Like the sender, the receiver copies the
stego image S to I. It then clears n bits of LSBs from I by equation
(1). Let, that n−LSBs cleared image is also I. The scheme that
applies m− number of edge detectors on I from stego key. We have
then separated the edge and non-edge pixels and their corresponding
positions in I by equation (6). Next from each of the edge and non-
edge located pixels, i.e., from (s, t) and (u, v), we have measured dx

and dy using equations (8) and (9).

dx = S (s, t) − I(s, t); (8)

dy = S (u, v) − I(u, v); (9)

Here s, t, u, v, i, and j are defined in the previous subsection. Next,
we extracted the binaries of the secret by equation (10).bx = ϕ

−1(dx)
by = ϕ

−1(dy)
(10)

Where ϕ−1 means binary conversion of decimal value dx.

4 Result analysis and discussion
In this section, we show the experimental results conducted to eval-
uate the performance of the proposed scheme with the works of
Sultana [32], Bai [5], Rasol [33] and Setiadi[31]. We first selected
ten frequently used images, an image dataset, and a message dataset.
We set up our experiment and then analyzed the results.

4.1 Experimental Setup

We worked on MATLAB’s edition R(2017a) on windows 7. The
experiments were performed on a desktop that is specified by an
Intel (R) Core (TM) i5-8500T CPU @ 2.10 GHz 2.11 GHz pro-
cessor and RAM of 8.00 GB. In the proposed system we used two
different types of input data one is the secret message, i.e. to be
implanted data, and the other is the cover image. We first collected
some sample messages from different sources, as shown in Table 2.
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The sample message could be a text, binary, or any other format. We
used our prepared function ConBin to convert the non-binary input
data to binary. For example, text data is converted to binary from
the ASCII values of the text contents. We work for different sizes
of message lengths. As a cover media, We collected ten frequently
used standard images as shown in Figure 2 to conduct all our pri-
mary experiments. We also used 499 images of the BOSS dataset.
We converted the color of the images to grayscale and resized them
to 512 x 512. As the contents of the dataset are images, we worked
with intensity values of pixels. Thus the final inputed values to our
embedding algorithm are binary for secret message and pixel values
for cover media. We measured the performance of the schemes
by several feature values, such as edge pixel generation capability,
embedding capacity, peak signal-to-noise ratio (PSNR), structural
similarity index matrix (SSIM), standard deviation, correlation co-
efficient, entropy, cosine similarity, and Pixel difference histogram,
etc.
Table 2 is given as a message dataset of this work.

Table 2: List of message dataset with message length and type

DatasetName Message Length Message Type
SupervisorMessage 398833 text
M1 274661 binary
M2 442483 text
M3 693637 binary

A supervisor Message is a text-type message from my supervi-
sor. The message is
Though the life of a Ph.D. researcher is a matter of struggle, it is
enjoyable as well. Bethe cause finding some novelty is always chal-
lenging and overcoming such challenge gives a researcher heavenly
happiness........,.

4.2 Mathematical Representation of Feature values

Let the number of edge and non-edge pixels in a cover image are
ePN and neN, respectively. Then the maximum achievable payload
PL is defined by equation (11)

PL = ePN ∗ x + neN ∗ y; (11)

Where x and y are the numbers of bits embedded in the edge and
the non-edge pixels. We also measured the capacity. Capacity can
be defined as the number of implanted bits per pixel. Embedding
capacity EC is measured by equation (12)

EC =
P

h ∗ w
; (12)

Where, P is the total number of implanted bits in the cover image,
h and w are the image height and width. Maintaining image qual-
ity is a challenging task and for this purpose, we used PSNR and
SSIM which are commonly used image distortion measurement
parameters. PSNR is measured by equation (13)

PS NR = 10 log10
2552

MS E
; (13)

where,

MS E =
1

h ∗ w

w∑
i=1

h∑
j=1

(S i, j −Ci, j )2; (14)

here, S is the stego image and C is the original cover image. Next,
SSIM is calculated by equation (15)

S S IM =
(2µcµs +C1)(2σcs +C2)

(µ2
c + µ

2
s +C1)(σ2

c + σ
2
s +C2)

(15)

here, µc and σc are the mean and variance of pixel values in the
cover image. Likewise cover, µs, and σs are the same for the stego
image. C1 and C2 are two constants and we set C1 = 0.0001 and
C2 = 0.0009 for experiment. There are many methods of analyz-
ing the robustness against various attacks. Famous techniques are
entropy measurement, standard deviation measurement, analyzing
correlation among the pixels, checking the cosine similarity between
the cover and stego image, and histogram of the Pixel difference
between the stego and cover image. The entropy is measured by
equation (16)

H = −
∑

k

Pk log2(Pk); (16)

Where, Pk is the probability associated with gray value k and
1 ≤ k ≤ 255.
Standard deviation is defined by equation (17)

s =

√√√
1

N − 1

N∑
i=1

(xi − x)2. (17)

Where N is the number of data points, xi each of the values of the
data, and x is the mean of xi.
Population correlation is defined by equation (18)

Pcs =
σcs

σcσs
; (18)

Where σc and σs are population standard deviations in cover C and
stego S. Again, σcs is the co-variance between the cover and stego
image. Equation (19) gives us the cosine similarity values

fcos sim(C, S ) = cos θ =

∑h
i=1
∑w

j=1 C(i, j)S (i, j)√∑h
i=1
∑w

j=1 C(i, j)
√∑h

i=1
∑w

j=1 S (i, j)
;

(19)
Where C and S are cover and stego images.

4.3 Experimental results and discussions

In the experiment, we first applied canny, sobel, log, Prewitt, and
Roberts edge detectors in five LSBs cleared images to identify edge
and non-edge pixels. Canny, sobel, log, Prewitt, and Roberts-based
edge detector functions of MATLAB return an edge image for a
given input image. The edge image is a binary image. The obtained
edge images generated from ten input images, are shown in Table 3.
In the previous section, according to the embedding rules we im-
plant x bits of information in edge pixels and y bits of information
in non-edge pixels and that represent as a tuple (x, y) where x > y.
Table 4 summarises the number of edge pixels that were found in
ten sample images by different methods. Table 4 provided statistics
collected from 5-LSBs cleared images.
We calculated the maximum achievable payload of each edge image
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Figure 2: Sample cover images.

Figure 3: Stego images for the cover images of Figure 2.
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Table 3: Edge images generated from ten cover images. The images were formed for Canny, Log, Prewitt, Sobel, and Robert edge detectors from 5-LSBs cleared images
(n=5).

ImageName Methods
Canny Log Prewitt Sobel Roberts

F16.jpg

babon.jpg

basket.jpg

boat.jpg

brbra.jpg

lena.jpg

livingroom.jpg

pepper.jpg

walkbridge.jpg

wheel.jpg
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which is shown in Figure 4. That figure states that canny is the
highest and Prewitt is the lowest value of the maximum achievable
payload. At the same time, for the experimental purpose, we take
four sample messages and the length are 398833 bits, 274661 bits,
442483 bits, and 693637 bits. We demonstrate various experimental
results for those messages.
We analyzed the performance in embedding capacity as well. Em-
bedding capacity is graphically shown in Figure 5 for 499 images
of the BOSS dataset.
We also analyzed the visual quality and structural originality of
stego images. Visual quality is measured by PSNR values and is
sketched in Figure 6 for a message length of 398833 bits. PSNR
value in our scheme is higher than the others which are 37.45%,
46.87%, 44.21%, and 55.56%. It is clear from the diagram that
the proposed scheme has a higher PSNR value than the competing
schemes. The structural similarity index value, SSIM, for message
length = 398833 bits is listed in Table 5. The table confirms that the
SSIM values of all the schemes are both high and very close to each
other.
Table 7 and Table 8 contain the values of PSNR and SSIM for
message lengths 274661 bits, 442483 bits, and 693637 bits. We
analyzed the time complexity of diverse schemes by measuring their
required data embedment times for a message length of 398833 bits.
The time complexity of the schemes is measured experimentally
and tabulated in Table 6.

Table 4: A comparison of the number of edge pixels on various edge detectors for
cleared images (n=5).

ImageName Methods
Canny Log Prewitt Sobel Roberts

F16.jpg 24966 19532 8119 7786 5239
babon.jpg 38383 26700 2700 1966 26603
basket.jpg 31560 21967 8603 9145 5323
boat.jpg 26991 21406 4555 14018 23576
brbra.jpg 26941 19099 4536 4010 1595
lena.jpg 24884 19391 12270 12229 21061
livingroom.jpg 35543 25742 12253 11998 7049
pepper.jpg 25860 19595 4686 14211 21890
walkbridge.jpg 45563 28134 8405 9388 4685
wheel.jpg 27745 20467 8726 8870 8544

Table 5: SSIM values when message length = 398833 bits.

ImageName SSIM values
Proposed [32] [5] [33] [31]

FF16.jpg 0.993 0.992 0.975 0.984 0.961
babon.jpg 0.972 0.971 0.924 0.946 0.911
basket.jpg 0.997 0.995 0.987 0.989 0.979
boat.jpg 0.993 0.962 0.964 0.980 0.948
brbra.jpg 0.994 0.995 0.966 0.986 0.945
lena.jpg 0.987 0.954 0.953 0.973 0.928
livingroom.jpg 0.997 0.994 0.986 0.988 0.978
pepper.jpg 0.990 0.950 0.954 0.979 0.933
walkbridge.jpg 0.998 0.996 0.986 0.989 0.984
wheel.jpg 0.996 0.994 0.989 0.990 0.982

Figure 4: Maximum achievable payload based on diverse edge detectors where x = 4
and y = 3. The figure states that canny has the highest achievable payload than log,
Prewitt’s, sobel, and Roberts.

Figure 5: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of capacity in the BOSS image dataset.
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Table 6: Elapsed time for message length = 398833 bits.

ImageName Elapsed time
Proposed [32] [5] [33] [31]

F16.jpg 13.32 13.32 13.32 13.47 12.20
babon.jpg 13.45 13.23 13.66 13.75 9.89
basket.jpg 13.69 13.38 13.61 13.59 11.01
boat.jpg 13.28 13.41 13.50 13.68 11.18
brbra.jpg 13.18 13.00 13.49 13.32 11.37
lena.jpg 13.19 13.43 13.52 13.45 11.51
livingroom.jpg 13.48 13.39 13.58 13.72 9.72
pepper.jpg 14.38 13.39 13.47 13.47 11.26
walkbridge.jpg 13.60 13.27 13.81 13.85 9.44
wheel.jpg 13.49 13.42 13.43 13.46 11.64

Figure 6: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of PSNR when message length = 398833
bits. The figure states that the proposed scheme dominates the other competing
schemes.

Table 7: SSIM values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.994 0.967 0.948
boat.jpg 0.991 0.953 0.924
pepper.jpg 0.988 0.941 0.905

[32]
F16.jpg 0.993 0.992 0.992
boat.jpg 0.972 0.962 0.962
pepper.jpg 0.962 0.950 0.950

[5]
F16.jpg 0.978 0.975 0.975
boat.jpg 0.972 0.964 0.964
pepper.jpg 0.963 0.954 0.954

[33]
F16.jpg 0.987 0.984 0.984
boat.jpg 0.985 0.980 0.980
pepper.jpg 0.982 0.979 0.979

[31]
F16.jpg 0.969 0.957 0.955
boat.jpg 0.961 0.940 0.929
pepper.jpg 0.953 0.924 0.913

Figure 7: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of Correlation coefficients when message
length = 398833 bits.

Table 8: PSNR values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed
F16.jpg 62.47 51.19 42.69
boat.jpg 54.96 46.28 41.79
pepper.jpg 57.92 50.40 46.89

[32]
F16.jpg 53.12 52.78 52.78
boat.jpg 48.00 46.88 46.88
pepper.jpg 52.58 51.08 51.08

[5]
F16.jpg 52.95 52.23 52.23
boat.jpg 48.16 47.20 47.20
pepper.jpg 52.17 50.96 50.96

[33]
F16.jpg 53.63 52.93 52.93
boat.jpg 48.73 47.93 47.93
pepper.jpg 55.10 54.37 54.37

[31]
F16.jpg 46.37 44.16 43.91
boat.jpg 46.11 43.73 43.15
pepper.jpg 50.69 48.13 47.51

Table 9 contains the time complexity for message lengths
274661 bits, 442483 bits, and 693637 bits.
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Figure 8: Difference of standard Deviations of cover and stego images when message length = 398833 bits. The figure states that the differences are very small and close to
each other.

Table 9: Elapsed time of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 13.18 13.48 14.12
boat.jpg 12.95 13.58 15.07
pepper.jpg 12.90 14.16 14.69

[32]
F16.jpg 11.72 13.69 13.27
boat.jpg 10.29 13.33 13.38
pepper.jpg 10.51 14.13 13.68

[5]
F16.jpg 10.86 13.41 13.54
boat.jpg 10.68 13.42 13.33
pepper.jpg 11.17 13.65 13.59

[33]
F16.jpg 11.47 13.52 13.35
boat.jpg 11.21 13.52 13.38
pepper.jpg 11.53 13.42 13.32

[31]
F16.jpg 8.59 13.36 13.91
boat.jpg 7.66 12.04 13.88
pepper.jpg 7.23 12.78 14.25

Table 10: Correlation values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.999 0.998 0.996
boat.jpg 0.999 0.997 0.995
pepper.jpg 0.999 0.998 0.996

[32]
F16.jpg 0.999 0.999 0.999
boat.jpg 0.998 0.998 0.998
pepper.jpg 0.999 0.998 0.998

[5]
F16.jpg 0.998 0.998 0.998
boat.jpg 0.998 0.998 0.998
pepper.jpg 0.999 0.998 0.998

[33]
F16.jpg 0.999 0.998 0.998
boat.jpg 0.999 0.998 0.998
pepper.jpg 0.999 0.999 0.999

[31]
F16.jpg 0.998 0.997 0.996
boat.jpg 0.997 0.996 0.996
pepper.jpg 0.998 0.997 0.997
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Table 11: Standard deviations values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 1.49 1.45 0.38
boat.jpg 0.71 0.76 0.50
pepper.jpg 2.58 2.65 2.77

[32]
F16.jpg 1.65 1.66 1.66
boat.jpg 0.74 0.77 0.77
pepper.jpg 2.86 2.87 2.87

[5]
F16.jpg 1.46 1.46 1.46
boat.jpg 0.72 0.74 0.74
pepper.jpg 2.61 2.62 2.62

[33]
F16.jpg 1.46 1.46 1.46
boat.jpg 0.34 0.35 0.35
pepper.jpg 2.59 2.59 2.59

[31]
F16.jpg 0.53 0.47 0.47
boat.jpg 0.85 0.80 0.83
pepper.jpg 2.93 2.93 2.97

5 Robustness of the proposed scheme
against attacks

We statistically analyzed our scheme using various parameters such
as correlation coefficient, standard deviation, entropy, cosine similar-
ities, and pixel difference histogram to check its robustness against
various attacks, We first measured correlation coefficients ρsC be-
tween the cover and stego image for message length 398833 bits.
ρsC = 0 stands for no relationship between two images. ρsC > 0
means a positive correlation between the cover and stego image and
lies perfect relationship when it reaches 1. Similarly, a negative
value of ρsC indicates a negative relationship. Results of ρsC are
depicted in Figure 7. Through proposed method shows a higher
correlation value, its difference from others is insignificance.

Figure 9: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31]in terms of Cosine similarity when message length =
398833 bits.

Figure 10: Performance comparison of the proposed scheme with Sultana [32], Bai
[5], Rasol [33], and Setiadi [31] in terms of entropy values when message length =
398833 bits.

Table 12: Cosine similarity values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.9999 0.9998 0.9997
boat.jpg 0.9999 0.9997 0.9995
pepper.jpg 0.9999 0.9997 0.9995

[32]
F16.jpg 0.9999 0.9999 0.9999
boat.jpg 0.9998 0.9998 0.9998
pepper.jpg 0.9998 0.9997 0.9997

[5]
F16.jpg 0.9999 0.9999 0.9999
boat.jpg 0.9998 0.9998 0.9998
pepper.jpg 0.9998 0.9998 0.9998

[33]
F16.jpg 0.9999 0.9999 0.9999
boat.jpg 0.9999 0.9998 0.9998
pepper.jpg 0.9999 0.9998 0.9998

[31]
F16.jpg 0.9998 0.9998 0.9998
boat.jpg 0.9997 0.9996 0.9995
pepper.jpg 0.9997 0.9996 0.9995

Rather, as with others, it represents a higher correlation between
cover and stego image. We also measured the standard deviation of
pixel values from, their mean, separately in cover and stego image
is σc and σs for message length 398833 bits. We then calculated
their difference by sigma=σc − σs. Ideally, σd should be zero for a
non-tempered image. The results are shown in Figure 8.
Table 10 and Table 11 contains the values of correlation coefficients
and standard deviations for message length 274661 bits, 442483
bits, and 693637 bits.
To verify further with similar statistics, we measured cosine similar-
ities between the cover and stego images for a message length of
398833 bits. That value is 1 for two identical images and 0 for two
fully mismatched images. The results are demonstrated in Figure 9.
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The figure illustrates that our proposed method shows higher values
than the other competing schemes.
We computed, the entropy values H as well in cover and stego
images for message length 398833 bits. Next, we calculated their
differences. That difference value is zero for two identical images.
Results are plotted in Figure 10. The figure shows that none of the
results are greater than 0.04, i.e., these are very small and close to
zero.

Figure 11: Performance comparison of the proposed scheme with Sultana, Bai, Rasol,
and Setiadi in terms of pixel difference histogram when message length = 398833
bits for basket cover image.

Table 12 and Table 13 contains the values of cosine similar-
ity and entropy for message length 274661 bits, 442483 bits, and
693637 bits.

Table 13: Entropy values of different schemes

Methods ImageName Message length (bits)
274661 442483 693637

Proposed method
F16.jpg 0.027 0.040 0.052
boat.jpg 0.030 0.046 0.068
pepper.jpg 0.028 0.029 0.046

[32]
F16.jpg 0.024 0.031 0.031
boat.jpg 0.020 0.039 0.039
pepper.jpg 0.011 0.024 0.024

[5]
F16.jpg 0.022 0.033 0.033
boat.jpg 0.023 0.040 0.040
pepper.jpg 0.014 0.025 0.025

[33]
F16.jpg 0.022 0.032 0.032
boat.jpg 0.019 0.028 0.028
pepper.jpg 0.021 0.029 0.029

[32]
F16.jpg 0.021 0.043 0.048
boat.jpg 0.019 0.048 0.069
pepper.jpg 0.0008 0.032 0.044

We also used, another statistical tool pixel difference histogram
(PDH) to identify the stego images. The PDH of the original images
and corresponding stego images are shown in Figure 11 and Figure
12 for message length 398833 bits.
Thus, it can be deduced from the results of these experiments that
our method is strong enough to protect against attacks on implanted
data.

Figure 12: Performance comparison of the proposed scheme with Sultana, Bai, Rasol,
and Setiadi in terms of pixel difference histogram when message length = 398833
bits for peppers cover image.

6 Conclusion
The edge-detection-based embedding schemes, generally, implant
either in edge pixels only or a different number of bits in edge and
non-edge pixels. Few of them use multiple edge detectors and hy-
bridize them to increase the number of edge pixels in the resultant
edge image. Even, either maintaining the visual quality of stego
image or meeting the embedding demand is still functioning as a
challenging matter. This research overcomes that problem by real-
izing the situation and then dynamically choosing the number of
implanted bits per pixel, the required edge detectors, and the best
hybridization technique.

Edge detectors are selected and their hybridization is performed
based on message length. This scheme, thus, increases or decreases
the number of edge pixels and fixes the number of implanted bits
per edge and non-edge pixels according to the embedding demand.
The experimental result deduces that this scheme embeds 92.37%,
73.92%, 74.78%, and 9.60% more bits than [32], [5], [33], [31], re-
spectively. Similarly, for a small embedding demand, the proposed
scheme demonstrates 37.45%, 46.87%, 44.21%, and 55.56% higher
PSNR values than [32], [5], [33], [31], respectively. Moreover, the
statistical analyses state that this scheme exhibits stronger security
against attacks.
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In our future work, we wish to apply this high-performing em-
bedding scheme in electronic kit development for use in healthcare
and forensic-related applications. We also plan to apply a machine
learning algorithm for segmenting the image areas into different
complex levels so that we can implant a different number of bits in
those staged areas, i.e. levels.
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In the present contribution, a robust output H∞ control ensuring the stability, reliability and
security for nonlinear systems when actuator attacks (data deception attacks) occur. A new
design method based on the polytopic rewriting of the attacked system as an uncertain one
subject to external disturbances will be detailed. Robust polytopic state feedback observer sta-
bilizing controller based on the PDC (Parallel Distributed Compensation) polytopic framework
with disturbance attenuation for the obtained uncertain system will also be considered. The
obtained methodology is used to ensure the stability and security of a quadrotor/UAV subject to
stealthy actuator attacks. State and attacks estimations signals are given in order to highlight
the efficiency of the developed approach.

1 Introduction

Based on previous contribution [1], this paper is an extension of the
original work which aims to ensure a robust attitude stabilization of
a quadrotor subject to stealthy actuator attacks. The modelling and
control aspect were considered in this first contribution, where in the
following the observer design for both state and stealthy attacks is
added. Robust polytopic state feedback stabilizing controller based
on PDC (Parallel Distributed Compensation) polytopic framework
observer with disturbance attenuation (guaranted by the H∞ norm)
for the obtained uncertain system is also considered.

Design and implementing feedback control strategies that are
robust against cyber-attacks is of critical importance nowadays.
Assuming that the behavior of the system is driven via actuator
commands, the actuator data deception attack corresponds to a ma-
nipulation of an attacker on the communication channels between
the plant and the controller. The actuator commands are then cor-
rupted and it becomes necessary to integrate this data in the control
system design and make it as robust as possible to these stealthy
attacks.

The objective is then the design of a resilient control for a sys-
tem where an attacker corrupts control packets; and of course, to
detect and reduce/attenuate the effect of these corrupted signals on
the well-behaviour of the considered system.

In the following contribution, the novelty comparing the work

originally presented in [1] is about the estimation and robust control
part where both state and stealthy attacks are now estimated with an
H∞ disturbance attenuation property.

One solution in order to represent and implement heuristic
knowledge to control nonlinear systems when remaining the study
relatively simple consists in the use of the polytopic Takagi-Sugeno
(T-S) structure. Indeed, this representation was initially proposed
by [2] and [3], and proven its efficiency in various applications in
the past decades [4].

Based on the polytopic T-S approach, a number of most im-
portant issues in control systems have been addressed in the past
few years. These includes stability analysis [5], state and output
feedback control [6], [7], performances and robustness [8], [4], as
well as recently cyber-security [9]–[12].

Solving the considered problem (H∞ control of stabilization),
the nonlinear behaviour of the quadrotor, including stealthy attacks,
is represented in terms of an uncertain polytopic system subject
to bounded external disturbances. The stabilization and robust H∞
control, based on state estimation feedback is then deduced based on
classical Lyapunov theory leading to a set of matrices inequalities
(constraints) to solve. These constraints, solvable through convex
optimization techniques allows to obtain polytopic controllers and
observers that guarantee both stability and robustness of the closed-
loop system.

Indeed, this paper focuses on the problem of observer-based
*Corresponding Author: BEZZAOUCHA-REBAÏ, Souad. EIGSI-La Rochelle; 26 Rue François de Vaux de Foletier, 17000, France. Email: souad.bezzaoucha@eigsi.fr
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H∞ control for polytopic T-S systems under actuator data deception
attacks. Sufficient conditions for the simultaneous controller and
observer design with a desired H∞ disturbance attenuation level are
derived in terms of linear matrix inequalities wich can be easily
solved by using available software package (Matlab for example).

The present paper objective is to contribute to the cyber-
security and resilience design of Unmanned Aerial Vehicles
(UAVs). It is known that the wireless control used to moni-
tor drones makes them defenceless to a large variety of cyber-
attacks, which may have severe consequences on the system be-
haviour/security/integrity/performances.

In this contribution, stealthy attacks disturbing and destabilizing
the control and navigation system of the UAV are studied. We aim
to propose a robust control ensuring the safety and security of the
UAv despite these assaults.

This contribution strategy was previously developed for cyber-
attacks estimation [1], [10] and is now adapted to the quadrotor
robust control. The estimation of the system states and stealthy
signals will be given.

Considering the estimable premise variables, the attacked sys-
tem will be presented as an uncertain T-S model. Based the resulting
system, a PDC observer based control will be designed.

The paper organized as follows: a brief state of the art is pre-
sented in section 1; the system modelling with the actuator data
deception attack and the uncertain system representation are detailed
respectively in section 2 and 3. Section 4 is about the robust output
H∞ observe-based T-S controller. Section 5 is about the approach
illustration through an application to quadrotor attitude stabilization
with simulation results. The final section, 6 is about conclusion and
perspectives.

The applied methodology solving the considered problem is the
following:

1. The modelling aspect: such that the nonlinear behaviour and
threats attacks are both represented in a polytopic T-S form
based on the sector nonlinearity transformation (SNT); it is
important to note that in this representation, there is no ap-
proximation or any loose of information. The main advantage
of this method consists into an exact rewriting of the original
nonlinear equations.

2. In order to be able to implement the state feedback observer
based PDC H∞ control law, the main constraint in the ob-
tained model (5) is about the immeasurable state and time-
varying parameters present in the weighting functions hi &
µ j, and the control law. In order to overcome this difficulty, it
is imperative to standardize the system equations in order to
have only measurable and/or estimable premise variables. For
that, an uncertain representation of the system equations (5)
is proposed in section 3 in order to obtain a more convenient
model for the study; i.e. (19).

3. Based on the chosen structure for the observer and control law,
a robust H∞ T-S control of the nonlinear system is considered
in section 4. The objective, in addition to the system stabiliza-
tion, is to ensure an attenuation of the external perturbation,
guaranteed thanks to the H∞ norm.

4. The final step of our study would be the application of the
developed approach to our case study; i.e. the attitude stabi-
lization of the quadrotor.

.

2 System Modelling: a Polytopic represen-
tation

In the following section, based on the nonlinear state space model
of a system, a polytopic representation will be deduced applying the
sector nonlinearity approach (SNT).
Assuming that our system is subject to actuator data deception
attacks (modeled as unknown, but bounded, multiplicative time-
varying parameters); our nonlinear model under these attacks may
be represented by the following state space system equations: ẋ(t) =

r∑
i=1

hi(t)(Aix(t) + Bi(t)u(t))

y(t) = Cx(t)
(1)

s.t. matrices Bi(t) are defined as:

Bi(t) := Bi + Γ
uau(t) (2)

In this model, Bi is called the nominal input matrix (i.e. when none
attack occurring); Γu is known as the binary incidence matrix, which
indicates the data channels that can be accessed by the attacker; fi-
nally au(t) represents the actuator data corruption signal.
The stealthy signals au(t) are unknown (in terms of value), but
bounded (limits assumed to be known) au(t) ∈ [a2

u, a1
u]. Applying

the SNT transformation, the following representation is proposed:

au(t) = µ1(au(t))a1
u + µ2(au(t))a2

u (3)

with 
µ1(au(t)) =

au(t) − a2
u

a1
u − au

2

µ2(au(t)) =
a1

u − au(t)
a1

u − au
2

(4)

µ1(au(t)) + µ2(au(t)) = 1, ∀t

The equations (1) of the attacked system is then rewritten as:
ẋ(t) =

r∑
i=1

2∑
j=1

hi(t)µ j(t)(Aix(t) + Bi ju(t))

y(t) = Cx(t)

(5)

s.t. B j
i (t) are defined as:

Bi1 = Bi + a1
uΓu, Bi2 = Bi + a2

uΓu; i = 1, 2 (6)

3 Uncertain System Representation
Based on contributions [11] and [12], where the data deception
representation of cyber-attacks via a time-varying model and thanks
to a polytopic form of an uncertain system representation, a state
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and actuator data deception attacks observer is proposed and given
by the following equations:

˙̂x(t) =
r∑

i=1

2∑
j=1

hi(x̂(t))µ j(âu(t))(
Ai x̂(t) + Bi ju(t) + Li j(y(t) − ŷ(t))

)
˙̂au(t) =

r∑
i=1

2∑
j=1

hi(x̂(t))µ j(âu(t))

(Ki j(y(t) − ŷ(t)) − αu
i jâ

u(t))
ŷ(t) = Cx̂(t)

(7)

s.t. Li j ∈ R
nx×m, Ku

i j ∈ R
n×m and αu

i j ∈ R
n×n are solution of a

LMI-H∞2 attenuation conditions ensuring both estimation errors
for the states and malicious input parameters to converge to zero.
Let us now define the estimation errors ex(t) and eau (t) (for the state
and cyber-attacks) as:

ex(t) = x(t) − x̂(t)
eau (t) = au(t) − âu(t) (8)

The system equations (5) can be rewritten as follows [13], [11]:
ẋ(t) =

r∑
i=1

2∑
j=1

[hi(x̂(t))µ j(âu(t))(Aix(t) + Bi ju(t))+

δi j(t)(Aix(t) + Bi ju(t))]
y(t) = Cx(t)

(9)

with δi j(t) are defined by the following equations:

δi j(t) = hi(x(t))µ j(au(t)) − µi(x̂(t))µ j(âu(t)) (10)

satisfying:
−1 ≤ δi j(t) ≤ 1 (11)

Let us introduce now:

∆A(t) =
r∑

i=1

2∑
j=1

δi j(t)Ai = AΣ(t)EA (12)

∆B(t) =
r∑

i=1

2∑
j=1

δi j(t)Bi j = BΣ(t)EB (13)

with

A =

[
A1 A1︸      ︷︷      ︸

2 times

. . . Ar . . . Ar︸             ︷︷             ︸
2 times

]
(14)

B =
[
B1

1 . . . B2
r

]
(15)

Σ(t) = diag(δ11(t), . . . , δr2(t)), (16)

EA =
[

Inx . . . Inx

]T
, EB =

[
Inu . . . Inu

]T
(17)

Thanks to (11) and definitions (16), we have:

ΣT (t)Σ(t) ≤ I (18)

Using the above definitions (12)-(17), system (11) is then written as
an uncertain system given by:

ẋ(t) =
r∑

i=1

2∑
j=1

hi(x̂(t))µ j(âu(t))

((Ai + ∆A(t))x(t) + (Bi j + ∆B(t))u(t))
y(t) = Cx(t)

(19)

4 Robust Output H∞ T-S Control
The objective in the following section is to determine polytopic T-S
controller and observer gains ensuring that:

• The system given by (19) is asymptotically stable in the pres-
ence of data deception attacks.

• The attenuation of the external perturbations like (i.e. actuator
attacks) is guaranteed by the H∞ norm. i.e. find for a given
scalar γ > 0, an observer (7) and a PDC controller (20) such
that the attenuation condition (26) is satisfied. The resulting
conditions to be solved will be given in Lemma 2.

Considering the nonlinear system subject to data deception at-
tacks given by the system equations (1), and the polytopic T-S
observer to estimate the unmeasurable state variables and unknown
time-varying parameter (actuator attack signal au(t)) given by sys-
tem equations (7) with the following PDC (Parallel Distributed
Compensation) controller defined by:

u(t) = −
r∑

k=1

hk(x̂(t))Ωk x̂(t) (20)

By combining the uncertain system equations (19), the observer
equations (7), the polytopic PDC controller and the estimation er-
rors definitions (8), the following uncertain system with bounded
external disturbances is obtained:

ẋa(t) =
r∑

i=1

2∑
j=1

r∑
k=1

hi(x̂)µ j(âu)hk(x̂)(Φi jk xa(t) + Ψi jω(t)) (21)

s.t. xa(t) =
(

x(t) ex(t) eau (t)
)T

represents the augmented (ex-

tended) state vector; ω(t) =
(

au(t) ȧu(t)
)T

represents the exoge-
nous input (signal attack au(t) and its derivative), supposed unknown
but bounded.
Matrices Φi jk and Ψi j are defined as follows:

Φi jk =


Φ1

i jk (Bi j + ∆B(t))Ωk 0
∆A(t) − ∆B(t)Ωk Ai − Li jC 0

0 −Ki jC −αu
i j

 (22)

with Φ1
i jk = Ai − Bi jΩk + ∆A(t) − ∆B(t)Ωk and

Ψi j =


0 0
0 0
αu

i j I

 (23)

From (21) and the system output equation (1), the resulting closed-
loop system becomes:(

ẋa(t)
y(t)

)
=

r∑
i=1

2∑
j=1

r∑
k=1

hi(x̂)µ j(âu)hk(x̂)(
Φi jk Ψi j

C 0

) (
xa(t)
ω(t)

) (24)

s.t.
y(t) = Cx(t) =

(
C 0 0

)
xa(t) = Cxa(t) (25)

Before presenting the stabilization and control conditions, the fol-
lowing definition and lemma are remembered:
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Definition 1 Given a positive scalar γ, the system equation (24) is
said to be stable with H∞ attenuation level γ if it is exponentially
stable with: ∫ 0

∞

{(yT (t))∞(y(t))∞ − γ2ωT (t)ω(t)}dt < 0 (26)

where γ is the desired level of disturbance attenuation.

Lemma 1 Based on Lyapunov theory, the continuous-time system
(24) is stable with an H∞ disturbance attenuation γ if there exists a
positive symmetric matrix P = PT > 0 s.t. Φ

T
i jkP + PΦi jk PΨi j C

T

∗ −γ2I 0
∗ ∗ −I


i,k=1,...,r, j=1,2

< 0 (27)

In order to relax the stability conditions given in Lemma 1, the
following formulation is proposed [14], [4]:

Lemma 2 [15] For a given positive scalar γ, if there exist matrices
P, Zi jk, where P = PT > 0 and Zi ji are symmetrical, Zk ji = ZT

i jk,
i , k, i, k = 1, . . . , r, j = 1, 2 satisfying the following matrix inequal-
ities, then for the uncertain polytopic T-S system (19), the controller
(20) makes the H∞ norm of fuzzy system (24) less that γ[

ΦT
i jiP + PΦi ji PΨi j

∗ −γ2I

]
i=1,...,r, j=1,2

< Zi ji (28)

[
(∗)T P + P(Φi jk + Φk ji) 2PΨi j

∗ 2ΨT
i jP

]
i,k, j=1,2

< Zi jk + Zk ji (29)


Z1 j1 . . . Z1 jr C

T

...
. . .

...
...

Zr j1 . . . Zr jr C
T

C . . . C −I


j=1,2

< 0 (30)

By replacing Φi jk and Ψi j by their expressions, with some change of
variables and classical linearization procedure (Schur’s complement
and bounded real lemma), the obtained constraints can be easily
solved using convex optimization tools and/or the use of a dedicated
resolution tool for bilinear constraints like the PenBMI Matlab tool-
box (see [16], [17] and [18] for some examples). The proposed
solution presents the advantage of a simultaneous design of both
the controller and the observer gains using a single-step procedure
rather that a classical two-steps procedure of resolution like the one
presented in [19].

5 Numerical Example
In the following, let us consider the study case of a dynamic model-
ing and control for quadrotor.
The objective of this work is to ensure the quadrotor safe behaviour
and stabilization via an observer based control design. Indeed,
stealthy actuator attacks aiming to disturb and destabilize the con-
trol and navigation system of the UAV are here considered. These
attacks are modeled as unknown but bounded time-varying signals

affecting the system matrix B(t).
The first step to this aim will be the quadrotor Polytopic modelling;
then, considering the actuator stealthy attacks, the resulting system
(attacked one) will be written as an uncertain one, as detailed in
previous sections . The proposed control and observer design ap-
proach will be then applied to illustrate the its efficiency thanks to
simulation results.

5.1 Polytopic Model of a UAV

In this section, we address the polytopic T-S modelling of a UAV.
The considered representation is used in order to rewrite the nonlin-
ear behaviour of the quadrotor into a polytopic-Multiple Model way,
without any linearisarion, loss of information or approximation. The
nonlinear dynamic of the quadrotor is given by the following model:

ϕ̈(t) =
1
Ix

[
(Iy − Iz)θ̇ψ̇ − K f axϕ̇

2 − Jr θ̇Ω + l U2

]
θ̈(t) =

1
Iy

[
(Iz − Ix)ψ̇ϕ̇ − K f ayθ̇

2 − Jrϕ̇Ω + lU3

]
ψ̈(t) =

1
Iy

[
(Ix − Iy)θ̇ϕ̇ − K f ayψ̇

2 + lU4

] (31)

s.t. Ω is given by Ω = ω1 − ω2 + ω3 − ω4. The motors control
inputs, denoted Ui, i = 1, 2, 3, 4, are given as a function of the rotors
angular velocities as follows:

U1
U2
U3
U4

 =


Kt Kt Kt Kt

−Kt 0 Kt 0
0 −Kt 0 Kt

Kd Kd Kd Kd



ω2

1
ω2

2
ω2

3
ω2

4

 (32)

The angles (given in [rad]), ϕ, θ and ψ represent the Roll, Pitch, and
Yaw angles respectively.
We denote the moment of inertia among axes x, y and z as Ix, Iy and
Iz respectively.
Jr, Kt and Kd are the rotor inertia, propeller thrust and drag coeffi-
cients and K f ax, K f ay, K f az the frictions’ aerodynamic coefficients.
Interested readers can see [1] and [20] for more calculation details.
From the SNT tranformation, the nonlinear system model (31) can
be in a straightforward way written as a quasi-LPV model given by:{

ẋ(t) = A(t)x(t) + B(t)u(t)
y(t) = Cx(t) (33)

with suitable state, output and input vectors:

x(t) =
(
ϕ θ ψ ϕ̇ θ̇ ψ̇

)T

y(t) =
(
ϕ θ ψ ϕ̇ θ̇ ψ̇

)T

u(t) =
(
ω1 ω2 ω3 ω4 ω2

1 ω2
2 ω2

3 ω2
4

)T

the state matrices are given by:

A(t) =



0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 −

K f ax

Ix
ϕ̇ 0 Iy−Iz

Ix
θ̇

0 0 0 0 −
K f ay

Iy
θ̇ Iz−Ix

Iy
ϕ̇

0 0 0 Ix−Iy

Iz
θ̇ 0 −

K f az

Iz
ψ̇
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C = I6

and

B(t) =



0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

Jr
Ix
θ̇ −

Jr
Ix
θ̇ Jr

Ix
θ̇ −

Jr
Ix
θ̇ −l Kt

Ix
0 l Kt

Ix
0

−
Jr
Iy
ϕ̇ Jr

Iy
ϕ̇ −

Jr
Iy
ϕ̇ Jr

Iy
ϕ̇ 0 −l Kt

Iy
0 l Kt

Iy

0 0 0 0 l Kd
Iz

−l Kd
Iz

l Kd
Iz
−l Kd

Iz


Presuming that the variation of angular velocities occurs between
known minimum and maximum values, and applying the SNT ap-
proach [2], [5], [7], when choosing the following premise variables:

z1(t) = ϕ̇, z2(t) = θ̇, z3(t) = ψ̇

the resulting polytopic model is then deduced: ẋ(t) =

r∑
i=1

hi(t)(Aix(t) + Biu(t))

y(t) = Cx(t)
(34)

5.2 Uncertain System Modelling under Attacks

In the previous subsection, and for the nominal case (no attacks), the
polytopic model of the quadrotor-UAV (34) was deduced from its
nonlinear dynamics. In the following, the data deception signal will
be included and, the global system under attacks will be represented
as an uncertain system.
The quasi-LPV system (34) under actuator attacks may be repre-
sented as the following: ẋ(t) =

r∑
i=1

hi(t)(Aix(t) + Bi(t)u(t))

y(t) = Cx(t)
(35)

where Bi(t) is given by:

Bi(t) := Bi + Γ
uau(t) (36)

Based on the results presented in section 3, the system and attacks
observer is given by the system equations (7), and the nonlinear
system subject to actuator attacks is modeled thanks to system (19).
The objective now is to apply the proposed approach in order to
design the robust control law (20) and the observer gains.

5.3 Simulation results

The designed observers and controller are implemented and tested
through a numerical simulation of a quadrotor robust attitude stabi-
lization despite stealthy actuator data deception attacks.
The design goals and the controller structure (20) based on the
state feedback control law is applied to the the nonlinear system
equations (33) and (35) subject to the actuator stealthy attacks (36).
The control gains are obtained by applying the developed polytopic
approach given in Lemma 2 and solving the LMI constraints (28),
(29) and (30).

The resulting figures illustrate the stability, robustness and conver-
gence of the system states regarding the attacks.
The state, their estimates and estimations error are illustrated in the
following figures:

Figure 1: System states estimation errors

Figure 2: System states estimation errors

Figure 3: System states estimation errors
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The stealthy attack signal au(t) and its estimate is represented in
figure 4.

Figure 4: Stealthy attack signal

From the obtained results, one can conclude to the effectiveness
of the proposed approach.
Indeed, the system states (angles and velocities) are converging
asymptotically despite the stealthy attacks (unknown behaviour),
where the estimation errors for both states and data deception at-
tacks tend to zero for the state and with an attenuation level γ for
the stealthy signal.

6 Conclusion
This paper contribution aimed to propose a polytopic Takagi-Sugeno
strategy for the modelling and H∞ robust control of a quadrotor sub-
ject to stealthy actuator attacks. The attacked UAV system under
attacks was modeled as an uncertain polytopic T-S fuzzy one; which
allowed us to generalize existing results for the state feedback ob-
server based control design.
The nonlinear system was represented under an uncertain shape
(with observable premise variables) allowing the implementation
of the observer and control design. The attenuation of the external
like perturbation (attack) was guaranteed thanks to the H∞ norm.
Numerical simulations were given in order to illustrate the effective-
ness of the proposed approach. As an extension of this work, a real
application example is also under investigation.
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 Sleep stage performs a vital role in people’s daily lives in the detection of sleep-related 
diseases. Conventional automated sleep stage classifier models are not efficient due to the 
complexity linked to the design of mathematical models and extraction of hand-engineering 
features. Further, quick oscillations amongst sleep stages frequently lead to indistinct 
feature extraction, which might result in the imprecise classification of sleep stages. To 
resolve these issues, deep learning (DL) models are applied, which make use of many layers 
of linear and nonlinear processing components for learning the hierarchical representation 
or feature from input data and have been used for sleep stage classification (SSC). Therefore, 
this paper proposes an ensemble of voting-based DL models, namely the recurrent neural 
network (RNN), long short-term memory (LSTM) and gated recurrent unit (GRU), with 
activation Regularization (AR) functions for SSC. The penalty addition of L1, L1_L2, and L2 
on the layers of the model fine-tunes it in proportion to the magnitude of the activation 
function in the model by reducing overfitting. Subsequently, the presented model integrates 
the results of every classification model to the max voting combination rule. Finally, 
experimental results of the proposed approach using the benchmark Sleep Stage dataset are 
evaluated using various metrics. The experimental results illustrates that the Ensemble RNN, 
Ensemble GRU, and Ensemble LSTM models have achieved an accuracy of 85.57%, 87.41%, 
and 89.01%, respectively. 
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Sleep stage classification  
Activity Regularization  
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GRU 
RNN 
Ensemble Voting method 
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1. Introduction  

Sleep acts as a vital part of the physical health and quality of 
human lives. Sleep diseases, like obstructive sleep apnea (OSA) 
and insomnia, might result in daylight drowsiness, depression, or 
even mortality [1]. Thus, there is a need to design an efficient 
method for diagnosing and treating sleep-related diseases. The 
study of sleep-related diseases is labeled "sleep medicine," which 
was once a significant medical field and has been included in 
various medical challenges. It consists of two major categories of 
sleep namely, rapid eye movement (REM) sleep and nonrapid eye 
movement (NREM). The REM and NREM sleep stages are 
adjacent and alternated by the sleep procedure on a regular basis, 
and unbalanced cycling or the absence of a sleep stage results in 
a sleep disorder [2]. Inappropriate sleep disorders result in inferior 
quality of sleep, which is frequently ignored and emphasized that 
sleep-related issues are a forthcoming worldwide health problem 

[3]. Sleep stage classification is the initial phase of the diagnosis 
of sleep-related diseases[4] . The critical stage in sleep research is 
collecting the polysomnographic (PSG) information from the 
patient at the time of sleep. The PSG information comprises 
electromyography (EMG), electroencephalography (EEG), bio-
physiological signal, electrocardiography (ECG), and respiratory 
efforts. Until recently, the sleep stage score had to be physically 
determined by human experts [5].  

A human expert's ability to manage slower changes in 
background EEG is limited, and he or she learns the distinct 
guidelines for scoring sleep stages from multiple PSG recordings 
[6]. Moreover, the calculations by the sleep expert are inclined to 
inter and intra- observer variability, which influences the quality 
of the sleep stage score. This substantiates the need for sleep stage 
scoring using Artificial Intelligence (AI) techniques[7]. 

Sleep stage classification has been studied for several years, 
and different advanced techniques and medical application areas 
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have been established. ML techniques used for SSC are artificial 
neural networks (ANN), support vector machines (SVM), dual-
tree, K-means clustering, and empirical mode decomposition 
(EMD). However, these traditional methods rely on the detection 
of biological signals [8]. The manual features are created from the 
EEG signal, which has a tendency toward local optimization. 
Moreover, the patterns of brain signals are complex compared to 
the present knowledge of human beings, which might result in 
data loss in the manual way of extracting features. Additionally, 
feature extraction is a difficult and lengthy process. It also 
necessitates excessively long working hours for experienced 
experts. The convenience and accuracy of sleep stage 
classification techniques are critical issues in the analysis of sleep-
related diseases.  

In recent times, different studies have utilised deep learning 
(DL) models, which are motivated by the biological imitation 
outcomes of the visual cortex of mammals. In contrast to the 
conventional technique, it decreases the difficulty of the network 
and weight count due to its shared weight networking model, 
which is equivalent to a biological NN. Additionally, it reduces 
the calculation process because of its capability of classifying the 
EEG data without hand-crafted feature extraction. 

This paper presents DL models with AR regularisation 
functions and ensemble DL models for sleep stage classification. 
At the initial stage, the required features were extracted from the 
single channel and normalized. Following this, the proposed 
model employed three DL models, namely, the recurrent neural 
network (RNN), long short-term memory (LSTM), and gated 
recurrent units (GRU), for classifying the sleep stages. At last, the 
presented model integrates the results of every classification 
model using the max voting combination rule to generate an 
optimal outcome. The experimental analysis was performed to 
highlight the improvements of the proposed model over the 
existing models. 

The construct of the paper is detailed as follows: Section 2 
summarizes an overview of the existing work based on deep 
learning techniques for sleep stage classification. Section 3 
provides an overview of the proposed work for SSC using DL 
models, various Regularization, and ensemble techniques. Section 
4 discusses the dataset details, implementation details, and 
performance evaluation of the proposed work. Section 5 provides 
conclusion on performance on proposed model on sleep stage 
dataset.  

2. Related works 

The author proposed an NN-based CNN with an attention 
scheme for automated sleep stage classification. The weighted 
loss function employed in the CNN model handled the class 
imbalance problem for sleep stage classification [9].  Developed 
an automated DL-based sleep stage classification model utilizing 
EEG signals that automatically extracted the time-frequency 
spectra of the EEG signals. The Continuous Wavelet Transform 
(CWT) technique was used for extracting the RGB color images 
of the EEG signal. The transfer learning of the pre-trained CNN 
was utilised to classify the CWT images according to sleep levels 
[10].  

Developed an orthogonal convolutional neural network 
(OCNN) for learning rich and efficient feature representation. The 
Hilbert-Huang transform was used to extract the time-frequency 
representation of the EEG signal, and OCNN was used to classify 
the sleep stages [11]. An effective ensemble method to classify 
distinct types of sleep stages. The classification technique was 
employed an integration of the EEGNet and BiLSTM models for 
learning the distinct features of EEG and EOG signals, 
respectively [12].  

In the past few decades, the sleep stage classification process 
has gained significant attention. Machine learning techniques 
such as multiclass SVM, and linear discriminant analysis were 
applied for classifying sleep stages [13]. Proposed a technique for 
detecting sleep stages based on iteration filtering. The amplitude 
envelope and instantaneous frequency (AM-FM) were applied for 
classifying the sleep stages, and an average accuracy of 86.2% 
across five sleep stages was achieved[14] .  

The author proposed a novel sleep stage recognition method 
based on a new set of wavelet-based features extracted from 
massive EEG datasets. The integrated SVM technique and CNN 
model were employed on the EEG signal for extracting features 
and classifying the sleep stages. It was implemented to learn task-
oriented filters to classify data depending on single-channel EEG 
without utilizing previous domain information [15].  

The author proposed a deep CNN framework extracted data 
from raw EGG signals and classified the sleep stages using the 
SoftMax activation function[16]. Smart technology for sleep 
stage classification was developed, data were trained using two 
different fuzzy rule algorithms for classifying sleep stages and 
studying the new patient’s record. But it ignores the connection 
between the current stage and its adjacent sleep stage and does not 
capture the transition rules among the sleep stages [17].  

An Elman RNN was proposed for automatically classify 
sleep staging systems. This system classified different sleep 
stages based on energy features (E) of 30 s epochs extracted from 
a single channel's EEG signals [18]. The author proposed 
DeepSleepNet model extracted time-invariant features from the 
EEG signal using CNN and bi-directional LSTM and learned the 
stage transitions rule. Also, the two-step training algorithm was 
used to lessen class-imbalance problems and encode the temporal 
information of the EEG signal into the model [19]. The author 
developed a mixed neural network (MLP and LSTM), the 
temporal physiological features of the signal were extracted using 
power spectral density (PSD), and the extracted features were 
classified using an MLP and LSTM [20]. The sequential feature 
learning model was developed using a deep bi-directional RNN 
with an attention method for single-channel automated sleep stage 
classification. The time-frequency features were extracted from 
the EEG [21]. 

The sleep stage classifier technique was proposed, the 
temporal (59) and frequency domain (51) characteristics of the 
EEG signal were extracted using the PSD approach, and the 
extracted features were classified using the C-CNN and attention-
based BiLSTM models [22]. The author proposed SleepEEGNet 
combines the CNN and BiLSTM models to extract the time and 
frequency features and capture the sleep transition between the 
epochs in a single-channel EEG signal. The new loss function 
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technique in the SleepEEGNet decreases the effects of the class 
imbalance problems [23]. 

The author developed a classification framework for automatic 
sleep stage recognition from a combination of male and female 
human subjects. Then the ResNet structure automatically extracts 
the frequency features from the raw EEG signal [24]. 

Transfer learning-CNN was developed for classifying the sleep 
stages. The time and frequency features were calculated using 
PSD estimation and statistical techniques from the EEG and EOG 
signals. The EEG feature set and the set of fused features of EEG 
and EOG signals were separated and converted into image sets 
using a horizontal visibility graph (HVG) in Euclidean space. An 
image of HVG is classified into different sleep stages using 
transfer learning-CNN [25]. 

3. Proposed Sleep Stage Classification Model 

The workflow involved in the proposed model for SSC is given in 
Figure. 1. The figure shows that the initial stages of the processing 
of input EEG data involve data extraction of sub-band frequency 
and data normalization. Followed by three DL models with activity 
regularization techniques are used for the classification of EEG 
signals for SSC. Finally, the max voting ensemble method is 
applied to determine the performance of the optimal sleep state 
classification results of the presented model. 

3.1. Data acquisition and Preprocessing  

The multichannel time series data is extracted from different 
channels of EEG (Fpz-Cz), Pz-Oz, and EOG. The EEG signal is 
recorded by positioning the electrode in accordance with the 
International 10-20 systems. The EEG data from a single EEG 
channel (Fpz-Cz) is considered for this research work. The steps 
for extracting the EEG signal data that is fed into the DL model 
are narrated as follows: 

• The extracted EEG signal (time series) of 30-
sec epochs is fed as input to the  DL models. 

• The continuous raw signal is converted into 
sequential data of 30 s epochs is segmented, and stages of S1, S2, 
S3/4, wake, and REM are assigned in each epoch based on the 
annotation file in the AASM standard. 

• Since each segment(fragment) of 30 s epochs 
was sampled at 100Hz, and 3000- time points (30*100) for five 
stages, are extracted. 

The power spectral density (PSD) technique is applied to extract 
different sub-bands frequencies (35 features) from the EEG signal 
to identify each stages correctly. The signal is then normalized to 
have a zero mean and unit variance for each of the 30-second 
epochs and divided by each segment's power spectral density of 
each frequency band (0.5 to 30 Hz) by each segment's total power 
spectral density. The power spectral intensity of the kth is 
measured by Eq. (1). 

PSI𝑘𝑘 = � |𝑋𝑋𝑖𝑖|,    𝑘𝑘 = 1,2, … … . ,𝐾𝐾 − 1

⌊𝑁𝑁(𝑓𝑓𝑘𝑘+1 𝑓𝑓𝑠𝑠⁄ )⌋

𝑖𝑖=⌊𝑁𝑁(𝑓𝑓𝑘𝑘 𝑓𝑓𝑠𝑠⁄ )⌋

                       ( 1 ) 

 

 
Figure 1: Overall Process of Proposed DL model 

3.2. DL Models 

The DL models LSTM, GRU, and RNN are discussed in the 
following section. 

3.2.1. RNN Model 

RNN is a kind of NNs with loops that permits persisting data from 
the past in the neural network system. In Figure. 2, the center 
square signifies a NN that takes input 𝑥𝑥t at present time step 𝑡𝑡 and 
provides the value ℎt as an outcome. The loop in the model allow 
to utilize data from the previous time step for producing output at 
the present time like step 𝑡𝑡. So, it is the state that the decision 
develops at time slice 𝑡𝑡 − 1  influences the decisions to be 
developed at time step 𝑡𝑡. Thus, the RNN output for the novel 
information is based on the present input and recent past output 
data [26]. The RNN output computation depends on the frequent 
computation of the outcome using Eqn. (2)-(3): 

ℎt = 𝐻𝐻(𝑊𝑊𝑡𝑡𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎℎt−1 + 𝑏𝑏ℎ)   + AR             (2) 
𝑦𝑦t = 𝑊𝑊ℎℎt + 𝑏𝑏𝑦𝑦                                       (3) 

 
where 𝑥𝑥𝑡𝑡  implies the input order at the current time step 𝑡𝑡, 𝑦𝑦t 
represents the output order at time step 𝑡𝑡, and ℎ signifies the order 
of the hidden vectors in the time step 1 to T. 𝑊𝑊 and 𝑏𝑏 denotes 
weight matrix as well as bias correspondingly.  

 
Figure 2: Loop structure of RNN 
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3.2.2. LSTM Model 

Hochreiter and Schmidhuber introduced the LSTM networks in 
1997 [27].LSTM is a different kind of RNN with memory cells. 
These memory cells are important to manage long-term 
dependencies on the information. The chain like architecture of 
LSTM is as shown in Figure 3 and specific memory cells from 
LSTM. All large square blocks imply the memory cell. The cell 
states are an important portion of the LSTM model which are 
represented through the horizontal line moving with the top of cell 
from the Figure. It executes in all cells from the chain of LSTM 
networks. The LSTM takes the possibility of adding or deleting 
data in the cell state. This function is completed by other 
architecture in LSTM known as gates. The gates are computed 
using the sigmoid 𝜎𝜎  activation function (demonstrated by 𝜎𝜎  in 
Figure. 3) and point-wise multiplication function (illustrated ⊗ in 
Figure. 3). They are 3 gates that manage data to pass with the cell 
state. The forget gate is responsible to remove information from 
the cell state. Besides, the input gate is accountable for appending 
information to the cell state. The output gate elects the data of the 
cell state to the outcome. 

 

Figure 3: Architecture of LSTM model 

The computation in the typical single LSTM cell can be 
expressed by: 

𝑓𝑓t = 𝜎𝜎�𝑊𝑊𝑓𝑓 . [ℎt−1, xt] + 𝑏𝑏𝑓𝑓�                                                 (4) 
it = 𝜎𝜎(𝑊𝑊i. [ℎt−1, xt] + 𝑏𝑏i)                                                   (5) 

�̃�𝐶𝑡𝑡 = tanh(𝑊𝑊𝑐𝑐 . [ℎt−1, xt] + 𝑏𝑏𝑐𝑐)                                                (6) 
𝐶𝐶t = 𝑓𝑓𝑡𝑡 ∗ 𝐶𝐶t−1 + 𝑖𝑖t ∗ �̃�𝐶𝑡𝑡                                                       (7) 
ot = 𝜎𝜎 (𝑊𝑊𝑜𝑜. [ℎt−1, xt] + 𝑏𝑏𝑜𝑜) + AR                                  (8) 

ℎt = ot ∗ 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝐶𝐶t)                                                     (9) 
 
where the activation function utilized is sigmoid function (𝜎𝜎) and 
hyperbolic tangent function (tanh), it, 𝑓𝑓t, 𝑜𝑜t  signifies the input 
gate, forget gate, output gate respectively, 𝐶𝐶t, �̃�𝐶𝑡𝑡 ,ℎ𝑡𝑡  memory cell 
current content, new cell state, hidden state correspondingly. 
Every W and b refer to the weight matrix and bias, respectively.  

 

3.2.2. GRU Model 

The GRUs are the other kind of RNNs with memory cells. The 
GRU also takes a gating scheme for controlling the flow of data 
with cell state but takes few parameters and does not comprise an 
output gate. The GRU has 2 gates, 𝑟𝑟 implies the reset gate, and 𝑧𝑧 
represents the update gate is as shown in Figure 4. The reset 𝑟𝑟 gate 
controls the new input data and decides how much of the past 
information should be forgotten. The update gate updates the 
information of the previous state and carries that information (data) 
for a prolonged period [28].  

 
Figure 4: Structure of GRU model 

The subsequent formulas are utilized in GRU outcome 
computations: 

𝑟𝑟𝑡𝑡 = 𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠 (𝑊𝑊𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑟𝑟)                                (10) 
𝑧𝑧𝑡𝑡 = 𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠 (𝑊𝑊𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎℎ𝑡𝑡−1 + 𝑏𝑏𝑧𝑧) + AR                    (11) 

ℎ�𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ(𝑟𝑟𝑡𝑡 ⊙ 𝑏𝑏𝑧𝑧) + 𝑏𝑏ℎ                  (12) 
ℎ𝑡𝑡 = 𝑧𝑧t ⊙ ℎ𝑡𝑡−1 + (1 − 𝑧𝑧𝑡𝑡) ⊙ℎ�𝑡𝑡                       (13) 

 
In Eqs. (10)-(13), 𝑥𝑥t, ℎt, 𝑟𝑟t, 𝑧𝑧t  implies the input vector, output 
vector, reset gate, and an updated gate correspondingly. Every 𝑊𝑊 
variable refers to the weight matrix, and 𝑏𝑏 signifies the bias. The 
following section discusses various regularization techniques. 

3.3. Regularization Functions 

Overfitting is a prominent issue in the deep learning model, which 
prevents from completely generalizing the models to fit perfectly 
on the validation set during training. During the initial stage of 
training, the validation error decreases typically along with the 
error on the training set. However, the validation set error will 
increase as the model starts to overfit the data. Overfitting in the 
learning curve while training the model is as shown in Figure 5. 
The learning curve is a graphical plot of learning the data and 
diagnosing the model's learning performance through loss values 
(y-axis) with respect to epochs (x-axis). The performance of the 
deep learning model creates a vast gap, resulting in random 
fluctuations between the training loss (high performance) and the 
validation loss (lower performance) while training and evaluating 
the model. 

The overfitting of data happens because of the following reasons. 

The model comprises of more than one hidden layer stacked 
together with nonlinear information processing to learn the 
association between input and output data and the learning of the 
association is a complex process.  

• Additionally, deep neural networks' loss 
function/cost function is highly nonlinear and not convex [29].  

 

Figure 5: Overfitting (Learning curve) 
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3.3.1. Purpose of regularization 

In the literature, to overcome the overfitting problem, various 
regularization techniques are adopted. The “activity 
regularization” technique is applied to the DL models to improve 
the performance to a great extent, mainly when an overfitting 
problem occurs [30]. It can be applied either to the hidden layers 
or the output layers of the DL models. It aids minor changes in the 
weight matrix of the learning approach while learning the data and 
thus reduces generalisation errors.  

3.4. Various Regularization techniques 

In this section various activation regularization techniques are 
discussed below. 

L1 activation (Activity) regularization (AR): The L1(AR) 
technique is applied to the activation function in the DL model. 
L1 Regularization is calculated as the "sum of the absolute 
activation values." The L1 AR causes the activation values to be 
sparse, thus allowing specific activations to reach zero. The L1 
norm may be a more commonly utilised activation Regularization 
penalty [31]. 

L2 activation (Activity) regularization: L2 (AR) Regularization 
is calculated as the "sum of the squared activation values." L2 
Regularization keeps the magnitude of activations small, allowing 
specific activation values other than zero [32]. 

In this research work, L1, L2, and L1_L2 Regularization 
techniques alone are used for the experiments, which aid in better 
decision-making and prediction. This technique aids in improving 
the learning process in the DL models, thereby reducing 
generalisation errors. 

3.4. Ensemble techniques  

The ensemble technique combines the decisions/predictions from 
multiple models to make a final prediction and is used to enhance 
the model's performance. The simple ensemble techniques of 
majority voting is as shown in Figure 6.  

 
Figure.6: Simple Ensemble Techniques 

Majority (max) ensemble voting 

In max voting technique, the output of the multiple DL 
models is combined using the max-voting technique to make final 
predictions/decisions. The model classifies the instance to 1 and 
0 otherwise for the 𝑗𝑗𝑡𝑡ℎ class of the 𝑡𝑡𝑡𝑡ℎ model [33].  

�𝑑𝑑𝑡𝑡,𝑘𝑘 = 𝑠𝑠𝑡𝑡𝑥𝑥𝑗𝑗=1𝐶𝐶
𝑀𝑀

𝑡𝑡=1

 �𝑑𝑑𝑡𝑡,𝑘𝑘

𝑀𝑀

𝑡𝑡=1

                                              (14) 

where  t = 1,2, … . ,𝑀𝑀, M- is the number of model classifiers and 
k=1,2……., C, C -is the number of classes.  

 

4. Implementation 

4.1. Dataset Details 

The sleep staging datasets from the physionet consist of 197 
recordings of PSG signals, including 153 sleep cassettes (SC) of 
healthy patients and 44 sleep telemetry (ST) patients with 
medication. The details associated with the sleep dataset for 15 
subjects are as given in Table 1. The sleep dataset contains bipolar 
channels (Fpz-Cz and Pz-Oz). The single channel (Fpz-Cz) 
indicates that the brain activity related to sleep stage connectivity 
is located in the cerebral midline. The DL model quickly learns 
the sequential features from a single channel (Fpz-Cz) to 
minimize the processor’s load and computational time. The 
channel selection process involves choosing a single channel for 
the sleep stage classification process. This work using three DL 
models to automatically classify sleep stages using a single 
channel (Fpz-Cz) from EEG signals (physionet.org). 

Table 1. Dataset Details 

Dataset Wake 
(W) 

S1 
(N1) 

S2 
(N2) 

S4 
(N3-
N4) 

REM Total 
Epochs 

Sleep-
EDF-18  8006 635 3621 1299 1609 15,170 

 
In this dataset, 10% of patients do not have alpha waves 

during w. Sleep stage scoring is a time series (sequential) 
problem, so it depends on temporal features and previous epochs 
of the sleep stages (the N2 stage depends on the N1). The 
benchmark sleep stage dataset (physionet) was used in the 
experiment to assess the performance of the DL models. This 
research work used recordings of data from fifteen (15) subjects, 
ages 25 to 101. The original recording consists of sleep stages 
labeled as W (wake), 1, 2, 3, 4, M (movement time), R (REM), 
and unknown (?). For experimental purposes, only five stages, 
viz., wake, REM, 1, 2, 3, and 4, are considered. In addition, 
movement time and unknown stages are not taken into 
consideration. Stages 3 and 4 are considered a single stage 
according to AASM standards. The DL model's performance is 
measured using accuracy, recall, F-score, precision, and kappa 
coefficient. 

4.2. Platform used for Implementation. 

Keras is one of the deep learning libraries that supports the 
implementation of complicated pre-packaged architectures like 
RNN, GRU, and LSTM. The DL model experiments were 
conducted on an Intel Core i5 processor with 16 GB of RAM. The 
deep learning models were developed using the Python 
programming language. The training parameters for the SSC 
dataset are tabulated in Table 2. The parameters of each DL model 
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were fixed by conducting several experiments and considering 
various combinations; the model that produced the best results 
was saved for this research work. 

Table 2. Experimental design and Training parameters 

Parameter Value 
Batch size, Epochs, and optimizer 32, 100 and SGD respectively 
Layer one Sequential input layer 
Layer 2 RNN/LSTM /GRU 90 (Number of neurons) 
Layer 3 RNN/LSTM /GRU 50 (Number of neurons) 
Layer 4 Fully connected layer 10 (Number of neurons) 
Layer 5 Output layer 5 SoftMax AF 

 

5. Performance Evaluation 

5.1. Experiments using RNN with (or) without 
regularization (WR) 

The comparative result analysis of RNN model is evaluated with 
and without regularization as depicted in Table 3. The 
performance of the model is computed in terms of precision-
recall, f-measure, training loss, validation loss, validation 
accuracy and training accuracy is given in Table 7. From the graph 
shown in Table 3, the performance of RNN-WR (without 
regularization) shows that there is a high gap and random 
fluctuation between validation loss and training loss, which 
indicates the onset of overfitting, as shown in Tables 3 (a) and 7. 

Table 3. RNN learning curve with and without regularization 

  

  

 
 

  

  
 

In order to overcome the overfitting problem in the RNN model, 
the L1 norm activity regularisation technique with a penalty value 
of 0.001 was applied to the RNN layer. It is observed that 
validation loss is reduced but fails to close the gap between the 
training loss and validation loss in the sleep stage classification 
process, as shown in Tables 3 (b) and 7. In addition, when the 
L1_L2 norm activity regularization technique with a penalty 
value of 0.001 was set to the RNN layer, the significant gap 
between the training and validation loss were minimised, which 
increased the validation accuracy, as shown in Table 3. (c) and 7. 

Besides, the L2 norm activity regularization technique with a 
penalty value of 0.001 to the RNN layer, reducing validation loss, 
and slightly closing the gap between the training loss and 
validation loss. So, the RNN model with L2 regularization 
achieved lower validation loss and higher validation accuracy, as 
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shown in Table 3. (d) and 7. The RNN models with and without 
the regularization effect were integrated using the max voting 
technique to make the final prediction of ensemble models. At 
last, ensemble RNN achieved lower validation and training loss 
indicates no sign of overfitting as shown in Table 3 (e). Also, the 
ensemble model exhibit on-par performance with the effect of 
adding combined regularization (L1_L2) for sleep stage 
classification in the RNN model, as shown in Table 3. (c) and 7. 

5.2. Experiments using LSTM with (or) without regularization 

Table 4 shows the LSTM model's comparative result analysis. 
The LSTM model results are evaluated using metrics such as 
training loss, validation accuracy, validation loss and training 
accuracy, which are also computed and reported. As shown in 
Tables 4 (f) and 7, the performance of LSTM-WR (without 
regularization) for sleep stage classification during training 
predicts the output with a lower training loss and a higher 
validation loss, indicating the sign of overfitting. Overcome the 
overfitting problem in the LSTM model, the L1 norm activity 
Regularization technique with a penalty value of 0.001 was 
applied to the LSTM layer. It is observed from Table 7 that LSTM 
with L1 Regularization achieved a loss difference of 0.0231, 
which indicates validation loss is reduced and slightly closes the 
gap between the training and validation losses in the sleep stage 
classification, as shown in Tables 4 (g) and 7.  

Table 4. LSTM learning curve with and without regularization 

  

  

  

  

  
In addition, the L1_L2 norm activity Regularization technique 
with a penalty value of 0.001 was applied to the LSTM layer. It is 
observed in Table 7. that LSTM with L1_L2 activity 
Regularization achieved a loss difference of 0.0111, which 
effectively closed the significant gap between the training and 
validation losses, thus increasing validation accuracy, as shown in 
Tables 4(h) and 7.  

Besides, the L2 norm activity Regularization technique with a 
penalty value of 0.001 was applied to the LSTM layer. It is 
observed from Table 7 that LSTM with L1 Regularization 
achieved a loss difference of 0.012, reducing validation loss and 
closing the gap between the training loss and validation loss. So, 
the LSTM model with L2 regularization achieved lower 
validation loss and higher validation accuracy, as shown in Tables 
4 (i) and 7.  
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The LSTM models with and without the Regularization effect 
are combined using the max voting technique to make the final 
prediction of ensemble models. At last, ensemble LSTM attained 
higher performance with lower validation and training losses, 
which achieved a loss difference of 0.0013, indicating no sign of 
overfitting, as shown in Tables 4 (j) and 7. To conclude, the 
ensemble LSTM model exhibits higher performance and closes 
the gap between training loss and validation loss for SSC. 

5.3. Experiments using GRU with (or) without regularization 

Table 5 depicts the GRU model's comparative result analysis. 
From the graph shown in Table 5, the performance of GRU-WR 
(without Regularization) for the sleep stage classification model 
attained a lower training loss and a higher validation loss, which 
discloses the sign of overfitting, as shown in Tables 5 (k) and 7. 
Overcome the overfitting problem in the GRU model, the L1 
norm activity Regularization technique with a penalty value of 
0.001 was applied to the GRU layer. 

It is observed from Table 7 that GRU with L1 Regularization 
achieved a loss difference of 0.0231, which indicates validation 
loss is reduced but failed to close the gap between training and 
validation loss in the sleep stage classification process, as shown 
in Tables 5 (l) and 7. 

In addition, the L1_L2 norm activity regularization technique 
with a penalty value of 0.001 was applied to the GRU layer. It is 
observed from Table 7 that GRU with L1_L2 Regularization 
achieved a loss difference of 0.0018, which effectively closed the 
significant gap between the training and validation loss, thus 
increasing validation accuracy, as shown in Tables 5 (m) and 7.  

Table 5. GRU learning curve with and without Regularization 

  

  

  

  

  
 

Besides, the L2 norm activity Regularization technique with a 
penalty value of 0.001 was applied to the GRU layer. It is 
observed from Table 7 that GRU with L1 Regularization achieved 
a loss difference of 0.0158, reduced validation loss, and slightly 
closed the gap between the training loss and validation loss. So, 
the GRU model with L2 Regularization achieved lower validation 
loss and higher validation accuracy, as shown in Tables 5. (n) and 
7. 

The GRU models with and without the regularization effect are 
combined using the max voting technique to make the final 
prediction of ensemble models. At last, ensemble GRU attained 
higher performance with lower validation and training loss, which 
achieved a loss difference of 0.0052, indicating no sign of 
overfitting, as shown in Tables 5 (o) and 7.   
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Table 7. Result analysis of DL models on sleep stage dataset 
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RNN-
WR 74.33 76.67 75.48 0.7090 76.62 0.7329 73.71 

RNN-
L1 83.12 84.52 83.81 0.3310 83.62 0.4730 80.92 

RNN-
L1L2 85.41 89.21 87.27 0.2112 86.10 0.2264 85.03 

RNN-
L2 87.01 87.13 87.06 0.2242 85.78 0.2831 83.90 

Ensem
ble 

RNN 
85.82 89.84 87.78 0.2093 86.88 0.2221 85.57 

GRU-
WR 82.71 86.42 84.52 0.3115 84.42 0.4123 81.27 

GRU-
L1 88.09 89.36 88.72 0.2205 86.10 0.2436 84.14 

GRU-
L1L2 87.84 90.09 88.95 0.2060 87.90 0.2078 86.95 

GRU-
L2 87.94 89.48 88.7 0.2023 86.45 0.2181 85.25 

Ensem
ble 

GRU 
88.45 89.88 89.16 0.1977 88.08 0.2029 87.41 

LSTM-
WR 85.48 87.10 86.28 0.3533 85.45 0.5682 81.97 

LSTM-
L1 

   
87.98 88.78 88.38 0.2551 86.56 0.2782 84.55 

LSTM-
L1L2 88.10 89.07 89.38 0.1420 88.75 0.1531 87.98 

LSTM-
L2 89.12 87.34 88.22 0.2225 87.21 0.2345 86.17 

Ensem
ble 

LSTM 
(E-

LSTM 

88.98 90.76 89.86 0.1201 89.18 0.1214 89.01 

 

Table 7 indicates the sleeping stage classification outcome of the 
different DL models with ensemble techniques. Figures. 7 
illustrates the result analysis of different DL models with 
ensemble techniques on the sleep stage dataset.        

 

Figure. 7: Accuracy analysis of DL models for sleep stage 

The ensemble models such as Ensemble RNN, Ensemble GRU, 
and Ensemble LSTM models have accomplished maximum 
validation accuracy of 85.57%, 87.41%, and 89.01%, 
respectively. Among the three DL models, the Ensemble-LSTM 
has established outstanding results and is considered a suitable 

model for sleep stage classification concerning good f-measure, 
higher accuracy of 89.01%, and lower validation loss. 

Table 6. Per-class performance achieved by E- LSTM Models on SSC Dataset 

Sleep 
stage 

Predicted on SSC dataset Evaluation metrics (%) 
 

W1 N1 N2 N3 REM Precision Recall F-
measure 

W1 7726 206 42 32 21 96.25 96.58 96.19 
N1 94 350 78 5 87 56.29 45.51 50.57 
N2 90 104 3286 81 60 90.26 82.70 86.77 
N3 76 24 140 1019 40 78.44 88.87 85.13 
REM 60 146 163 32 1208 75.07 88.71 85.02 
Overall Accuracy=89.01 % Kappa=0.838 

Table 6. shows the per-class performance achieved by the 
ensemble LSTM model for the sleep stage dataset (single 
channel). The diagonal values in the confusion matrix represent 
True Positive (TP) and imply that the number of sleep stages is 
correctly classified. The table shows the classification 
performance of each stage in terms of precision, recall, overall 
accuracy, kappa, and f-score. The model performs better for 
stages W, N2, N3, and REM, except for N1. It may be because the 
N1 stages have fewer epochs than the other stages. However, 
ensemble LSTM achieved better performance when compared 
with other state-of-the-art models (cascaded, Elman, attentional 
RNN) except for the N1 stage, as shown in Table 8. The reason is 
that other models classified sleep stages using fewer sleep stage 
epochs. The kappa (k) values showed a significant level of 
agreement between the E-LSTM model and the sleep expert.  
Table. 8. Comparative Accuracy analysis of the proposed E-LSTM with existing 

models 

Models Overall Metrics Per-class F-Score 
Sleep 
stage 
total 

(Epochs) 

Accuracy 
(%) 

kappa W S1 S2 S3 REM 

Attentional 
RNN 

- 79.1 0.762 75.5 27.3 86.6 85.60 74.8 

Elman 2880 87.20 - 70.8 36.7 97.3 89.70 89.5 
Cascaded 10280 86.74 0.79 95.29 61.09 85.48 84.80 83.74 
Proposed 
E-LSTM 

15170 89.01 0.838 96.19 50.57 86.77 85.13 85.02 

 

 

Figure. 8: Accuracy Analysis of the proposed E-LSTM with existing models 

Table 8 shows a brief comparison of the ensemble models' 
results with those of existing models. In terms of accuracy, Figure 
8 compares the proposed E-LSTM model to existing models. 

Using the SleepEDF -18 dataset, the attentional RNN model, 
cascaded, and Elman RNN were used in the literature for SSC. 
The proposed ensemble LSTM model's performance is compared 
with that of the existing model, and the results are reported in 
Table 8. The results show that the attention mechanism has 
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accomplished a lower accuracy of 79.10%. Cascaded and Elman 
RNN models have obtained moderate accuracy of 86.74% and 
87.20% [34], respectively. 

As previously mentioned, it is evident that the Ensemble 
LSTM model outperforms the other model on the SSC. The 
experimental result reported that the ensemble LSTM had attained 
a higher classification accuracy with a good F-score. Hence, the 
performance of the E-LSTM model for SSC is observed to be a 
better model than other models reported in the literature. 

6. Conclusion 

This paper has effectively designed an ensemble of voting-
based DL models with Regularization functions for sleep stage 
classification. At the initial stage, the input EEG data is pre-
processed in stages such as channel extraction, feature extraction, 
and data normalization. Subsequently, three DL models, namely 
the RNN, LSTM, and GRU models, are employed for the 
classification of EEG sleep stages. A comprehensive set of 
simulations was done to validate the effective sleep stage 
classification outcome of the presented model, highlighting the 
superior outcome of the presented model. The obtained 
experimental results highlighted the improvement of the 
presented model on the test EEG sleep state dataset. While 
training the applied DL models, activity Regularization 
techniques are used to mitigate the overfitting problem. The 
proposed model overcame the overfitting problem that affected 
the model's performance. The DL model with activation 
Regularization techniques was used to close the gap between 
validation and training loss, which improved the model's 
performance. The max voting technique is used to determine the 
optimal SSC efficiency of the presented model. The experimental 
results showed that the ensemble RNN, ensemble GRU, and 
ensemble LSTM models had achieved an accuracy of 85.57%, 
87.41%, and 89.01%, respectively, for sleep stage classification. 
In the future, bio-inspired optimization algorithms can be 
employed to determine the optimal weights in the voting 
technique. Additionally, the sleep stage is a sequential time series 
of various sleep stages (sub-bands), so one stage depends on the 
previous stage. 
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 Subsurface Utility Engineering (SUE) is an international model for mapping and classifying 
underground surfaces according to their accuracy (acquisition method). Utilizing 
Geographic Information System (GIS) to map and present the SUE levels paved the way for 
producing a new Decision Support System (DSS) for the utility mapping process. The 
proposed system represents an efficient tool for managing, operating and maintaining 
utilities. This Article aims to design a prototype in Unified Modeling Language (UML) of a 
new DSS system to operate SUE maps using digital spatial maps (GIS-compatible). Although 
SUE and GIS are not new technologies, integrating them is. The result is a prototype that 
makes utility management and maintenance cost estimation more efficient. This prototype 
facilitates and automates the cost estimation of exposing, maintaining, or locating 
subsurface objects, such as utilities. In addition, it may apply to Municipal Solid Waste 
(MSW) and void mapping.  
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1. Introduction 

This paper is an extension of work originally presented at the 
2021 International Conference on Innovation and Intelligence for 
Informatics, Computing, and Technologies (3ICT) [1]. 

Planning is a basic management function involving 
formulating one or more detailed plans to achieve an optimum 
balance of needs or demands with available resources (Source: 
https://www.dictionary.com ). The cost is the most vital function 
to consider during the planning process. On the other hand, the cost 
usually changes from one location to another. Thus, spatial 
analysis is considered one of the best cost estimation and selection 
tools. This geospatial technique is called Location Based Service 
(LBS). LBS accuracy depends on the mapping accuracy of spatial 
features. Therefore, accurate LBS produces accurate cost 
estimation.  

Spatial analysis is one of the main functions of GIS. However, 
its power and efficiency are inherently in the ability to combine 
spatial with non-spatial data called “Attributes”. Figure 1 shows an 
example of a GIS map with an attribute table (Geodatabase). 

The GIS in utility discussed in Article [1] started by illustrating 
the Facility Mapping systems (FM). These systems enhance the 
construction, maintenance, and operation of utilities. FM system 
mainly represented the utility features as vector (point, line, or 

polygon) rather than raster data (pixels). This is because vector 
data has better accuracy than raster and is easy to calculate.  

Increasing mapping accuracy of the existing subsurface utility 
minimizes the potential risk of damaging them. This objective is 
significant for the majority of subsurface mapping researchers. 
Therefore, SUE was designed to control and document 
underground utilities' mapping accuracy. In addition, SUE has 
several other benefits illustrated in [1].  

SUE classifies the mapping features based on source accuracy 
(Data capturing). The classification is usually divided into four 
categories (Levels of Quality). These categories are class D: the 
location was determined based on historical data (digitizing old 
drawings or asking experts). Class C indicates that a topographical 
survey was used to locate the existing surface manholes and utility 
markers. Class B means that a geophysical surveying method was 
conducted to locate the utility, such as Ground Penetrating Radar 
(GPR), Electricity Pipe and Cable Locator (EPL), and other 
techniques. Finally, Class A refers to a non-destructive drilling 
technique (using water or air jetting devices) or hand-work trial 
holes implemented to identify the locations. The reliability of these 
classes was set to 25, 50, 75, and 100% for the classes D, C, B, and 
A, respectively [2]. Figure 2 shows a typical SUE map with the level 
of accuracy (confidence) and depth for each feature written over it. 

These levels from A to D are inversely proportional to cost and 
directly proportional to risk, as shown in Figure 3.  
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Figure 1: Sample of GIS map with attribute data 

 
Figure 2: Typical SUE Map 

 
Figure 3: SUE Quality levels  

Article [1] discusses integrating GIS with SUE. Also, the 
Article provided a prototype for this integration (How to convert 
the SUE map into the FM system and how to add the SUE classes 
to the FM system). 

The future work for the mentioned Article was to design a DSS 
that helps the FM system user estimate the cost and time for 
mapping subsurface utilities. Therefore, this research extends this 
work to produce the mentioned DSS. In addition, this Article and 
[1] represent an enhancement of the results obtained by the original 
research in subsurface mapping [3]. 

Several works of literature define and illustrate the SUE and 
GIS in more detail, such as the articles [4,5], and [6], which 
represent good references that discuss SUE's benefits and history. 
These articles showed that the SUE has begun enhancing utility 
mapping certainty in roads and highway projects. They also show 
that the benefit of investment in SUE is enhanced and increases 
with time. 

On the other hand, the articles [7,8], and [9] discuss the FM 
and the importance of GIS and FM in managing utilities and other 
subsurface features. In addition, these articles show that FM 
represents an office automation system that starts from converting 
the utility maps from CAD to GIS layers and includes utility 
planning, designing, operating, maintenance, and construction. 

 
Figure 4: Methodology 

2. Methodology 

This research aims to design a prototype for a DSS that 
enhances the cost and time estimation for subsurface feature 
mappings, such as utility construction and utility data acquisition. 
The proposed system is designed based on the prototype for 
integrating GIS data and SUE maps.  
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The methodology of this research flowchart is shown in Figure 
4, started by defining the targeted object to be investigated. The 
targeted objects in this research are utilities, voids, and MSW 
because the original researches [1] and [3] were designed to study 
these objects. Even though the outcome prototype can be applied 
to investigate any subsurface features, the system was built based 
on the outcome of the integration and conversion between SUE 
and GIS layers. Therefore, the availability of a GIS-SUE map 
might be defined to delineate the scenario that the software 
(system) will follow (either to build a new GIS-SUE map or to 
work on an existing one). Thus, this research focuses on putting 
the designed prototype into a system that determines how much it 
costs to locate the intended feature and to gauge its cost and time. 

This Article presents the significance of utilizing SUE in the 
proposed DSS. Then, briefly discusses the designed prototype. 
Lastly, it discusses the results and output of this research. 

3. SUE in a Decision Support System 

The benefit of SUE levels could save the cost of data 
acquisition, depending on data acquisition objectives. For 
example, there is no need to pay a significant amount to gather data 
using topographical or geophysical surveying; when the map is for 
planning purposes, historical data is enough. Also, it assists the 
project manager in determining the requirements for the project. 
For example, if the map is for construction purposes, the area of 
potential risks requires level A (precise location) data, such as 
junctions, to avoid hazards and injuries. 

The previous examples are used to establish a DSS to help the 
designer and the project manager determine the cost and risk of 
utilizing the feature's locations in further procedures, such as 
excavation and construction. However, the proposed DSS depends 
on the pre-requisite information provided by the user. This 
information helps the system define the likelihood, track and 
calculate the costs. The requirements are: 

1- The objective of the requested mapping is to delineate the 
required level of SUE.  

2- SUE level for the existing feature, if any. 

3- The unit price for locating the service includes the exposing 
method, the depth, length, size, action required (protect, 
relocate, or do nothing), and any other information that 
affects the total utility cost. 

4- The time required to implement the action in the previous 
step. 

The proposed system will delineate the cost of the required 
operation near the utility feature with a range of certainty that 
depends on the level of SUE of the original data. In addition, the 
system estimates the cost of changing the level of SUE data to 
increase the reliability of the data, which must be done later in the 
construction phase.  

The proposed prototype shown in Figure 5 is designed for 
utility. However, it could be implemented and updated for other 
targets’ inspections, such as MSW and voids, where the 
requirements differ. For example, the inspection cost might be 
included if this DSS is used in MSW mapping. However, 
contrariwise, the utility's locations are usually known with 

confidence (the inspection and the SUE ensure these locations) 
voids and MSW locations are usually unknown. Thus, the 
inspection is done to locate or minimize the suspected areas. Then 
additional inspections or excavations are done to locate it. In 
addition, the location of utilities is required to maintain and protect 
them, while the MSW and voids location must be determined to 
remove or treat these features. Therefore, it is recommended to 
start with the inspection cost, locate the features, and remove them 
to avoid collapse and cracks that could deteriorate the surface 
structure, like the collapse due to a void or the cracks due to MSW 
under the building foundation. 

The following example is to clarify how the cost and time 
estimation of locating the objected features (utility, voids or MSW) 

will be calculated in the system: 

The pre-requisite items for the system are the GIS-SUE map 
for the area of interest for objected features. In addition, metadata 
(extra data) contains the amount of cost and time for locating each 
type of SUE level (C, B, or A), which is called a Bill of Quantity 
(BOQ). (Such as the cost of using the topographical survey to 
locate the service in level C, using the geophysical survey to locate 
it in level B, or exposing the location (trial hole or non-destructive 
digging) to obtain level A location. 

The objective in the example is to find the cost and time for 
locating an object (water pipe) during the construction phase 
(which means locating the pipe in level A). If the existing level is 
C, then the location needs to be inspected using the geophysical 
method (GPR in this case) (to get level B type) and to do some trial 
holes for verification (for level A). Using the BOQ, the cost and 
time of both types could be calculated inside the system and added 
as an attribute on the feature or in a separate report. 

 

4. Implementation  

The system started by gathering the required information from 
the user, which was mentioned previously. This information 
started by determining the required SUE level for the targeted 
feature (as mentioned in the introduction. In addition, the system 
might determine the expected area to be investigated using the 
original GIS or CAD map. Then using the price, time, and quantity 
database, the cost will be determined. Lastly, the output of the DSS 
will be a GIS layer and a report in an MS Excel sheet. 

The prototype shown in Figure 5 is working as follows: 

Result: Determining the cost and time required to implement a 
specific process in the project. 

Initialization; 

Gather the project data from the user (existing SUE-levels, Unit 
price for time and cost for each item, and data mapping method). 

Refine the collected information for the decision analysis process. 

Implementing: the following algorithm is used to determine if the 
SUE level is suitable for the project’s objective and to determine the 
required cost and time for it (how the system will work). The example 
for this algorithm is the calculation of the cost and time for the 
construction phase:  

While data is not sufficient to calculate the cost & time, do 
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 Apply the sub-prototype in Figure 6; 

Save the cost and time in a database; 

The following verifying process is used to check objective 

With SUE level (data accuracy) using the sub-prototype: 

   If Data accuracy is not at level A, then 

  Calculate the time and cost for the required action  

(exposing, inspection, relocating); 

   

  else 

  Do nothing, 

  end 

The accuracy is enough for the objective, and it up  

to 100% for level A,  

end sub-prototype 

End 

Convert the results into a shapefile. 

                

The outputs are a GIS map where the user can start the activity, 
he/she wants (such as construction) and the area that still has risk 
(an area that is lower than level A); 

5. Results and Discussions  

The proposed solution in this research was a prototype 
designed in UML high-level format. The complete programming 
project required a budget, further details, and available software. 
This prototype can be programmed and implemented partially 
using MATLAB code or any other programming language.  

Although the main utilization of the proposed DSS might be in 
a subsurface utility map, it could be used to map any subsurface 
feature, such as MSW and voids. This opens the way to expand the 
DSS to be adopted in infrastructure applications for subsurface 
mapping purposes.  

The SUE was considered a valuable tool in the damage-
preventing process. Also, it helps in reducing utility relocating, 
project delays, and compensations. Besides, facilitates utility 
maintenance and several other benefits. Although the main item in 
the mentioned literature was the utilities, this Article investigates 
other inspections, locating and removing other potential risks such 
as MSW and voids after considering some changes in the DSS. 
Therefore, the primary investigation was designed in the original 
project mentioned in [3] to detect these features instead of utilities.  

 

 
Figure 5: Proposed General DSS prototype for cost and estimation 
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Figure 6: Sub-Prototype for DSS cost analysis in construction phase  

The significance of accurately locating the other subsurface 
feature is to prevent the potential structural damage of these 
features, such as cracks and collapse due to voids. These locations 
are essential for structural design and affect the final cost of the 
construction project, such as exposing and treating these features 
or negating their effect with other structural solutions like 
reinforcement concrete mixes. On the other hand, the maintenance 
engineer might utilize the SUE map to delineate the expected time 
and cost to repair the utility faults. Therefore, he/she can decide 
which is feasible to expose the old utility or cancel it and lay a new 
one. In addition, the planner and structural engineers might change 
the proposed design to avoid underground MSW or voids or to add 
the cost of exposing and removing it before construction. Thus, the 
proposed prototype illustrated previously for a decision support 
system using an integrated GIS-SUE map was designed to solve 
this issue. 

The results of the proposed DSS prototype are a GIS map 
beside a report 

6. Conclusions 

This Article presented a prototype to design and implement a 
DSS for determining the cost and time required to do a specific 
action on a utility network segment or locate subsurface hazardous 
material. This prototype was designed to analyse input data, such 
as the unit cost for each type of action with the targeted feature. 
The prototype compares the objectives to the available confidence 
level (SUE). The output is a GIS-compatible map and a report 
outlining the cost and time needed to upgrade the  SUE  certainty  

 
Figure 7: GIS-SUE integrated map with attribute 
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level. Such a system represents a new step in smart cities and office 
automation. In the past, the same procedure might have been done 
manually and by geophysical engineering experts. 

The next step is to implement and test the prototype. The 
resulting maps provide several spatial analyses that help project 
managers, planners, and quantity surveyors assess the areas 
requiring an extra budget for upgrading data accuracy during 
construction and maintenance.  

Maintenance costs for existing subsurface utilities can be 
estimated upon customizations and linked with utility maps. 
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 The "Electronic Nose" approach, which is exclusive to gas measurement systems, uses gas 
sensors as odor detectors. Design faults exist in the existing electronic nose (e-nose) 
chamber, such as its large volume, difficult construction, etc. In order to obtain 
measurements in a satisfactory state, we want to create a gas chamber that can provide 
favorable conditions for the sensor array, taking into account the ideal gas flow morphology 
and detector placement. To describe and identify the design capable of offering the best 
performance for a genuine idea, the e-nose chamber was created using ParaVIEW 
simulation and FreeCAD conception. According to the results, the spherical sensing 
container with connections from both pipes in a tangential arc style gives the highest 
performance in terms of turbulence reduction, in that case, we are printing this chamber and 
put it in a gas flow prototype to see the performance of the quality measurement of the 
sensors inside it, and the result shows that these sensors have good acquisition responses by 
testing the homogeneity distribution inside the chamber. 
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1. Introduction  

The human olfactory system, which consists of the region from 
the olfactory epithelium to the olfactory brain, is a sensory system 
for the detection of odor molecules. Olfaction is the term for the 
sensory function of smell that allows humans to detect and identify 
a wide range of odorants. Odorants enter the mucus-covered 
olfactory epithelium in the nasal cavity, bind to the olfactory 
receptors present in the cilia of the olfactory sensory neurons, and 
then send odorant information to the brain [1]. 

Odorants are volatile, hydrophobic compounds that have 
molecular weights of less than 300 Daltons. The largest known 
odorant to date is labdane that has a molecular weight of 296 [2]. 

The sense of smell is a very sensitive organ that can detect even 
the smallest amounts of substances. It is estimated that only 2 % of 
the volatile compounds available in a single sniff will reach the 
olfactory receptors, and as few as 40 molecules of some 
mercaptans are sufficient to perceive an odor [3]. 

Instead than being caused by a single chemical, most odors are 
created by combining hundreds of different odorants. Perceptual 
fusion results from the tendency of individual components to 
harmonize or blend together in mixes. The maximum number of 

components that humans can detect in a combination of odors is 
three to four [3]. 

A system that addresses the demand for increasing production 
or quality control against adulterations is crucial in the fields of 
food and agricultural product quality control [4]. The most crucial 
component of the overall e-nose system is the sensor array, which 
responds differently to different gas molecules [5]. The detecting 
system of an e-nose is composed of a sensing element, chamber, 
and sensor array. In order to maximize interaction between the 
sensor array and volatile substances, the sensing chamber can be a 
dynamic closed-loop area. The sensing chamber may also be a 
static area that prevents gas leaks during the detecting stage, which 
might have a negative impact on the interpretation of the data [6]. 

One of the biggest issues with an e-detection nose's stage 
efficiency is poor sensor response to volatile chemicals. One of the 
most frequent issues related to subpar sensor response signal 
performance is also thought to be the longer time it takes for 
sensors to attain steady state. 

The size and shape of the detecting chamber, together with the 
placement of the intake and outflow gases, are all factors that might 
significantly affect the performance of the sensor's response. The 
gas flow and concentration in the detecting chamber are impacted 
by these variables. 
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2. Technology for an e-nose system 

An e-nose system is a device with a sensor array that is intended 
to distinguish between and identify complex scents. Three primary 
components make up e-nose instruments: a sample handling 
system, a detection system or sensor array, and data processing 
models, including categorization and prediction models. The 
sensor array consists of general-purpose sensors, often metal 
oxides, that have undergone various chemical treatments. When 
the volatile molecules are exposed to the sensor array, a particular 
smell print (or fingerprint) is instantaneously produced from them. 
To build the database and train a new pattern recognition system 
that is used to categorize and identify novel scents, patterns or 
fingerprints from known odors are employed [7]. 

 
Figure 1:  Basic diagram showing the analogy between biological and artificial 

noses [8]. 

Electronic nose is a quick and powerful approach that does not 
require any specific sample preparation and can determine a 
product's whole volatile profile. Devices called e-noses are 
composed of several sensors and may mimic the sense of smell. 

As shown by the similarity between biological and artificial 
noses in Fig.1, e-nose is designed as a match-model for the natural 
nose and includes the many phases between a volatile odorant and 
its detection, namely: interaction, signal generation, processing, 
and identification. A sensor array, electrical interface circuitry, and 
a pattern-recognition device that serves as a signal processing 
system are all included in the system. However, a more 
straightforward model based on a collection of sensors, signal 
amplification through pre-processing [9], and a pattern recognition 
system aids in better understanding and illustrating how the nose 
works [8]. Pattern recognition methods include all statistical and 
neural techniques for the classification and recognition of odors. 

Machine learning is used in the electronic nose. The core 
concept is that the measurement system learns from training 
measurements to achieve the desired goal rather than the scientist 
or application engineer adapting the measurement system to a 
specific measurement activity [6]. 

2.1. Measurement conditions stability 

The electronic nose's seeming simplicity has made processing 
samples and delivering sample gas easier. Furthermore, despite the 
fact that many electronic nose scientists have academic 

backgrounds in mathematics or electronics, they lack knowledge 
of chemical-analytical concerns. The same is true for the 
measurement systems. Data from a basic electronic nose 
measuring system, such as one that merely consists of a few gas 
sensors in a straightforward chamber, will be noisy and have a high 
degree of measurement uncertainty [6]. 

Therefore, the only means of achieving stability are controlled 
sampling methods and the transfer of volatiles to the measurement 
apparatus. The electronic nose must also be as technologically 
advanced as is feasible to block sources of noise and outside 
impacts. 

2.2. Detection measurement 

The three main parts of an electronic nose are a detecting 
system sample, a processing system, and a calculation system. The 
sample handling technique enables the generation of a sample's 
headspace (volatile chemical smells [6]). The detecting component 
of the electronic nose is then injected with this headspace. The 
sample handling method is essential for ensuring constant 
operational conditions [10]. 

Our aim study is based on the detection system sample, because 
firstly before entering to the processing and computing phases we 
should make a good measurement from the sensor array in e-nose 
system by using the procedure below [4] (Figure 2): 

• To suppress any strange gases in the cell, first of all to do is 
injecting the gas vector (oxygen, nitrogen, or air) into the 
chamber, which is controlled by opening the upper electrical 
valve (the strange gases are considered as noise in the 
measurement). 

• When to confirm that the chamber is cleaned, then flowing the 
gas vector into the sample to through the chamber sensor array 
by opening the downer electro-valve and closing the first one. 

• Recording the data from any acquisition electronic board and 
plotted to see the measurement of the sensor array. 

 
Figure 2:  Procedure sensing of an e-nose system [4]. 

3. Prototype system design 

In order to make sure that gas sensors offer reliable readings, 
we look at the process design of the sensing chamber and the 
notion of hydrodynamic and fluid flow in this section [11]. We will 
assess the form, taking into account the sizes depend on the number 
of sensors employed, and temperature and humidity impact. 
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3.1. Specification 

Two fluid systems types are, static and dynamic systems. 
According to their names, static systems are those in which the 
fluid is at rest and dynamic systems are those in which the fluid is 
in motion. [12]. 

 
Figure 3:  Sensor array inside the gas chamber of e-nose [4]. 

A dynamic system maintains gas concentrations that are 
utilized for processing. As seen in Figure 3, the chamber's design 
should allow for a more effective dispersion of the gas introduced 
within. To do this, a variety of sensors with the ability to simulate 
fragrance must be used [13]. 

3.2. Chamber design 

With a single inlet and outflow, the chamber was meant to 
resemble a spherical chamber (Figure 3). This shape may be 
compared to another in which the detecting system performed 
poorly because the stationary zone was big, for instance because 
the rectangular shape's borders trapped the gas (Figure 4). As a 
result, the chamber's sensitivity to compost emissions was poor, 
and its signal-to-noise ratio was less stable [5]. 

 
Figure 4:  Shapes and volumes of the (a) rectangular, (b) hemisphere and (c) 

cylindrical sensing chambers [5]. 

In [5], the author concluded from a comparison of various 
chambers that the hemisphere chamber, shown in Figure 4, which 
they used to assess the sensor's time response and stagnant region, 
had the best performance. For each sensor chamber and the alcohol 
content, the average of three readings was obtained in 100 seconds 
[5]. When there was just clean air in the sensing chambers at first, 
the alcohol content remained consistent for all of them. The three 
sensing chambers show a rapid rise in alcohol concentration level 
with passing time, however the rectangle chamber responds more 
slowly than the hemisphere and cylindrical chambers when they 
inject the alcohol gas detected by the gas  sensor  (MQ-3) inside 
the sensing chambers [5]. 

However, the author study [5] encouraged us to specify the e-nose 
geometrically as a spherical shape, which we base on the temporal 

response and additional measuring benefits, as illustrated in Figure 
5. 

 
Figure 5:  Spherical chamber opened and closed[4]. 

3.3. Sensor array arrangement 

Odors of interest in practical applications are typically 
complicated mixes rather than pure gases. A fruit's aroma, for 
instance, is a sophisticated fusion of dozens of distinct odors. 
Finding sensors for each individual component of the gas mixture 
is very hard due to its complexity [14]. 

In the literature we found that, six to seven gas sensors are 
employed in the nasal sensor array [15]-[16]-[17], some 
researchers supporting them to eleven or more [18]-[19]. In our 
case, six sensors used for the measurement, which are useful to 
describing the odor of the sample. To be more practical, addition 
of temperature and humidity sensors is advised. (DHT11), which 
are important in the measurement and signal processing [4]. 

Our sensor array should be built on a PCB circle shaped that 
fits our spherical chamber. The hexagonal dispersion geometry 
makes a symmetrical form of these sensors as seen in Figure 6. 

Temperature has an impact on other aspects of thermal comfort 
and indoor air quality [20]. The temperature in the occupied space 
ought to stay constant. On the other side, high humidity can 
promote the development and proliferation of molds and bacteria 
that can spread via the air. Controlling quality is a difficulty in this 
situation. On the other hand, relative humidity has a big role in 
thermal comfort. The optimum range for the relative humidity of 
indoor air, as per international norms and regulations, is between 
30 and 60% [21]. 

 
Figure 6: Sensor array network distribution in hexagonal form, as well as 

temperature and humidity sensors. 
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3.4. Flow rate 

The time needed to reach a uniform condition and the 
chamber's capacity were two of the many variables used to 
evaluate the sensor's response signal performance. As shown in 
Figure 7, the design of a spherical chamber performed well since 
the stationary zone was minimal and the chamber was less 
intricately constructed. 

The continuity equation, a fundamental principle of fluid 
mechanics [11], asserts that the volume flow is constant and that 
the quantity of any incompressible amount of fluid entering and 
departing are equal, The measurement item and the chamber 
volume determine the flow rate. Figure 7 depicts the geometry of 
the cell. 

The calculation of velocity and flow rate, provide us to know 
the volume of chamber designed by applied some formulas. 

 
Figure 7:  Dimension of the e-nose shape (mm unit). 

𝑉𝑉 =  4
3
∗ π ∗ r³    (1) 

S = r*π*2              (2) 

D = S*v     (3) 

where: 

V = Volume of the chamber 
S = Section of the tube 
D = Debit (flow rate) 
v = velocity 
r = Radius 
For the velocity, our object is to make a symmetrical 

concentration of the gas inside the sensing chamber in a good time, 
fixed about 180 seconds [16], and the inlet and outlet pipe section 
is 50.27 mm2 by (2), the volume of the sensing chamber using (1) 
is 1098 cm3, and velocity equal to 3.98 cm/s. With these 
parameters we can calculate the optimum flow rate 2 cm3/s using 
(3). 

3.5. Architectural prototype system for sensing chamber test 

The prototype’s main objective is to control the quality of 
agricultural products by using smell (gas sensor matrix) through 
the first step to ensure the reliability of the information as much as 

possible. Performed by a procedure, elaborated in the next section, 
well determined at the fluidic level, to acquire the necessary data 
for the processing system.  

In general, the experiment takes place in a well-defined time 
(according to the response of the gas sensor), at first the odorant is 
putted in the sample door, and we wait for any moment that the 
smell is concentrated before the flow.  Then any smell is released 
inside the gas cell with the air by the action of opening the solenoid 
valve at the top V1 plus the start of the pump until the stabilization 
of the sensors as shown in Figure 8. The next step is to open the 
solenoid valve at the bottom V2 and close the solenoid valve at the 
top V1, so that the smell of the sample flows to the gas cell, which 
causes a measurement exchange at the sensor level. 

 
Figure 8: Prototype system conception. 

 

 
Figure 9: Synoptic diagram. 

4. Results and discussions 

4.1. Chamber simulation 

Working on FreeCAD software using the workbench CfdOF 
with OpenFOAM tool to simulate the sensing chamber by setting 
some parameters as, ambient temperature, boundary conditions, 
iterations, the temperature, density and flow rate. And importing 
the mesh result to ParaVIEW software. According to Figure 9, we 
visualize the streamline movement. 
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In fact, energy is wasted at the level of gas movement 
(turbulence) [11], resulting in difficult cleaning and an imbalance 
in the gas concentration in the cell linked to the measuring sensors. 
This is just one final thought on the simulation. The cause of this 
effect is the connection between tube and the spherical form is 90-
degree. 

As a result, we have created a new modification that uses a 
tangential arc to eliminate the corner on both sides (Figure 11). We 
maintain the same settings and setup as in Figure 10, the 
distribution of the airflow in Figure 11 is generally uniform and 
devoid of turbulence. In comparison to Figure 10, both corners, 
which are challenging to clean, are replaced by a tangential arc, 
which is simple to clean. Additionally, the air pressure inside the 
sensor array is raised, which is good for the way the sensors and 
the gas under measurement interact.  

 
Figure 10:  outcomes of fluid characteristic simulation (including the sensor 

array inside the chamber). 

 
Figure 11:  Simulation outcomes with the same flow rate and changed shape as 

in Figure 9. 

 
Figure 12:  Simulation outcomes at 10cm3/s flow rate. 

Figure 12, which keeps the same setup as Figure 11 but changes 
the flow rate parameter to 10cm3/s, displays the simulation results. 
As depicted in Figure 10, we may draw the conclusion that the 
system is constrained in terms of specific parameters, such as flow 
rate, and that it cannot be utilized for sensing measurements since 
the response will be non-confidential when employed (there will 
be a lot of turbulence). The values used for Figure 11 therefore 
provide the highest geometrical performance. 

4.2. Experience description 

According to a huge number of tests carried out at the validation 
of built system dedicated to the quality control of agricultural 
products. This part results from tests done in order to come out 
with a significant percentage of system validation regarding data 
acquisition. 

Sample: to ensure that the system works well (Figure 8) and with 
the lack of some sensor on the market, we worked with the most 
available sensors such as the MQ2 and MQ5 sensors, which are 
used for smoke detection and flammable gauges (for example 
butane), in this case our sample will be a lighter that can be 
contained in the cell, with a mechanical action so as to pull out the 
gas towards the outside. 

Technical part: The sensor array consists of Six MOS 
chemiresistive type sensors (GS1, GS2, GS3, GS4, GS5 and GS6) 
capable of detecting various odors. To test the homogeneity of the 
chamber, the sensor array integrated with an Arduino UNO 
microcontroller having an on-chip analog to digital converter was 
used for data acquisition and plot it in the screen, two electro-
valves are used for starting or stopping the gas flow coming from 
the pump. 

A chemiresistive sensor or gas detector, principle of functionality 
in it [22], look like a resistor vary with different gases. 

4.3. Testing the sensors responses inside the chamber 

We aim to test the response of these sensors (MQ2 and MQ5), 
based on the above procedure of the experiment, as shown in the 
Figure 13. 

 
Figure 13: Procedure of the experiment. 

The first 20 seconds are considered an initialization step for the 
sensors by airflow. Then we observe that there is a significant 
growth detected. This deduces that a new gas was captured. 
Finally, we return to the initial state performed another time by the 
injection of air, which will create a well on a signal decrease (the 

http://www.astesj.com/


M. Harmouzi et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 101-107 (2023) 

www.astesj.com     106 

gas cell fills with air) slowly.  
With this much-delayed decrease, we gave it a helping hand at time 
178 s by manually opening the sensor chamber to release the 
butane gas in a faster way. 

The sensor response is illustrated in the figure below: 

 
Figure 14: response of the butane gas flow from the sample cell to the measuring 

cell (C1 to C2 see Figure 9) observed by the sensors MQ2 and MQ5. 

We can see the reaction of these sensors with butane gas, which 
we have an increasing after 20 seconds of butane flowing as shown 
in Figure 13, the amplitude gone from 20 as minimal to 120 analog 
values, and decreasing when we inject the air flow, with these 
responses we can see that the two sensors inside the chamber are 
functional, for reason to make sure that the system is working. 

4.4. Homogeneity test in the gas chamber 

To evaluate the homogeneity of the gas sensor cell, the sensors 
must have almost the same answer, for this, the idea is that we will 
follow it is to work with only one sensor of type MQ2 at a time. 

Since the electronic board supports 6 gas sensor locations, this 
involves 6 tests for each position, because only one measurement 
sensor was used. The following figure shows the procedure of the 
experiment: 

 
Figure 15: Homogeneity experiment procedure. 

We respect as much as possible all the details of the experiment 
with the same condition as possible, the result is shown in the 
following figure. 

By respecting the same conditions at each turn of the experiment, 
namely the concentration of gas in the sample cell in C1, the 

opening and closing of the solenoid valves and the practical 
operation of the MQ2 sensor. 

 
Figure 16: Homogeneity test response on the 6 sensor positions in C2 cell. 

From these measurements it is found that they are almost 
homogeneous with some small deference either at the beginning of 
the transitional regime and the end of the measurement, the first is 
due to the fact that the concentration of gas mixture (air + butane) 
are not the same when it touches the sensor membrane (the 
sensitive part of the sensor against the gauze) for the 6 different 
positions on the electronic board, for the second is generated by 
the opening of the chamber causes a vibration of the sensor giving 
an observable disturbance at the measurement level. 

But in general, these answers present a quality of measurement 
in the permanent diet that is most important in the data processing 
phase. 

5. Conclusion and future work 

For several uses in machine learning, including quality control, 
the e-nose system was an essential tool. The sensor chamber is 
crucial in the detection phase of any electronic nasal application. 
This investigation's analytical, which mainly focused on 
geometrical restrictions of e-nose design, discovered that, the 
spherical shape shows the highest geometrical performance for the 
debit due to several factors including volume and shape. 

On the one hand, this practical work is an image that must 
respond to the simulation of the gas cell on the homogeneity of 
data capture according to the sensors. In the same way, we found 
a compatibility relationship between them, since the 6 sensors 
positions have an important reliability of the information, which 
gives the next step towards the processing and the pattern 
recognition phases. 
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less developed countries such as Ecuador (less than 60% CMC), due to the cybersecurity 
context where these organizations operate. To obtain a high level of cybersecurity, public 
organizations must have the support of the governments of the different political divisions of 
a country, as well as permanent international collaboration in the field of cybersecurity. 
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1. Introduction 

Security problems in public organizations in Ecuador are 
persistent; the authors propose a model based on strategic planning 
for the evaluation of information security [1]. 

Cyberattacks and the consequences suffered by organizations 
increased by 50% in 2021 [2]. Security and risk assessment tools 
are required to develop digital economies capable of coping with 
and recovering from challenging situations [3]. Cyber threats are 
now sophisticated and advanced, with greater impact and on a 
global scale, cyber risk has evolved and this implies that 
organizations and their capabilities to deal with these threats must 
also evolve; More than 4,000 ransomware attacks occur daily, with 

financial losses of USD 265 billion, with an average system outage 
time of 19 days [4]. 

Given the complex security situation to which organizations 
are subjected, their capacities must be strengthened, with a holistic, 
proactive approach to prevention, permanently evaluating 
investments in security [5]. Organizations must work based on a 
well-articulated, shared strategic vision of IT, with a structure 
capable of ensuring improvements by making efficient use of 
available resources[6]. In addition to a strategic vision, controls 
must be implemented to ensure the information of the information 
and critical assets of the organization [7]. It is important that 
organizations have models, methodologies and tools to evaluate 
information security, to avoid suffering damages due to the 
intensification of sophisticated cyber-attacks [8]. 

Ecuador has a low level of capacity to combat cybercrime, 
related to a high rate of registered incidents according to statistics 
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from national and international organizations [9]. Ecuador Digital 
is the strategy to transform the country into an information and 
knowledge society, implementing digital government, the 
efficiency of public administration and digital adoption in the 
social and economic sectors, through three pillars: connectivity, 
efficiency and cybersecurity. and innovation and competitiveness 
[10]. 

The countries of Latin America are highly exposed to cyber 
attacks, due to their multiple deficiencies in the regulatory and 
institutional framework, infrastructure and other aspects, which is 
why they have a low level of cybersecurity capacity, although they 
have made efforts to improve these capabilities [11]. One of the 
significant advances for cybersecurity in Latin American countries 
is the Network of Cyber Incident Response Teams (CSIRTs) for 
the member states of the Organization of American States (OAS), 
in Ecuador it is called EcuCERT [12]. 

The European Union (EU) is one of the blocks with the greatest 
development of cybersecurity capabilities, it has defined strategies 
and objectives that member countries must meet, they are aware of 
the importance of the external context, both national and 
supranational, to strengthen their ability to cybersecurity [13]. 

The objective of this research is to develop a model to identify 
the cybersecurity management capacity of public organizations. 

Why is it necessary to measure the cybersecurity capacity of 
public organizations? 

It is necessary to identify the cybersecurity management 
capacity to know the current information security situation of 
public organizations, so that through a strategic IT perspective, the 
organization can constantly improve cybersecurity and maintain 
itself at an optimal level that allows preventing and mitigating 
risks. and cyber threats. 

Considering the main factors of cybersecurity, used by 
organizations and states around the world, implies improving and 
adding capabilities that guarantee the Confidentiality, Integrity, 
and Availability of information and protect your critical IT assets. 

The assessment of compliance with each of the criteria for each 
cybersecurity factor allows us to identify the capabilities that the 
organization has, which must be improved with a strategic vision. 

In this process, the deductive method and exploratory research 
are used for the analysis of information related to cybersecurity 
capacity. 

The main results obtained are: A management model for 
cybersecurity based on strategic planning; process and matrices for 
the evaluation of the Cybersecurity Management Capacity. 

Public organizations from developed countries in cybersecurity 
such as Spain have better capacities (greater than 60% CMC) than 
less developed countries such as Ecuador (less than 60% CMC), 
due to the cybersecurity context where these organizations operate. 
Hence, to obtain a high level of cybersecurity, public organizations 
must have the support of the governments of the different political 
divisions of a country, as well as permanent international 
collaboration in the field of cybersecurity. 

Managing cybersecurity optimally involves starting with 
strategic planning that allows directing the resources and 

capabilities available to achieve the objectives established for the 
organization. 

2. Materials and methods 

2.1. Materials 

The works that served as the basis for determining the main 
cybersecurity factors and variables in organizations are the 
following: 

They define the cybersecurity culture, the main contributing 
factors and the metrics to evaluate organizations [14]. They 
evaluate the management of information security in public 
organizations [15]. To improve cybersecurity in public 
organizations, they recommend implementing a culture of 
Information Security [16]. They propose a conceptual model with 
a set of metrics to improve the efficiency of information security 
tasks [17]. Presents two models for the development of an 
information security assessment system for organizations [18]. 
Established a model of management success factors for 
information security in organizations [19]. They developed a 
security maturity model for organizations considering factors such 
as technology, people and infrastructure [20]. They recognize the 
key success factors of information security in organizations [21]. 
They analyzed how cybersecurity in organizations improves 
through the use of international standards and specific laws of a 
country [22]. They presented a conceptual model to manage the 
identity of the database of a public organization [23]. They present 
a prototype of a tool for security analysis and protection of 
organizations by joining component fault tree models and attack 
trees [24]. 

The levels of corruption in the local, national and international 
context are negatively related to the efficiency of investments in 
organizations. Some indicators that make it possible to measure 
corruption at the country level are the Corruption Perception Index 
(CPI) of Transparency International, the Corruption Control Index 
(CCI) of the World Bank and the Corruption Index of the 
International Country Risk Guide [25]. 

2.1.1 Internal factors 

In Table 1, we differentiate 4 internal factors, the first is the 
"Strategic" factor, which must start with the Strategic Planning of 
Information Security, in order to protect the public organization 
from cybersecurity risks and threats; In this way, the entire 
organization is aligned to the mission, vision and defined strategic 
objectives, which end in the execution of projects in each of the 
areas, considering all strategic, tactical and operational 
organizational levels. Within any strategic management it is 
important to know the current state of cybersecurity of the 
organization, to know what we must improve, always with the 
support of senior management, creating an organizational culture 
of security that includes all staff [26]. 

Table 1: Internal factors 

Factor Detail Reference 
Strategic Safety culture and 

awareness, align 
senior management, 
management 

[14,16,19,21] 
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support, security 
policy, training and 
awareness 

Technology, 
infrastructure and 
resources 

Resources, 
hardware y software 

[15,19] 

Organization / 
Management 

Procedure and 
organization, norms, 
international 
standards, best 
practices, controls 

[15–17, 19, 20, 
22, 23] 

Continuous 
improvement 

Continuous 
improvement, risk 
assessment, security 
measurement, 
auditing, security 
analysis and 
protection 

[17,18,20,23,24] 

We call the other group of variables "Technology, 
infrastructure and resources", which are essential to operate and 
implement any management or project in the organization, such as 
human, technological, material resources, among others, as well as 
the physical infrastructure, networks, etc. 

We call the third group of variables in the "Organization / 
Management" factor, which are the different organizational 
structures that obey the strategic need, which allows managing and 
controlling, considering the "Technology, infrastructure and 
resources" factor; includes processes and procedures, considering 
international standards and best practices, such as ISO/27001, 
ITIL, COSO, etc. 

We call the fourth group of variables the “Continuous 
Improvement” factor; which is the implementation of a permanent 
management system, which ensures the control and monitoring of 
the operation of the controls and procedures carried out, as well as 
the constant improvement of what is working incorrectly to 
achieve the protection desired by the organization. 

2.1.2. External factors 

Public organizations are not isolated entities, they carry out 
their operations within a context that will affect their security[27]. 
The laws, state policies and other actions to curb cybercrime in 
each community, city or country, together with international 
cooperation, can positively or negatively affect the cybersecurity 
of an organization[15]. There is evidence that links the 
development of a good cybersecurity strategy in a country and the 
effective use of public resources can improve the cybersecurity of 
organizations[28]. We have called these external factors that affect 
the cybersecurity of public organizations: local, national and 
international context. 

An effective cyber security approach must involve all levels of 
government, according to the political division of each country; 
Cyberspace is constantly evolving, as are attacks, threats and risks, 
which is why governments need to build resilient cybersecurity at 
all levels, so as not to be an easy target[29]. 

Cybersecurity Capacity Maturity Model for Nations (CMM), 
developed by the Global Cybersecurity Capacity Center (GCSCC), 

at the University of Oxford, uses 5 dimensions: “Cybersecurity 
Policy and Strategy”, “Cyber Culture and Society”, “Education, 
Training and Skills in Cybersecurity”, “Legal and Regulatory 
Frameworks” and “Standards, Organizations and Technologies”. 
According to the 2020 Cybersecurity report of the Organization of 
American States, for the countries of Latin America and the 
Caribbean, the average maturity level is low, between 1 and 2, out 
of 5 levels of the CMM[30]. 

The Global Cybersecurity Index (GCI), is an initiative of the 
International Telecommunication Union (ITU) of the United 
Nations (UN), is based on 5 pillars: "legal measures", "technical 
measures", "organizational measures ”, “capacity development 
measures” and “cooperation measure”[31]. If we review the GCI 
ranking, the first 10 positions are: first place United States 100; 
second place United Kingdom and Saudi Arabia 99.54; third place 
Estonia 99.48; fourth place Korea, Singapore and Spain 98.52; 
fifth league Russia, Arab Emirates and Malaysia 98.06; sixth place 
Lithuania 97.93; seventh place Japan 97.82; eighth place Canada 
97.67; ninth place France 97.6; 10th place India 97.5. Europe is the 
continent with the best positioned countries, we have 6 in the top 
10. 

The National Cyber Security Index (NCSI) measures the 
Cybersecurity of countries considering 12 indicators: 
"Development of cybersecurity policies", "Analysis and 
information on cyber threats, Education and professional 
development", "Contribution to global cybersecurity", Protection 
of digital services”, “Protection of essential services”, “Electronic 
identification and trust services”, “Protection of personal data”, 
“Response to cyber incidents”, “Cyber crisis management”, “Fight 
against cybercrime” and “Military cyber operations”[32]. In the 
NCSI ranking, the first 10 countries belong to Europe, led by 
Greece 96.10, Lithuania 93.51, Belgium 93.51, Estonia 93.51, 
Czech Republic 92.21, Germany 90.91, Romania 89.61, Portugal 
89.61, Spain 88.31 and Poland 87.01, which shows the progress of 
the European Union on cybersecurity issues. 

2.2. Methods 

2.2.1. First phase 

A search was made for the information available on official 
websites and scientific databases on factors and variables that 
public organizations have used to analyze cybersecurity. The most 
common security problems suffered by organizations and their 
limitations to face cyber attacks were reviewed. Then the factors 
were analyzed and categorized into two groups, external and 
internal, related to the cybersecurity of public organizations. 

2.2.2 Second phase 

A conceptual model was designed to allow the evaluation of 
cybersecurity management capacity (CMC), based on the main 
internal and external factors found in the first phase, with a 
strategic approach, considering that it is one of the main 
deficiencies in organizations. 

In order to quantify the cybersecurity management capacity of 
an organization, a calculation process was defined and 
measurement scales were created for the 5 fundamental factors of 
the conceptual model designed, based on variables that we can 
value found in the scientific literature and the practice of public 
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organizations. The calculation of CMC of an organization will be 
determined by the average of the evaluation of internal and 
external factors, both have the same weight. 

For the factor criteria assessment scale, a standard scale 
between 0-10 is considered to obtain more precise results[33]. 

2.2.3. Third phase 

To validate the Cybersecurity Management Capacity model, 
organizations in two different cybersecurity contexts or levels 
were assessed, the first context in a country developed in 
cybersecurity, belonging to the European Union and Spain, 
because it is within the top 10 both in the GCI index and in the 
NCSI. For the second context to compare, we have a country that 
still does not achieve good levels of cybersecurity, belonging to 
Latin America, such as Ecuador. For each context, three typical 
public organizations are simulated, with high, medium and low 
levels of cybersecurity management capacity. 

To assess the external factor of the local, national and 
international context, the GCI 2020 ranking is taken into account, 
with 194 participating countries, where Spain is in position 4 with 
98.52% and Ecuador is in position 119 with 26.30%[31]. To assess 
the level of corruption criterion, we use the Corruption Perception 
Index (CPI) 2021, with 180 participating countries, where Spain is 
ranked 34 with 61 points and Ecuador is ranked 105 with 35 
points[34]. 

3. Results 

The following results were obtained: 

3.1. Cybersecurity management capacity model 

Figure 1 shows the cybersecurity management capacity model 
(CMC), which groups 5 important factors found in the literature, 4 
internal factors related to the capacities of the public organization 
and 1 external factor, related to the environment or context in 
which that the organization develops, which depending on the 
country can be more or less levels, depending on the respective 
political organization. This model proposes through the first 
"Strategic" factor, a perspective of IT strategic planning, which 
contemplates cybersecurity, to direct the organization to the 
achievement of its proposed objectives; For this, it must be based 
on the factors "Technology, infrastructure and resources", 
"Organization and Management", "Continuous Improvement" and 
"Local, National and International Context". 

The mathematical model to calculate the % CMC will be given 
as follows: 

 

n

j
j 1

i

c
F

n
==

∑
 (1) 

 1 2 3 4 5%CMC 1.25F 1.25F 1.25F 1.25F 5F= + + + +  (2) 
where: 

% CMC, is the measurement of the Cybersecurity Management 
Capacity of the public organization. With this % an organization 
can be categorized using Table 4. 

F, is the assessment of each factor from i=1 to 5, according to 
Table 2. Each factor F is calculated by means of the average of the 
assessment of its criteria. 

c, is the evaluation of the criteria with a score from 0 to 10, 
according to Table 3. For each factor F there can be criteria from 
j=1 to n. 

 

Figure 1: Cybersecurity Management Capacity Model 

3.2. Process to quantify the CMC 

In order to apply the CMC conceptual model and quantify the 
measurement, for each factor we established criteria to be 
evaluated for a public organization. Table 2 shows these factors 
with their respective criteria, which have been improved 
accordingly [1], For the internal factors, practical criteria used in 
public organizations were considered, for the external factor we 
considered the 5 dimensions of the CMM model and a criterion of 
corruption levels was added[25]. We also defined the assessment 
scale for each factor criterion, which can be seen in Table 3; This 
scale starts from 0 to 3, which meets little or nothing, until 
reaching 9 to 10, where it meets all of that criterion, which is the 
maximum score that a one-factor criterion can have. 

Table 2: Evaluation factors and considerations 

Factor Evaluation criteria 
1. Strategic 1. Strategic IT planning. 

2. 2. Support from senior management. 
3. 3. Organizational culture of Safety. 
4. 4. Projects and action plans at the 

strategic, tactical and operational levels. 
2. Technology, 
infrastructure and 
resources 

1. Appropriate systems and technology. 
2. Adequate IT infrastructure. 
3. Sufficient human, financial, material and 

technological resources. 
3. Organization 

/ 
Management 

1. Efficient and flexible organizational 
structure. 

2. Control and management of all critical IT 
processes and assets. 

3. International norms and standards, best 
IT Practices. 

4. Control and management of IT strategic 
planning projects. 

4. Continuous 
improvement 

1. Incident and nonconformity 
management system. 
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2. Control and monitoring of incidents and 
nonconformities. 

3. Strategic planning considers reported 
incidents and nonconformities. 

5. Local, 
national and 
international 
context 

1. Cybersecurity Policy, Strategy and 
Resilience. 

2. Culture of Cybersecurity in Society. 
3. Education, Training and Skills in 

Cybersecurity. 
4. Legal and Regulatory Frameworks and 

International Cooperation. 
5. Standards, Organizations and 

Technologies. 
6. Level of corruption. 

Once all the criteria have been assessed, the average of each 
factor is calculated, to then determine the final weighted average 
of the 5 factors. In Table 4 we can see the 5 levels of the CMC 
model that a public organization can be categorized; starting from 
the "Initial", "Formative", "Administered", "Strategic" level, and 
ends with the highest level "Optimized", which should be the 
cybersecurity objective that a public organization must achieve. 

Table 3: Factor Criteria Rating Scale 

Scale Value Valuation Criterion 
Very high (9 – 10] Meets all 
High (7 – 9] Meets most 
Medium (5 – 7] Partially complies 
Low (3 – 5] Fulfills something 
Very low [0 – 3] Little or no compliance 

Table 4: CMC rating scale (In Organizations) 

Scale Value range Assessment 
optimized (80 - 100] Prepared  
strategic (60 - 80] Consenting  
managed (40 - 60] Vulnerable  
formative (20 - 40] Danger 
Initial [0   - 20] Helpless  

 

 
Figure 2: Process to calculate the Cybersecurity Management Capacity 

Table 4 shows the CMC assessment scale, which categorizes 
an organization into 5 levels of capacity, similar to the CMM 
model; each level corresponds to 20% and goes from the Initial 
level that has a low assessment of the 5 factors, therefore, it is a 
defenseless organization, prone to attacks. The last level, on the 
other hand, speaks of an organization with a high rating in the 5 
factors, which is prepared to prevent and combat any cyber-attack. 
Figure 2 shows the process for calculating the CMC; It consists of 
4 stages: the assessment of the criteria for each factor considering 
Table 2 and 3, calculation of the average of the criteria 
assessments for each factor, calculation of the final average based 
on each factor and categorization of the organization according to 
the CMC of according to Table 4. 
3.3. Validation of the CMC model 

The validation of the CMC model of 2 different contexts Spain 
and Ecuador was carried out: 
3.3.1 Simulation of public organizations in Spain 

Table 5 shows the final averages of each of the 5 factors for the 
simulation of 3 public organizations with High, Medium and Low 
levels of internal factors of the CMC model for the context of 
Spain. In Fig. 3 the results of the 3 organizations in Spain, where 
the red color represents the lack of CMC. 
3.3.2. Simulation of public organizations in Ecuador 

Table 6 shows the final averages of each of the 5 factors for the 
simulation of 3 public organizations with High, Medium and Low 
levels of internal factors of the CMC model for the Ecuadorian 
context. In Fig. 4 the results of the 3 organizations from Ecuador, 
where the red color represents the lack of CMC. 

Table 5: Spain context simulation 
Factor High Medium Low 

1. Strategic 8.90 6.55 2.25 
2. Technology, 

infrastructure and 
resources 

9.50 5.68 3.14 

3. Organization / 
Management 

9.20 6.79 2.88 

4. Continuous 
improvement 

8.80 6.23 2.67 

5. Local, national and 
international 
context 

9.23 9.23 9.23 

Final percentage 91.63% 77.69% 59.80% 
Category Optimized Strategic Managed 

Table 6: Ecuador context simulation 
Factor High Medium Low 

1. Strategic 8.90 6.55 2.25 
2. Technology, 

infrastructure and 
resources 

9.50 5.68 3.14 

3. Organization / 
Management 

9.20 6.79 2.88 

4. Continuous 
improvement 

8.80 6.23 2.67 

5. Local, national and 
international 
context 

2.78 2.78 2.78 

Final percentage 59.38% 45.44% 27.55% 
Category Managed Managed Formative 
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Figure 3: Simulation of public organizations in the context of Spain 

 
Figure 4: Simulation of public organizations in the Ecuadorian context 

Fig. 3 shows the result of the simulation of the 3 organizations 
in the context of Spain, according to Table 5, the first with a 
valuation of high internal factors (Optimized), the second with 
medium factors (Strategic) and the third with factors low 
(Managed). For each organization, the graph resembles an onion 
because it has several layers, in the heart or center is the public 
organization, which is protected by the layer of internal factors of 
the CMC model, then there are several layers that belong to 
external factors, defined as a local, national and international 
context, the number of layers will depend on the political division 
of each country where the organization is located. We can see that 
the external factor of Spain greatly supports organizations in their 
cybersecurity management capacity, the parts marked in red 
represent the lack of capacity for each factor, which for the 
context of Spain are few. 

Fig. 4 shows the result of the simulation of the 3 organizations 
in the context of Ecuador, according to Table 6, the first with a 
valuation of high internal factors (Administered), the second with 
medium factors (Administered) and the third with factors low 
(Formative). We can see that the external factor of Ecuador does 
little to support organizations in their cybersecurity management 

capacity, the parts marked in red represent the lack of capacity for 
each factor and for this context in Ecuador there are many. 

6. Discussion 

A conceptual model is presented to determine the 
Cybersecurity Management Capacities in public organizations 
based on the most important factors found in the literature, both 
internal and external, where both groups of factors have the same 
weight. The 4 internal factors, "Strategic", "Technology, 
infrastructure and resources", "Organization / Management" and 
"Continuous improvement", form the first cybersecurity protective 
shield for the organization. The external factor "Local, national and 
international context" forms the following cybersecurity protective 
shield, which must work closely related to the internal factors of 
the organization, to achieve an "Optimized" category, which 
defines that the organization is prepared to face the possible 
computer attacks. 

We can see in Figures 3 and 4 the simulation of organizations 
in 2 different contexts, such as Spain with excellent cybersecurity 
capabilities and Ecuador with limited cybersecurity capabilities. 
The results of the model show that, despite having similar internal 
factors in both contexts, the external factor makes the CMC 
superior for organizations in Spain, categorized as "Optimized" 
and "Strategic", while for Ecuador the CMC shows organizations 

http://www.astesj.com/


R.R. Izurieta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 8, No. 1, 108-115 (2023) 

www.astesj.com     114 

with problems in cybersecurity capacity, which can only be 
categorized as "Managed" and "Formative". This implies that in 
order to achieve optimal cybersecurity management capabilities, 
organizations have to strengthen not only internal factors, but also 
the external factor, which is the context in which the organization 
operates. The CMC model can be an important tool to know the 
current state of cybersecurity management capacity of 
organizations and to carry out periodic analyzes of the progress 
made to improve cybersecurity. 

The proposed CMC model was developed from the perspective 
of assessing capabilities, based on the information that we know 
with certainty and have available, both internally and externally, 
from the context where the organization operates, which are 
actions of the different levels of government of a country and the 
international community. A large number of works reviewed in the 
literature maintain the perspective of evaluating cyber risk, based 
on unknown information, using probabilities of possible incidents 
and their effects; historical data is generally not available and 
subjective methods end up being used, such as expert 
judgment[35]. 

The results of the simulation of the CMC model for the public 
organizations showed notable differences for the compared 
contexts; In an advanced cybersecurity context like that of Spain, 
the vast majority of organizations will have a %CMC greater than 
60%, which means that they may have a better chance of 
anticipating and resisting cyber-attacks. On the other hand, in the 
context of Ecuador, the vast majority of organizations will have a 
%CMC lower than 60%, which means that they are vulnerable, 
have many limitations of all their factors and are less likely to 
foresee and resist cyber-attacks. It is important to clarify that 
having a 100% CMC does not mean that the organization is safe 
from receiving cyber-attacks, it means that it has its cyber 
management capabilities developed to the maximum, in such a 
way that it can prevent or receive a minor impact, in such a way 
that business continuity is not threatened. 

The ObservaCiber 2021 report shows results of important 
advances in cybersecurity of organizations in Spain, which 
supports the results of this work, with high %CMC found in 
organizations for the context of Spain[36]. Research carried out in 
Ecuador showed low levels of cybersecurity in public 
organizations[22]. International research also shows similar 
results, showing organizations with many cybersecurity problems, 
suggesting actions with government support and international 
collaboration to improve the low levels of cybersecurity 
shown[15]. 

7. Future work and conclusions 

7.1. Future work 

As future work, a validation of the model should be carried out 
in organizations of different contexts worldwide, in this way the 
CMC model can be perfected, validating the factors and criteria 
exhaustively, to ratify or modify them. 

7.2. Conclusions 

The Cybersecurity Management Capacities model allows to 
evaluate the current situation of the organization, to go gradually 
according to its resources and needs, to improve the CMC until 

reaching an "Optimized" level, so that the organization has 
capacities that allow to foresee and protect your critical assets and 
sensitive information. 

This CMC model highlights the need for public organizations 
to have the support of the governments of the different political 
divisions of a country, as well as permanent international 
collaboration in the field of cybersecurity. This is evidenced by the 
simulation carried out, where organizations from developed 
countries such as Spain have better capacities (greater than 60% 
CMC) than less developed countries such as Ecuador (less than 
60% CMC), due to the cybersecurity context where these 
organizations operate. 

Having a high % of CMC means that the organization has 
developed the necessary capabilities to be proactive and reactive 
in the face of possible attacks and cybersecurity problems, 
ensuring the continuity of the organization's operations and the 
reliability, integrity and availability of information. The CMC is a 
double protective shield, one internal and one external, but that 
does not imply that having a 100% CMC does not receive attacks 
and cyber threats, because that does not depend on the CMC. 
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 The relevance of static synchronous compensator (STATCOM) controllers in controlling 
power network parameters is causing them to be included in contemporary networks. But 
for the intended objectives to be attained, the best device positioning and parameter settings 
are essential. This work compares the performance of the particle swarm optimization (PSO) 
and firefly algorithm (FA) in sizing and placing a STATCOM device for the dual objectives 
of loss reduction and voltage deviation abasement. The effective mitigation of network loss 
and voltage fluctuations in the network will be achieved by the deployment of the efficient 
method during device allocation. While PSO and FA were taken into consideration due to 
their computational efficiency among other metaheuristic algorithms, STATCOM was 
chosen from among the Flexible Alternating Current Transmission System (FACTS) 
controllers as a consequence of its reactive power compensation capability. The MATLAB 
software was used to implement the simulations on an IEEE 14-bus system. When STATCOM 
was optimized with PSO and FA, it resulted in active power loss reductions of 432 and 733 
kW, respectively, and reactive power loss reductions of 1622 and 2100 kVAr, respectively. 
As a result, the reductions in voltage variation and power losses in this instance show some 
benefits of FA over PSO. Additionally, this work has shown that metaheuristic algorithms 
are beneficial for allocating FACTS devices. 
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1. Introduction 

 In current use, a power system is a system made up of a large 
number of power plants, transmission lines, loads, and 
transformers [1–2]. Increased power consumption causes 
transmission lines to become overloaded, which makes the 
power systems unstable. The system must thus operate very near 
its stability limit. This typically leads to a poor voltage profile 
and considerable network power loss [3–4]. 

The deployment of Flexible Alternating Current 
Transmission System (FACTS) devices and the building of new 
transmission lines are two options for addressing the problem of 
the power system overloading [5]. The construction of new 
power generation and the upgrading of transmission lines to 
reduce line congestion are both fraught with challenges. 
Increased load demands, constraints on the economy and the 
environment, and power networks operating nearer to their 
stability limits are all implications of the reorganization of the 
electrical sector [6]. For the aforementioned reasons, the power 
networks frequently encounter losses and voltage instability, 
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which can result in voltage collapse. Sustaining the system's 
stability and safety is therefore a crucial and challenging 
problem. 

To improve system stability and security, several strategies, 
including reactive power compensation (RPC) and phase 
shifting, are used [7]. The RPC is the strategy that is most 
frequently employed and well-liked among them since power 
networks are mostly reactive. Reactive power is required to 
maintain voltage magnitudes for transmitting active power 
across transmission lines. The primary source of power losses is 
the use of reactive power above the threshold set by the 
generators. By utilizing compensators, power losses may be 
reduced to a minimum. Different types of RPCs are employed 
in power networks to compensate for reactive power [8]. 

Power electronics and FACTS device advancements have 
made it possible to manage line flows, reduce overall system 
loss, and keep the voltage profile within permissible bounds in 
a power system [9]. FACTS are regulators that may alter several 
features of a transmission network. Through system parameter 
management, they also possess the capacity to swiftly and 
seamlessly consume or provide reactive power to the networks. 
These allow for voltage control on a specific bus. 

Different categories have been established for FACTS 
devices. The work by [10] demonstrated the modeling of the 
FACTS device and its integration into power flow 
investigations. The position of the STATCOM, a shunt-type 
FACTS regulator, in the grid significantly affects losses and 
voltages and is primarily employed by power engineers for 
reactive power adjustment. The objective of STATCOM 
placement, an optimization issue, is to minimize power loss 
while respecting system constraints [11]. Power flow equations 
are utilized to demonstrate equality limitations, while upper and 
lower voltage limits are employed to represent inequality 
constraints. Swarm intelligence and population-based 
optimization techniques are frequently used to determine the 
ideal sizes for the devices, while load flow approaches continue 
to be a viable tool for determining the precise position for 
placement of these regulators. 

FACTS allocation problems have been addressed using a 
variety of metaheuristic techniques, including Tabu Search (TS), 
Bat Algorithms (BAT), Whale Optimization Algorithm (WOA), 
Ant Lion Optimization (ALO) Algorithm, Simulated Annealing 
(SA), Artificial Bee Colony (ABC), etc. To boost network 
transfer performance, ABC was utilized by [12] to deploy 
FACTS regulators in the best possible way. To enhance the 
loadability of a power system, GA was utilized to efficiently 
deploy FACTS regulators in a power network. To minimize 
voltage magnitude changes and losses, BFOA was used by [13] 
, [14] to determine the best location for UPFC devices. However, 
there has not been much research done to date to compare the 
effectiveness of these techniques in FACTS regulator 
optimization for transmission network capability improvement. 
Among all the metaheuristic optimization methods, the FA and 
PSO are two of the most efficacious. The FA was developed 
based on the distinctive ways that fireflies attract one another. 

On the other hand, the PSO took inspiration from how insects 
behave while searching for food. Both the FA and PSO have 
been demonstrated to be reliable methods for resolving 
optimization problems, particularly in power systems. Thus, the 
efficacies of the FA and PSO in solving optimization problems 
in power systems cannot be overemphasized. 

In this study, the STATCOM controller's allocation to 
enhance network voltage and diminish active and reactive losses 
is discussed. The implementations of PSO and FA for locating 
this regulator were described and applied to the IEEE 14-bus 
system because of their quick convergence and precision 
compared to other techniques. Two stages of the research were 
carried out: To begin with, a load flow study was done to find 
the buses that were over the typical range of permissible 
voltages. Second, PSO and FA methods were used for sizing the 
device needed for loss minimization. This study makes a 
contribution by contrasting the effectiveness of PSO and FA for 
deploying STATCOM controllers to enhance network 
functionality. Also, this study is novel in that it implements two 
separate metaheuristic optimization approaches to allocate 
STATCOM in the best way possible and determines which 
methodology is more effective; as a result, it assists power 
system engineers in society in adopting the quickest and most 
effective technique for resolving power system issues 
encountered in society to boost the general standard of living. 

2. Model of STATCOM Controller 

 This controller is a regulator used for reducing transmission 
losses and alleviating voltage magnitude violation problems. It 
is made up of a parallel-connected controller and a static VAR 
generator, which uses different switching patterns within its 
converter to generate or absorb reactive power. To provide a 
sufficient supply of electricity, STATCOM corrects for reactive 
power in the electricity grids. When deployed, it moves more 
quickly between supplying and consuming reactive power, 
minimizing power losses and voltage fluctuations. 

Voltage
Sourced

Converter

Coupling
Transformer

vscV

acV

dcV
+ −

 
Figure 1: STATCOM controller configuration [15] 

2.1. Mode of Operation 

A simple STATCOM arrangement is shown in Fig. 1. It 
comprises a connecting transformer, a capacitor, and a voltage 
source converter (VSC). A series of three-phase voltages are 
created from the DC voltage by the VSC. The coupling 
transformer's functions include connecting the VSC to the high 
voltage side and preventing short circuits in the DC capacitor 
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[14]. A change in 3-phase converter voltage Vvsc varies the 
reactive supply to the network. If the STATCOM output voltage 
Vvsc more than the network’s voltage Vac (i.e., Vvsc > Vac), the 
controller injects reactive power to the grid. Furthermore, if Vvsc 
does not exceed Vac (i.e., Vvsc < Vac), the STATCOM consumes 
reactive power from the grid. However, when Vvsc and Vac the 
same (i.e., Vvsc = Vac), the STATCOM is in standby mode. 

2.2. STATCOM Power Flow Model  

To control voltage, STATCOM either absorbs or provides 
reactive power to the network. The STATCOM connection at 
bus m is shown in Fig. 2. 

Bus m

m mV θ∠

sh shV θ∠

sh shG jB+

shI

 
Figure 2: STATCOM Controller Equivalent 

Bus m load flow equations following STATCOM 
deployment are stated as (1)–(4). 

 ( )
1

cos
N

m sh m j mj mj mj
j

P P V V Y θ δ
=

= + −∑  (1) 

 ( )
1

sin
N

m sh m j mj mj mj
j

Q Q V V Y θ δ
=

= + −∑  (2) 

 ( )2 cossh sh m m sh sh msh shP G V V V Y θ δ= − −  (3) 

 ( )2 sinsh sh m m sh sh msh shQ B V V V Y θ δ= − −  (4) 

where, m mV θ∠ , sh shV θ∠ = voltage at bus m and at STATCOM, 
respectively, Pm, Qm and Psh, Qsh = bus m active and reactive 
power, and STATCOM, Ysh, Gsh and Bsh = STATCOM's 
admittance, conductance, and susceptance, mj mjY δ∠  = 
admittance of the line, N = number of buses. 

3. Formulation of Problem  

The optimum location of FACTS controllers to reduce losses 
is written as [16]: 

Minimize f(x, σ)  

subject to 

 ( )
g( , ) 0

0

l u

x
h x
x x x

σ =

<

< <

 (5) 

where, g(x), h(x) = equality and inequality constraints, f(x) = 
total branch loss, σ = system load data, xl and xu = the minimum 
and maximum range.  

The solution approach entails optimizing the objective 
function while satisfying the network restrictions, which include 
the load flow equations, voltage restrictions, and control 
parameter bounds [17]. 

3.1. Objective Function 

This is done primarily to reduce overall active loss while 
remaining within the constraints [18].   

 2 2min ( 2 cos )
g g

kloss k i j i j ij
k N k N

P g V V VV θ
∈ ∈

= + −∑ ∑  (6) 

where, gk = conductance in p.u., ( , ), Bk i j i N= ∈  is the bus 
number, Vi and Vj = voltage magnitudes in p.u., ij N∈  = bus 
number adjusted to bus i. 

3.2. Equality Constraints 

Each particle power flow equation is represented by (7)–(8). 
The load flow solution employs the Newton-Raphson approach. 

 ( cos sin ) 0gi Li i j ij ij ij ij
j N

P P V V g Bθ θ
∈

− − + =∑  (7) 

 ( sin cos ) 0 gi Li i j ij ij ij ij
j N

Q Q V V g Bθ θ
∈

− − + =∑  (8) 

where, Bij= susceptance of the branch. 

3.3. Inequality Constraints 

The load and generator voltages, capacitive reactive power 
and transformer-tap settings, active and reactive line flow 
restriction, and power injection are all written as  

 min max ,  i i i BV V V i N≤ ≤ ∈  (9) 

 min max ,  gi gi gi gQ Q Q i N≤ ≤ ∈  (10) 

 min max  ci ci ciQ Q Q≤ ≤  (11) 

 min max  k k kT T T≤ ≤  (12) 

 max  l lS S≤  (13) 

3.4. Fitness Function Formulation  

It is written as  

 PF   P qloss
q N

F P
∈

= +∑  (14) 

The PF, which is the penalty function, is written as in (15). 
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1 2 3

1 1 1
( ) ( ) ( ) 

G LN NN

gi i lm
i i m

q f Q q f V q f S
= = =

× + × + ×∑ ∑ ∑  (15) 

And q1, q2, q3 are penalty factors. 

 
min max

max 2 max

min 2 min

0,      
( ) ( ) ,  

( ) ,   

if x x x
f x x x if x x

x x if x x

 ≤ ≤
= − >
 − <

 (16) 

where, xmin and xmax = control parameters. 

4. Particle Swarm Optimization 

PSO, an algorithm influenced by nature, was created in 1995 
[19]. This algorithm uses particle populations to identify the 
optimum solution. Each particle is taken into account as a 
potential solution throughout the search process. 

The phrases "particle," "swarm," "position," "swarm 
fitness," "Pbest," "gbest," and the maximum and minimum 
permitted velocity values are all related to PSO. 

Particles are generated at random by the method inside the 
scope of the function domain. The optimum position that 
individual particle i has found in the search space is shown by 
its current velocity (v), personal best position (yi), and current 
position (x).  Every particle in a d-dimensional area tracks them 
according to: xi = (xi1, xi2,...,xid), vi = (vi1, vi2,...,vid), and Pbest = 
(Pbesti,1, Pbesti,2,...,Pbesti,d). 

If there are s particles in the swarm. 

Then, i ϵ 1, ..., s. 

 
( ) ( ( ) ( ( 1)))

( 1)  
( 1) ( ( ) ( ( 1)))

i i i
i

i i i

y t if f y t f x t
y t

x t if f y t f x t
≤ +

+ =  + > +
 (17) 

 
0 1

( ) min { ( ), ( ( ))}
{ ( ), ( ),...., ( )}s

y t f y f y t
y y t y t y t

Λ Λ

=
∈

 (18) 

At each iteration, (17) and (18) update each particle. For 
each dimension 1... ,j n∈  if xij, yij, and vij be the jth dimension 
present position, personal best position and velocity of the ith 
particle. The new velocity is given by (19). 

 , , 1 1, , , 2 2, ,,( 1) ( ) ( )[ ( ) ( )] ( )[ ( ) ( )]i j i j j i j i j j i ji jv t wv t c r t y t x t c r t y t x t
Λ

+ = + − + − (19) 

To determine the particle's new position, the new velocity is 
added to its present position. 

 ( 1) ( ) ( 1) i i ix t x t v t+ = + +  (20) 

To reduce the likelihood of the particle exiting the search 
space, all dimensional values of vi are restricted to [-vmax, vmax]. 
The vmax is determined by (21). 

 max max ,      where 0.1 1.0 v k x k= × ≤ ≤  (21) 

where, xmax = domain space search, c1 and c2 = coefficients 
of acceleration. 

The PSO convergence behavior is controlled by the inertial 
weight, which is obtained using (22).  

 max min
max

max

.  w ww w itera
itera

−
= −  (22) 

where, iteramax = maximum number of iteration, itera = number 
of iteration, wmax and wmin = maximum and minimum weighting 
factor. 

4.1. PSO Implementation Algorithm for STATCOM Allocation 

The IEEE 14-bus system was utilized to implement PSO. 
The particle placements were influenced by the initial control 
variable limitations. Computing the fitness value represented by 
(14), with the intention of reaching the reduced global best, 
yielded evaluations of the control variables. The steps for 
implementing the technique are as follows: 

• The population size, total number of iterations, and all 
control parameters are specified. 

• Set iteration number = 0. 
• Create the populations and velocities of the particles. 
• For loss calculations, run the Newton-Raphson power flow 

for each individual particle. 
• Determine the fitness value for each particle by (14). 
• Determine the Pbest and gbest for each particle.  
• Let iteration=iteration + 1. 
• If there is a voltage restriction breach, the velocity and 

displacement of each individual particle are calculated 
using (19). 

• Find the new location of each particle by (20). 
• To calculate the power, run the Newton-Raphson power 

flow for each particle. 
• Using (14), find the fitness value for each particle. 
• If the particle's current fitness P is higher than Pbest, set Pbest 

to equal P. 
• Set gbest to Pbest. 
• Up until the allotted iteration's number is reached, continue 

from step 7. 
The smallest loss values from the relevant fitness value are 

used to calculate the parameters of gbest and the optimum values 
for the control parameters.   

5. Firefly Algorithm 

Yang created this algorithm, which is a method for tackling 
challenging optimization issues quickly [20, 21]. 

5.1. Firefly Behavior 

According to the inverse-square law, the relationship 
between the intensity of light, I, and distance, r, is inverse. Due 
to this, the majority of fireflies may be seen at night for a brief 
period of time, such as a few hundred meters, which is sufficient 
for flies to converse. A potentially optimizable objective 
function is used to simulate the flashing light. 
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5.2. Implementation of Firefly Algorithm 
There are three fundamental presumptions that should be 

taken into account and are stated below [22] for simplicity in the 
FA description: 

• Fireflies have no gender. 

• As the distance between fireflies grows, both attractiveness 
and brightness decrease. 

• The objective function's terrain influences the firefly 
brightness.  

The objective functions used in FA for the optimization 
problem are brightness and light intensity. Finding the optimal 
solution is similar to being drawn to and moving toward the 
firefly that is brighter [23]. 

5.3. Light Intensity and Attractiveness  

FA is influenced by two variables: light intensity fluctuation 
and attractiveness formation. 

 The brightness of the firefly i and the distance between the 
two fireflies are both factors in the attractiveness, I, of the firefly 
i to the firefly j [24]. The expression for light's intensity, which 
changes with distance, is stated as (23). 

 ( ) 2
s

r
II
r

=  (23) 

where, I(r) = light intensity, Is = intensity of source. 

The intensity is expressed as (24). 

 ( )  r
orI I e γ−=  (24) 

To prevent singularity at r = 0, (23) is estimated in gaussian 
notation as in (25) 

 ( )
2

 r
orI I e γ−=  (25) 

The firefly's brightness I shows its objective function's most 
recent position, as given by (26). 

 ( )  i iI f x=  (26) 

Each firefly has an attractiveness value represented by β, and 
the less-bright firefly is drawn to the more-bright firefly. The 
formula for the variation of β with the distance, r, is stated in 
(27). 

 ( )
2

 r
or e γβ β −=  (27) 

where, γ = absorption coefficient of the media light, β0 = 
attractiveness value of firefly at r = 0.  

5.4. Distance and Movement 

The formula for the distance rij between the ith and jth 
fireflies, respectively located at xi and xj, is given by (28). 

 ( )2

1
, ,  

d

ij i j i j
k

r x x x k x k
=

= − = −∑  (28) 

Where, xi, k = kth component of the spatial coordinate xi of ith 
firefly, d = distance. 

If d equals 2, then (28) changes to (29). 

 ( ) ( )2 2
 ij i j i jr x x y y= − + −  (29) 

The firefly ith moves towards a more attractive firefly jth as 
expressed by (29). 

 ( ) ( )
21 0.5  ijrt t t t

i i o j ix x e x x randγβ α−+ = + − + −  (30) 

Where, rand = random number within [0, 1], t = current 
iteration number, α = value randomly selected often inside [0, 
1], xj = brighter firefly location, xi = less bright firefly, γ = 
absorption coefficient and it lies in the range of 0.01 and 10. 

The algorithm compares the new firefly attractiveness 
position value to the previous value. If the new site has a higher 
attraction rating than the old one, the firefly moves there; 
otherwise, it stays put. A predetermined fitness value determines 
the FA termination criterion. The brightest firefly will travel at 
random, according to (31). 

 1  t t
i i ix x αε+ = +  (31) 

The firefly will move randomly if there are no other fireflies 
around that are brighter. Up until the stopping condition is 
satisfied, the aforementioned procedures are repeated. The 
largest and best-predicted position and capacity are represented 
by the brightest firefly [25]. 

5.5. FA Implementation Algorithm for STATCOM Allocation 

The following are the procedures in the Firefly algorithm for 
power flow incorporating a STATCOM controller. 

• Enter the network data (independent parameters such as 
active power of all generators except the swing bus, 
generators’ voltages, regulating transformer-tap setting, 
reactive power injection) while meeting different equality 
and inequality constraints. 

• Initiate the firefly algorithm's parameters and constants, 
such as α, β0 and γ. 

• Set the iteration count to 1 and generate ‘n’ fireflies at 
random. 

• Execute the base case load flow. 
• Use the mathematical formulation of the objective function 

in (14), to calculate the fitness function of each firefly for 
loss minimization. 

• The fitness values are used to generate Pbest values for all of 
the fireflies, with gbest  being the best of the Pbest values. 

• Calculate each firefly’s attraction distance by utilizing (29). 
• For each firefly, new values are computed. 
• Firefly’s position is updated using (30). 
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• For each of the fireflies’ new places, new fitness values are 
calculated. If a firefly’s new fitness value is higher than its 
old Pbest value, it is set to its current fitness value. Gbest is 
calculated using the most recent Pbest  data. 

• The iteration number is increased, and if it has not attained 
its maximum, the process proceeds to step 3 unless 
convergence is obtained. 

• Sort the fireflies into categories based on the current global 
best. The optimal STATCOM capacities in ‘n’ candidates 
are determined by Gbest firefly, with the position denoting 
the location and the results presented. 

6. Results and Discussion 
The load flow study findings, in addition to the applicability 

of the suggested PSO and FA for STATCOM controller 
optimum allocation to minimize losses and voltage violations of 
the IEEE 14-bus network, are shown. The control variables that 
were tuned include the voltage magnitude, tap parameters of the 
transformer, and STATCOM output. Table 1 shows these data 
for these control variables.  

Accounting for the STATCOM power injection concept, 
MATLAB codes for a load flow study were written. These were 
employed for the load flow study in both cases—without and 
with the STATCOM controller. During the implementation and 
evaluation of both approaches on the IEEE 14-bus system, 
voltage profile augmentation and real as well as reactive power 
losses were employed as performance metrics. 

Table 1: Restrictions on Control Parameters  
S/N Parameters Limits 
1  Voltage Magnitude 0.95 – 1.05 p.u  
2 Tap Settings of the 

Transformer  
0.90 – 1.10 p.u 

3 Static Compensator MVAr 0.00 – 100 MVAr 
 
6.1. Voltage Profile 

The magnitudes of the network voltages are shown in Fig. 3. 
This implies that the bus voltage magnitudes were greatly 
enhanced following STATCOM regulator optimization using 
FA as opposed to when the PSO approach was used for the 
identical device setup. Bus voltage magnitudes across the entire 
test network are all within the permissible limits of 0.95 to 1.05 
p.u., culminating in dependable network operation. The 
discrepancy was lessened by these two methods. FA did, 
however, provide the greatest voltage deviation minimization 
results in this circumstance. 

Buses 2 and 3 offer a compelling justification for this 
performance. When optimizing with PSO, the bus 2 voltage was 
1.048 p.u., and it was 1.046 p.u. after the controller was 
deployed with FA. The voltage magnitude at bus 3 increased 
from 0.96 to 0.98 p.u. and then to 0.99 p.u. as a result of 
optimization utilizing PSO and FA. Given that the anticipated 
voltage is 1.00 p.u., the best suitable method is one in which 
network influences attempt to return the voltage to that value. 

6.2. Minimization of Active Power Loss  

Utilizing optimization techniques for placement strategies, 
the FACTS controller decreased the active power loss. Fig. 4 
depicts the active power loss data for both the PSO and FA-

placed STATCOM controllers, as well as the base case. The 
overall active loss for the base case was recorded at 6.251 MW. 
Applying PSO and FA to integrate the device reduced the loss 
to 5.819 and 5.518 MW. The overall loss was minimized by 
0.733 MW following the device's incorporation using FA as 
opposed to 0.432 MW when PSO was employed. 

 
Figure 3: Voltage profile comparison 

 
Figure 4: Active power loss minimization for all the cases 

By rerouting the system load flow, the loss was reduced. 
PSO had a loss reduction of 6.9%, whereas FA had a loss 
reduction of 11.73%. This indicates that FA fared better than 
PSO in the active loss reduction of the system under study. A 
more thorough evaluation of the effectiveness of the two 
techniques in terms of loss reduction is also illustrated in Fig. 4. 
All of the lines displaying loss decreased following the 
controller installation utilizing the FA and PSO techniques. The 
degree of loss reduction does, however, differ between the two 
strategies. The green bars (loss with the PSO technique) have a 
substantially higher magnitude than the red bars (FA-placed 
STATCOM). As seen in the red illustration, these reductions 
with FA-placed STATCOM substantially outweigh those with 
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PSO placement. The overall loss minimization is shown in Fig. 
5 to help understand how well PSO and FA may be used to 
optimize STATCOM controllers. It is impossible to exaggerate 
the advantages of FA over the PSO algorithm. Cost reductions 
were achieved as a consequence of FA's better minimization 
findings for active loss and voltage profile augmentation. The 
STATCOM controller's presence led to a redistribution of 
network power that improved network operation. 

 
Figure 5: Overall active power losses 

The controller offered a different flow path, allowing 
electricity to flow through less-loaded lines and reducing loss on 
the original lines as a consequence. The active power flows for 
the base case, which were 69.9246, 68.7359, 51.8444, 38.2318, 
7.5796, 17.2293, 3.6629, and 5.4713 MW for transmission lines 
1–5, 2-3, 4, 2, 5, 6, 12, 6, 13, and 14, were modified to 69.8589, 
68.7203, 52.1509, 38.5039, 7.5424, 17.1875, and 3.5072 MW. 
On the other hand, the line flow was improved by 1.40, 1.04, 
0.43, 0.08, 0.02, 0.09, 0.20, and 0.03 MW compared to the flow 
recorded with the PSO technique application. 

The system's overall active power flow is therefore increased 
by utilizing these algorithms, from 621.5 to 623.4 MW with the 
PSO-placed STATCOM and to 626.64 MW with the FA-placed 
STATCOM.  

6.3. Reduction of Reactive Power Loss  

The findings of the network branch losses for the system 
under study, before and following STATCOM installation, are 
shown in Fig. 6. The overall power loss without the device was 
14.256 MVAr; nevertheless, when STATCOM's optimum 
configuration was attained with PSO, this decreased to 12.59 
MVAr. Following appropriate STATCOM integration using 
FA, this loss was further reduced to 12.16 MVAr. The 
STATCOM device's integration with PSO and FA resulted in 
achievements of 1.62 and 2.10 MVAr, or 11.37 and 14.73%, 
respectively, in overall reduction. When the two optimization 
techniques are compared for effectiveness, FA outperforms PSO 
in minimizing reactive power loss.  

As illustrated in Fig. 6, all transmission lines—aside from 
lines 3–4—were loss-minimized utilizing FA-placed 
STATCOM. The disparities in reactive loss magnitude for 
appropriately located STATCOM with PSO and FA show that 

FA has a loss reduction boost over PSO. The reduction of the 
system’s overall reactive loss with and without correctly 
positioned STATCOM is illustrated in Fig. 7. 

 

 
Figure 6: Reduction of reactive loss for all the cases 

 
Figure 7: Overall reactive losses 

 This considerably decreased reactive loss on the network and 
outperformed the PSO technique. This reduction greatly aided 
in reducing the bus voltage magnitude deviation, which 
increased network stability and security. The test system's active 
and reactive loss information is shown in Table 2. Columns three 
and four, respectively, reflect the active and reactive power 
losses experienced by the network during the base case study. 
With PSO-placed STATCOM, the active power loss is recorded 
in column 5, while with FA-placed SATCOM, it is recorded in 
column 7. Columns six and eight of the table contain their 
related reactive power losses. As a consequence of the device 
using these two techniques, there is an overall line-by-line 
decrease for the active and reactive power. 
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Table 2: The IEEE 14-Bus Network Line Losses 

Bus 
Number 

Steady State 
(Base case) 

 STATCOM 
(PSO-placed) 

STATCOM 
(Firefly-placed) 

From  To  (MW) (MVAr) (MW) (MVAr) (MW) (MVAr) 
1 
1 
2 
2 
2 
3 
4 
4 
4 
5 
6 
6 
6 
7 
7 
9 
9 
10 
12 
13 

2 
5 
3 
4 
5 
4 
5 
7 
9 
6 
11 
12 
13 
8 
9 
10 
14 
11 
13 
14 

2.366 
1.165 
0.942 
0.729 
0.388 
0.221 
0.222 
0.000 
0.000 
0.000 
0.019 
0.029 
0.086 
0.000 
0.000 
0.007 
0.052 
0.004 
0.002 
0.019 

4.390 
2.049 
1.565 
0.313 
0.736 
0.158 
0.703 
0.731 
0.651 
1.898 
0.041 
0.062 
0.170 
0.087 
0.522 
0.019 
0.111 
0.009 
0.001 
0.039 

2.346 
1.129 
0.819 
0.726 
0.372 
0.161 
0.200 
0.030 
0.030 
0.030 
0.004 
0.002 
0.065 
0.030 
0.030 
0.024 
0.020 
0.024 
0.027 
0.006 

4.370 
1.787 
0.947 
0.415 
0.676 
0.247 
0.698 
0.671 
0.601 
2.265 
0.023 
0.038 
0.158 
0.281 
0.530 
0.014 
0.077 
0.016 
0.027 
0.017 

2.146 
0.982 
0.672 
0.706 
0.352 
0.141 
0.180 
0.050 
0.050 
0.050 
0.024 
0.017 
0.045 
0.050 
0.050 
0.044 
0.005 
0.044 
0.047 
0.026 

3.628 
1.692 
0.952 
0.395 
0.696 
0.267 
0.678 
0.651 
0.581 
2.245 
0.003 
0.018 
0.138 
0.261 
0.510 
0.034 
0.057 
0.036 
0.047 
0.002 

Total  6.251 14.256 5.819 12.954 5.681 12.891 

 Comparing with the PSO technique, FA's efficacy cannot be 
highlighted enough. With this performance, FA was able to 
minimize active and reactive power losses as well as voltage 
fluctuations more effectively, which reduced costs.  

For better comprehension, Table 3 shows the entire system 
power flows and the corresponding total loss projections. 
Without a STATCOM device, Table 3 shows that the network 

is capable of handling an apparent power of 653.38 MVA. But 
with the PSO and FA installed STATCOM controllers, the 
apparent power increased to 671.9 and 676.1 MVA, 
respectively. The system loss decreased from 15.57 to 14.20 and 
13.81 MVA, respectively, as a result of this rise in total network 
power, as depicted in Table 3, when the device was strategically 
placed with PSO and FA, respectively. 

Following the utilization of PSO and FA algorithms, the 
STATCOM allocation resulted in an improvement in overall 
flow of 2.8 and 3.5%, respectively. Deploying this device and 
employing the PSO and FA algorithms led to a reduction of the 
overall network loss of 8.78 and 11.26%, respectively. The 
stated FA performance in loss reduction and total network flow 
clearly demonstrates that FA is superior to PSO in the 
deployment of STATCOM device controllers. Table 3 indicates 
the differences in STATCOM device capacities. 

Reactive power injection is represented by column 5, while 
STATCOM controller voltages and angles are shown in 
columns 3 and 4, respectively. Column 2 displays the device 
location that was selected. Table 4 shows the comparison of the 
total parameter settings and STATCOM controller location that 
led to the network performance for FA and PSO that was 
previously described. The table makes it evident that both 
algorithms' shunt reactances fall within the same range. As a 
consequence, the final device rating—which depends on the 
controller capacity and potential costs for the two techniques—
is rather similar. Due to this, FA outperforms PSO in terms of 
cost.

Table 3: The IEEE 14-Bus Network Line Losses Network Overall Power Flows and Losses 

  Active and Reactive Power Flows Active and Reactive Power Losses 

 Base Case PSO-placed STATCOM FA-placed STATCOM Base Case PSO-placed STATCOM FA-placed STATCOM 
Active (MW) 621.5 623.4 626.6 6.3 5.8 5.7 
Reactive (MVAr) 201.7 250.8 253.9 14.3 12.9 12.9 
Apparent (MVA)  653.4 671.9 676.1 15.6 14.2 14.1 

Table 4: STATCOM Parameters Settings and Location 

Technique Location  Voltage Value 
(p.u)  

Angle 
(deg.) 

STATCOM 
Size (MVAr) 

FA 9 1.029 0.926 9.54 
PSO 11 1.025 3.769 8.96 

7. Conclusion 

This study looked into and proved the efficacy of the FA 
algorithm over the PSO method for placing STATCOM devices 
optimally. In this research study, the ideal STATCOM controller 
placement and parameter settings were made with the goals of 
reducing voltage magnitude variations and active and reactive 
power losses. The outcomes produced utilizing the IEEE 14-bus 
network show how appropriate these optimization strategies are. 
The capacity of the STATCOM controller to produce the best 
results for the specified objectives served as evidence of the 
applicability of PSO and FA for the best STATCOM controller 
position. According to the research, the STATCOM controller's 
performance with FA placement is superior to the PSO's. This 
means that FA performance in the optimum STATCOM 

controller configuration outperforms PSO in voltage profile 
augmentation and loss mitigation situations. Future research 
may be carried out to compare the effectiveness of the FA with 
other recently developed metaheuristic optimization algorithms 
that deliver superior performance at a reduced cost of 
STATCOM allocations on the power transmission and sub-
transmission networks. 
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 Corn is one of the most important agricultural products in the world. However, climate 
change greatly threatens corn yield, further increasing already prevalent diseases. Northern 
corn leaf blight (NLB) and Gray Leaf Spot are two major corn diseases with lesion symptoms 
that look very similar to each other, and can lead to devastating loss if not treated early. 
While early detection can mitigate the amount of fungicides used, manually inspecting maize 
leaves one by one is time consuming and may result in missing infected areas or 
misdiagnosis. To address these issues, a novel deep learning method is introduced based on 
the low latency YOLOv3 object detection algorithm, Dense blocks, and Convolutional Block 
Attention Modules, i.e., CBAM, which can provide valuable insight into the location of each 
disease symptom and help farmers differentiate the two diseases. Datasets for each disease 
were hand labeled, and when combined, the base YOLOv3, Dense, and Dense-attention had 
𝐴𝐴𝐴𝐴0.5 NLB lesions/𝐴𝐴𝐴𝐴0.5 Gray leaf spot lesions value pairs of 0.769/0.459, 0.763/0.448, and 
0.785/0.483 respectively. 
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1. Introduction  

Worldwide, 10 to 40% of crops die due to pests and diseases 
[1]. This issue will only get worse in the future, as temperature 
changes due to climate change will lead to more favorable 
conditions for pathogens [2]. In order to deal with this growing 
issue, it is necessary to come up with accurate diagnostic methods 
in order to quickly treat diseased plants. Focusing on maize, one of 
the most important crops in the world that accounts for two-thirds 
of the total volume of coarse grain trade globally in the past decade 
[3], in recent years, both Northern corn leaf blight, i.e., NLB, and 
Gray leaf spot disease has become more prevalent. In 2015, NLB 
was ranked first in most destructive corn disease in the northern 
United States and Ontario, Canada, up from seventh in 2012, with 
an estimated loss of 548 million bushels. For comparison, in 2015, 
the second-ranked most destructive corn disease, anthracnose stalk 
rot, had an estimated loss of 233 million bushels, less than half of 
NLB. In 2012, Gray leaf spot was ranked sixth in most destructive 
corn disease and has maintained its place as one of the top four 
most destructive from 2013-2015 [4]. NLB is caused by the 
fungus Exserohilum turcium, and the most distinguishing visual 
symptom of the disease is a cigar-shaped, tan lesion that can range 
from one to seven inches long, as shown in Figure 1. Gray leaf spot 
is a fungal disease caused by Cercospora zeae-maydis with 

rectangular lesions from two to three inches long, as shown in 
Figure 2., often leading to confusion by farmers due to its 
similarity to NLB lesions. Although fungicides can be used as a 
treatment for these two diseases, studies have shown that 
fungicides persist in aquatic systems and are toxic to organisms 
[5]. Early detection can mitigate the necessity of fungicides, 
traditionally through manual scouting [6]. However, this method 
is time-consuming and can result in inaccurate or missed diagnoses 
due to human error. As a result, several types of image-based 
machine learning solutions, such as convolutional neural networks, 
i.e., CNN, and object detection algorithms, have been proposed. 

 
Figure 1: NLB infected maize images from Cornell CALS 

CNNs are commonly used for image classification, which 
involves assigning an entire image to a single class label. However, 
in cases where the location of objects in an image is important, 
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image classification can be difficult to interpret and verify. Object 
detection algorithms, on the other hand, can identify the specific 
location and extent of objects in an image, and can even draw 
bounding boxes around them to highlight their location. These 
algorithms can be useful in situations such as identifying disease 
symptoms in natural environment images, where it is important to 
know the exact location of the symptom. The typical symptoms of 
NLB and Gray leaf spot, which are brown, oval lesions, can be 
difficult to distinguish with the naked eye, but computer vision 
algorithms may be able to identify and differentiate them. 

 
Figure 2: Gray leaf spot infected maize images from Cornell CALS 

Many different object detection algorithms have been created, 
such as YOLOv3, which is both accurate and has low inference 
speed. Low inference speed is essential to speed up traditional 
manual practices and increases the likelihood of detecting a lesion 
on live video. However, one of the tradeoffs for its high inference 
speed is reduced accuracy. As a result, an optimized algorithm 
based on YOLOv3 was proposed in this paper by applying two 
methods: Dense blocks and convolutional block attention modules, 
i.e., CBAM. These optimizations were chosen to increase accuracy 
while maintaining or reducing inference speed compared to the 
base YOLOv3. In addition to proposing an improved algorithm, 
one of the main challenges of object detection is the need for more 
high-quality datasets, especially in niche areas such as plant 
disease detection. It is much easier to create image classification 
datasets because the label for an entire image is a single class or 
word. For object detection datasets, each image may contain more 
than one class, numerous objects per class, and requires the tedious 
work of locating all objects in an image and drawing bounding box 
labels around them. As a result, if there are no object detection 
datasets for a specific class, datasets originally for CNNs may be 
used instead by converting them to the correct format. In summary, 
this paper offers   the following contributions:  

• Application of machine learning to detect NLB and gray leaf 
spot lesions 

• An optimized YOLOv3 with improved detection ability 
without significantly increased inference speed 

• A NLB and grey spot dataset suited for object detection 

This paper is an extension of work originally presented in  
IEEE 12th Annual Computing and Communication Workshop and 
Conference (CCWC) [7], and the paper is structured as follows: 
Section 2 is the related works. Section 3 explains the YOLOv3 
model and its optimizations. Section 4 shows how the dataset was 
created and explains the evaluation metrics. Section 5 shows the 
performance of the algorithms, and section 6 is the conclusion. 

2. Related Works 

 Both image classification algorithms, such as CNNs and 
object detection algorithms, have been successfully applied for 
plant disease diagnosis. In [8], the authors used a CNN for plant 

disease diagnosis, training it on an extensive image dataset of 
close-up, individual diseased leaves using the Plant Village 
dataset. The dataset consists of images of twenty-six diseases of 
plants, such as those that affect corn and apple. They reported 
99.35% accuracy on a held-out test set. However, the images in the 
dataset were taken in a lab environment, where variables such as 
the presence of multiple leaves in an image, orientation, brightness, 
and soil presence are not considered. Solving this issue, high-quality 
datasets have been created by experts.  In [9], the authors took images 
of NLB-infected corn and annotated each lesion individually with line 
annotations, which is the same dataset used in this paper. Because the 
images covered a large area, the actual lesions took up a small portion 
of the overall image. As a result, using a CNN on scaled-down versions 
of the images resulted in 70% accuracy. It was only after dividing the 
image into grids and associating a diseased-or-not class to each grid 
using their line annotations that resulted in 97.8% accuracy. Although 
successful, the process of dividing the image and then running 
inferences finally resulting in a high accuracy indicates a potential 
limitation of CNNs – they are not suited when the characteristics that 
define a class are small compared to the entire image.   

On the other hand, object detection algorithms are suited to 
looking for specific areas in an image. The single shot detector, 
i.e., SSD [10] object detection algorithm, was used to detect apple 
diseases such as Brown Spot and Grey spot [11]. Instead of 
labeling an entire infected leaf as belonging to a class, the author 
only labeled the specific symptoms, such as spots, allowing the 
SSD algorithm to learn that the presence of a particular cluster of 
pixels determines the final output. The YOLOv3 [12] object 
detection algorithm was used to locate characteristics of various 
tomato diseases, such as early blight and mosaic disease [13]. The 
authors collected their own tomato dataset and annotated them by 
grouping clusters of diseased symptoms. In [14], the authors used 
a variant of an SSD and the Faster R-CNN [15] algorithm for grape 
plant disease object detection. They used existing datasets such as 
the Plant Village dataset, which mentioned previously is used for 
CNN training, drew boxes around the grape disease, converting it 
for object detection use. However, instead of drawing boxes 
around the grape disease symptoms, they label the entire leaf 
containing the disease, meaning it could be more specific. In [16], 
the authors also annotated the Plant Village dataset with 
bounding boxes for object detection. Instead of limiting to only 
certain disease classes, the entire dataset was used, resulting in 
about 54,000 annotated images. In [17], the authors created their 
object detection dataset called PlantDoc, which includes corn 
diseases, including both NLB and gray leaf spot. However, the 
dataset is small, less than 200 images per class, and the annotations 
are not very specific – clusters of lesions are grouped. This leads 
to the additional problem of determining whether two lesions 
belong to the same or different clusters, especially in images where 
lesions make up most of the corn leaf.   

3. Methods 

In this section, deep learning methods such as the usage of 
dense blocks, CBAM, and the proposed optimized algorithm to 
detect corn disease will be introduced. 

3.1. Base Algorithm: YOLOv3 

YOLOv3 is an object detection algorithm that boasts high 
accuracy without sacrificing speed. It is an improvement of YOLO 
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in 2016 [18] and YOLOv2 in 2017 [19]. Although newer variants 
exist, such as YOLOv4 [20], for this study, YOLOv3 was chosen 
as the algorithm to focus on because there is many open source 
code for the algorithm, meaning it was easier to find a repo with 
an implementation that could easily be modified. Also, YOLOv3, 
as shown in Figure 3, uses the darknet-53 backbone to extract 
features of images. The backbone network utilizes residual blocks 
containing skip connections, which was introduced in ResNet [21]. 
These skip connections skip some layers in the backbone, helping 
to alleviate the vanishing gradient problem and making it easier to 
tune the earlier layers of a network. In the figure, the 
residual N blocks consist of a 3×3 convolutional layer 
and N residual units. The detection stages contain additional 
convolutional layers for further feature extraction and detect 
potential objects on three different scales. These scales are used to 
detect large, medium, and small-sized objects. This improves the 
performance of varying image sizes. According to the YOLOv3 
paper, performance on the Microsoft Common Objects in Context, 
i.e., MS COCO, dataset, a benchmark used for evaluating object 
detection algorithms in which the accuracy metric mean average 
precision, i.e., mAP, is commonly used, showed that the three 
fastest were YOLOv3-320, SSD321, and DSSD321 [22] with 51.5 
mAP-50/22 ms, 45.4 mAP-50/61 ms, and 46.1 mAP-50/85 ms, 
respectively, indicating mAP and inference time. Compared to the 
other algorithms, YOLOv3 is significantly faster while achieving 
better mAP. As a result, YOLOv3 was selected as the base 
algorithm of our research because efficiency is critical for 
searching through large cornfields. 

 

 
Figure 3: YOLOv3 diagram 

3.2. Dense Block 

DenseNet [23] is a convolutional neural network architecture 
that uses dense blocks, in which the output of each convolution 
layer is connected to the inputs of all subsequent layers. This 
allows later layers to use information learned in earlier layers and 
reduces the number of parameters, improving computational 
efficiency and mitigating the vanishing gradient problem. 
Transition layers, which consist of a 1×1 convolution and average 
pooling layer, are placed between groups of dense blocks to 
reduce the number of parameters and dimensionality. The growth 
rate, denoted by k, determines the number of new feature maps 
added for each layer in a dense block. 

 
Figure 4: Diagram of 4 layer dense block 

3.3. CBAM 

CBAM [24] is a method that uses the attention mechanism to 
replicate how humans pay attention to their environment. It uses 
both channel and spatial attention to focus on particular objects in 
a scene and enhance the feature maps of the convolutional layers. 
Channel attention selects the most important channels and weighs 
them to improve them, while spatial attention applies max pooling 
and average pooling to help the model know where to focus in the 
image. Using this method leads to improved accuracy with only a 
limited amount of extra computation. 

3.4. Proposed Algorithm 

The proposed algorithm for an input image of 512x512 pixels 
is shown in Figure 5. The algorithm includes changes to the base 
YOLOv3 model, indicated by the yellow and green shaded 
portions. After the third residual block, a four-layer dense block is 
inserted, followed by a transition layer which reduces the number 
of filters and dimensions by half. The fourth and fifth residual 
blocks of the original backbone network are replaced with two six-
layer dense blocks, with another transition layer in between. The 
growth rate, k, for all dense blocks is set to 128 to create a wide 
and shallow network for increased speed efficiency. CBAM 
blocks, which implement the attention mechanism, are placed at 
the beginning of the detection stages to refine the final feature 
maps and improve accuracy. The entire proposed model is called 
the Dense-attention algorithm, while the Dense algorithm is the 
same but without the CBAM blocks. 

 

 
Figure 5: Proposed algorithm diagram 
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4. Experimental Setup 

4.1. Datasets 

To evaluate the proposed method in this paper, two datasets, 
one for NLB and the other for gray leaf spot, are combined. For 
the first dataset, the Field images of maize annotated with disease 
symptoms dataset [25] was used. The dataset consists of natural 
environment 4000×6000 pixel images of maize leaves taken by 
hand during the 2015 growing period in Aurora, New York. The 
main axis of the NLB lesions in each image is annotated with line 
annotations. 376 images are extracted. Because of the high image 
resolutions, each image is split into a 2×3 grid for pixel 
preservation. For the original line annotations, multiple lines 
would be used to signify one contingent lesion when only one label 
should be used. As a result, annotations are reconverted into 
bounding box format by hand under the supervision of the original 
line annotations. Figure 6 shows the annotation process. Images 
without lesions are discarded, resulting in 999 final images. Data 
augmentation using random rotation and zoom was then used to 4x 
the dataset size. 

Unlike for NLB, high quality datasets for gray leaf spot disease 
taken from the natural environment and annotated by experts are 
rare. Although an annotated gray leaf spot dataset from Plant Doc 
exists, as mentioned in the related works section, few images are 
provided. Additionally, clusters of spots are grouped as one label, 
as opposed to the individual disease symptom labeling that the 
format of the NLB dataset is in. As a result, the Plant Village 
dataset was chosen to be annotated, starting from scratch. Because 
the dataset was initially intended for CNN training, annotations are 
not provided. As a result, like the NLB dataset, new annotations 
around each spot were created. However, in the gray leaf spot 
dataset, no expert guidance was provided, meaning best guesses 
for what constituted a spot were made. Figure 7 shows examples 
of grey spot annotations. Although fewer images of gray leaf spot 
were used compared to NLB, more annotations per image for gray 
were created, balancing the total number of annotations per class. 
The Plant Village dataset, in addition to the gray leaf spot, contains 
healthy corn images. 200 healthy images from each dataset were 
added. Several dataset groupings were used in this study.  

Table 1: Dataset description 

Dataset Training 
images 

Validation 
images 

Testing 
images 

Total 
label 
count 

NLB 3,145 135 135 5,255 
Gray 608 24 30 5,677 
NLB+Gray 3,753 159 165 10,932 
Healthy 4,033 219 225 10,932 

Dataset NLB: NLB infected images only, Dataset Gray: Gray 
leaf spot infected images only, Dataset NLB+Gray: only NLB and 
gray leaf spot images, and finally, Dataset Healthy: a combination 
of dataset NLB+Gray with healthy images. Healthy images from 
the original NLB and Plant Village datasets were also included so 
that the algorithms could better learn what is not considered 
diseased through more examples. More info regarding dataset size 
and label counts is shown in Table 1. Data is available at a project 
github sitea. 

 
Figure 6: NLB annotation process 

 
Figure 7: Grey leaf annotation examples 

4.2. Evaluation Metrics 

Evaluating accuracy for object detection algorithms requires 
comparing both the label and location of the predicted bounding 
box to those of the ground truth. IoU, i.e., intersection over 
union, as given in equation (1), is the value of the intersection 
area of the bounding box, AreaPred, and the area of the ground 
truth box, AreaTruth, over the union area of the two 
aforementioned boxes. 

𝐼𝐼𝐼𝐼𝐼𝐼 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∩𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑃𝑃𝑇𝑇𝑇𝑇ℎ
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∪𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇𝑃𝑃𝑇𝑇𝑇𝑇ℎ

                        (1) 

 If IoU is above a certain threshold value, that prediction is 
counted as a true positive. If not, it is considered a false positive. 
As shown in equation (2), precision, or PR, is the number of true 
positives divided by the sum of the number of true positives and 
false positives. Recall, or RE, shown in equation (3), is the 
number of true positives divided by the true positives and false 
negatives.  

𝐴𝐴𝑃𝑃 = 𝑇𝑇𝐴𝐴𝑇𝑇𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴
𝑇𝑇𝐴𝐴𝑇𝑇𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴+𝐹𝐹𝐴𝐴𝐹𝐹𝑃𝑃𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴

                         (2) 

𝑃𝑃𝑅𝑅 = 𝑇𝑇𝐴𝐴𝑇𝑇𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴
𝑇𝑇𝐴𝐴𝑇𝑇𝐴𝐴 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴+𝐹𝐹𝐴𝐴𝐹𝐹𝑃𝑃𝐴𝐴 𝑁𝑁𝐴𝐴𝑁𝑁𝐴𝐴𝑃𝑃𝑃𝑃𝑃𝑃𝐴𝐴

                        (3) 

Average precision, i.e., AP, is calculated by finding the area 
under the precision-recall curve, shown in formula (4). P(r) is the 
precision value at recall value r. AP subscript k indicates the 
average precision when IoU is at threshold k. 𝐴𝐴𝐴𝐴0.5  indicates 
average precision at the 0.5 IoU threshold. If three lesions had IoU 
of 0.2, 0.6, and 0.3, only the lesion with the IoU 0.6 would be 
counted as a true positive. 

𝐴𝐴𝐴𝐴 = ∫ 𝑝𝑝(𝑟𝑟)𝑑𝑑𝑟𝑟1
0                                    (4) 

Inference speed, parameter count, and MFLOPs were also 
measured. MFLOPs is a unit for how many million floating point 
operations per second the computer can operate. All results were 

ahttps://github.com/beans1321/NLB-Grey-dataset/tree/main  
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tested on the same GPU and Google colab environment settings 
for fair comparisons. 

5. Results 

Model training and evaluation were done on colab with an 
Nvidia P100 GPU, Intel Xenon 2.2 GHz CPU, and 13 GB of 
RAM. Code implementations were done using TensorFlow 1.15.0 
and Keras 2.1.6 with Python 3.7. The three different algorithms, 
(i) Base, (ii) Dense, and (iii) Dense-attention were trained and 
evaluated on images sized 512×512 pixels. 

Table 2 shows the 𝐴𝐴𝐴𝐴0.5 of the algorithms on the datasets On 
the NLB dataset, Base, Dense, and Dense-attention had 𝐴𝐴𝐴𝐴0.5 of 
0.774, 0.806, and 0.821, respectively. In the Gray 
dataset, Base, Dense, and Dense-attention had 𝐴𝐴𝐴𝐴0.5 of 0.484, 
0.471, and 0.496, respectively, showing that locating the exact 
boundaries of the grey spot is much more complicated than finding 
NLB lesions. One of the possible reasons for this is that NLB may 
appear more distinctive in the images since the lesions in the 
images tend to appear brighter than lesions in the Gray dataset. In 
the NLB+Gray dataset, individual 𝐴𝐴𝐴𝐴0.5 was recorded for each 
class. The 𝐴𝐴𝐴𝐴0.5 for each class decreased slightly compared to 
detecting them in dataset NLB and dataset Gray, in which only 
one class was present in each, which is expected as multiclass 
detection is more difficult than single class detection. The slight 
decrease in 𝐴𝐴𝐴𝐴0.5  also indicates that the model has learned to 
differentiate NLB and Gray leaf spot. In the Healthy dataset, the 
usage of images of healthy images decreased performance. All 
results for healthy were worse than the results for the NLB+Gray 
dataset. Base outperformed Dense and Dense-Attention in terms 
of finding NLB lesions, with 𝐴𝐴𝐴𝐴0.5 of 0.714, 0.675, and 0.702, 
respectively. However, in terms of finding gray lesions, Dense-
attention’s 𝐴𝐴𝐴𝐴0.5  of 0.473 was still higher than Base’s 𝐴𝐴𝐴𝐴0.5  of 
0.425. One possible reason that adding healthy images did not help 
performance is that the healthy images may have simply included 
more objects that looked like lesions, such as a dry or dead leaf, 
which are common, making training harder for the models. 

Table 2: Performance of algorithms measured in 𝐴𝐴𝐴𝐴0.5 

Dataset Base Dense Dense-
attention 

NLB 0.774 0.806 0.821 
Gray 0.484 0.471 0.496 
NLB lesions 
in 
NLB+Gray 

0.769 0.763 0.785 

Gray lesions 
in 
NLB+Gray 

0.459 0.448 0.483 

NLB lesions 
in Healthy 

0.714 0.675 0.702 

Gray lesions 
in Healthy 

0.425 0.428 0.473 

 Examples of detections are shown in Figure 8 and 9. Figure 8 
shows detections of NLB by the Dense-attention trained from the 
NLB+Gray dataset. Figure 9 shows detections of Grey spot, also 
by Dense-attention trained from NLB+Gray. In Figure 9, it can be 
shown that the model has difficulty determining if two lesions 

close to each other are one or two lesions, as shown in the top row. 
In the bottom row, it can be shown that the model also has 
difficulty finding very small lesions. 

  
Figure 8: NLB detection of Dense-attention trained on NLB+Gray dataset 

 

 

 

Table 3: General algorithm performance 

Algorithm Inference 
Speed (ms) 

Parameters 
(millions) 

MFLOPs 

Base 36.9 61.5 123.0 
Dense 37.4  40.8 81.6 
Dense-
attention 

39.1  40.9 81.7 

Table 3 shows the general performance of the algorithms, 
which shows constant results for the algorithms, no matter what 
dataset is used. Base has the fastest inference speed of 36.9 ms, 
followed by Dense with a speed of 37.4 ms, and finally Dense-
attention, with a speed of 39.1 ms. There is not much of a major 
difference in inference speeds among all three algorithms. The 
usage of dense blocks to replace several layers of the original 
YOLOv3 backbone has greatly reduced the number of 
parameters. Base has 61.5 million parameters, Dense has 40.8 
million, and Dense-attention has 40.9 million. The usage of 
CBAM has only increased the number of parameters slightly. The 
ratios of the parameter count between the algorithms are similar 
to the ratio of MFLOPs. Base has 123.0 MFLOPs, Dense 81.6, 
and Dense-attention 81.7. While Base is the fastest, Dense and 
Dense-attention are similar in speed while having drastically 

Figure 9: Gray detections of Dense-attention (right column) trained on 
NLB+Gray dataset side by side with ground truth (left column) 
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fewer parameters and MFLOPs. In terms of 
accuracy, Dense seems to have similar results with Base, although 
it was more accurate in the NLB dataset. Dense-attention, based 
on the results shown in Table 2, mostly outperforms 
both Base and Dense-attention.  

6. Conclusion 

The new proposed model, called dense-attention, was built off 
of YOLOv3 and optimized for both accuracy and speed. New 
datasets for NLB and gray leaf spot were created and reannotated 
to be more suitable for object detection tasks. The results showed 
that dense-attention outperformed the base model in terms of 
accuracy, parameter count, and computational efficiency, 
although it was slightly slower. When both NLB and gray leaf spot 
were combined in the dataset, performance for each class 
decreased slightly compared to training on just one of the diseases. 
This suggests that the model was able to distinguish between the 
two visually similar diseases. In future work, it may be helpful to 
annotate the gray leaf spot dataset with experts and to include 
wider views of diseased leaves in the dataset. 
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 This communication proposes a grounded immittance function simulator that, depending on 
the proper choice of the passive components, can simulate parallel-type impedances of the 
R-L, R-C, and L-C forms. Only two grounded passive components and two voltage 
differencing buffered amplifiers (VDBAs) are used to implement the suggested circuit. All 
three simulated equivalent elements, namely Req, Leq, and Ceq, can be electronically adjusted 
through the VDBA’s transconductance gain. The impact of the non-ideality of the VDBA 
device on the developed simulator is examined in detail. The voltage-mode bandpass filter 
has been implemented using the suggested active LC parallel impedance simulator to show 
that it performs as predicted. To prove the theory, the proposed circuit is simulated using 
the PSPICE tool. The findings of the experimental measures are also presented to 
demonstrate the circuit’s feasibility.   
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1. Introduction  

Electronic devices have assimilated into our daily lives in the 
world today. The development of novel technologies will be 
influenced by the published findings. In several analog signal 
processing solutions, the different active devices, such as current 
conveyor (CC), operational transconductance amplifier (OTA), 
current feedback operational amplifier (CFOA), and current 
differencing buffered amplifier (CDBA), have gained widespread 
attention. Similarly, since 2008, the voltage differencing buffered 
amplifier (VDBA) has been recognized as one of the most versatile 
and practical devices [1]-[2].   

The VDBA element has a tunable transconductor as the input 
section and a voltage buffer as the output section. Because of this 
feature, this active element can be used in a variety of voltage-
mode, current-mode, and mixed-mode analog circuits and 
applications [2–6]. Passive elements, such as resistors, capacitors, 
and inductors, were used in a variety of applications, including 
analog active filter circuits, sinusoidal oscillator design, and 
impedance cancellation circuit. However, when applied in the 
implementation of an integrated circuit (IC), the behavior of 

passive elements was constrained by its enormous size and 
suffered from electronic tuning properties. As a consequence, an 
IC that mimicked the behavior of a passive element was 
implemented using an active element [7-9]. The parallel-type R-L 
simulators that were suggested in the literature [10–12] needed at 
least three active components. Similar to that, three or more 
passive components are required to realize the circuits in [11–12]. 
The circuits in [13] also need a high-voltage operation. 

Therefore, the contribution of this work is to propose a 
grounded parallel R-L, R-C, and L-C impedance simulator, which 
depends on the appropriate selection of the passive element being 
used. The suggested simulator circuit uses only two VDBAs, two 
grounded passive components, and allows electronically control of 
the equivalent simulated elements via the transconductance gains 
of the VDBAs. In this study, the VDBA non-ideality effect on the 
actual immittance simulator is examined. With 0.18-µm CMOS 
technology, the proposed R-L, R-C, and L-C impedance simulator 
circuit in frequency domain was simulated using PSPICE program. 
Time-domain analysis and temperature-dependent simulation are 
also carried out in the parallel R-C simulator. The theoretical 
analysis is validated by experimental laboratory measurements 
using commercially available IC LT1228. Additionally, the active 
L-C simulator has also been used to apply a second-order voltage-
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mode bandpass filter in order to validate the viability. All results, 
both from simulations and experiments, are discovered to be in 
accordance with the theoretical predictions. 

2. Fundamental of VDBA 

Figure 1 depicts the electrical symbol of the VDBA element. 
This functional block has two input terminals (p and n) that meet 
high input impedance criteria and two output terminals (z and w), 
which have high and low impedances, respectively. Under ideal 
operating condition, the effective transconductance gain (gm) of the 
VDBA converts the differential voltage between vp and vn (vp - vn) 
into an output current (iz) at terminal z. The voltage drop (vz) at the 
z terminal is transferred to the output voltage (vw) at the w terminal. 
From its ideal operating condition, the following matrix equation 
can be used to characterize the terminal relationship of the VDBA 
[1-2]:  

 




































−
=



















w

z

n

p

mm

w

z

n

p

i
v
v
v

gg
v
i
i
i

.

0100
00
0000
0000

 (1) 

In general, the gm value in (1) can be changed by electronic means 
via the external bias voltage or current.   

 
Figure 1: Schematic symbol of the VDBA. 

In non-ideal assumption, the characteristic of VDBA can be 
modified as [3]:   
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In above expression, α = (1 - εgm) and β = (1 - εv), where |εgm | << 
1 and and |εv | << 1 stand for transconductance inaccuracy 
coefficient and the voltage tracking error, respectively. 

A CMOS model of VDBA consisting of the differential 
amplifiers with active load (M1-M4 and M7-M10), and the source 
follower (M11) is shown in Figure 2. For the CMOS VDBA in 
Figure 2, the relationship between gm and the bias current IB can be 
characterized as follows [4]:   

 
m ox B

Wg C I
L

µ  =  
 

. (3) 

Here, µ is the effective carrier mobility, Cox is the gate-oxide 
capacitance per unit area, and W and L are the effective channel 
width and length of M1 and M2 transistors, respectively.    

 
Figure 2: CMOS model of the VDBA used in this work. 

3. Proposed Parallel-Type Immittance Function Simulator  

According to Figure 3, the suggested grounded parallel-type 
immittance simulator is made up of two VDBAs and two grounded 
passive components. Based on ideal condition consumption, the 
input admittance (Yin) of the circuit is derived as: 

 
1 2

1in
in m m A

in B

iY g g Z
v Z

= = + . (4) 

 

 
Figure 3: Proposed grounded parallel-type immittance function simulator. 

The proposed parallel R-L, R-C, and L-C immittance simulator 
was made achievable by selecting the appropriate passive 
components, which describes the realized circuit. Its simulated 
impedances are summarized in Table 1, which illustrates that all 
synthetic simulator values can electronically be changed by the 
transconductance gmi of the i-th VDBA (i = 1, 2). Since all of the 
passive components are grounded, the configuration is attractive 
from further integration point of view. Another attractive feature 
of the design is that it does not need any special component 
equality for its realization.   

Under the non-ideal operation given in (2), the results of 
reevaluating the proposed circuit in Figure 3 can be summarized in 
Table 2. 
Table 1: Equivalent Circuit and Corresponding Equivalent Values for Figure 3 in 

Ideal Case 

ZA ZB Equivalent  
circuit 

Equivalent  
values 

1/sCA RB parallel R-L 
Beq RR = , 
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1 2

A
eq

m m

CL
g g

=  

RA 1/sCB parallel R-C 
21

1

mmA
eq ggR

R = , 

Beq CC =  

1/sCA 1/sCB parallel L-C 
1 2

B
eq

m m

CL
g g

= , 

eq AC C=  

Table 2: Equivalent Element Values for Figure 3 in Non-Ideal Case 

ZA ZB Equivalent  
circuit 

Equivalent  
values 

1/sCA RB parallel R-L 
Beq RR = , 

1 2 1 1 2

A
eq

m m

CL
g gα α β

=  

RA 1/sCB parallel R-C 
1 2 1 1 2

1
eq

A m m

R
R g gα α β

= , 

Beq CC =  

1/sCA 1/sCB parallel L-C 
1 2 1 1 2

B
eq

m m

CL
g gα α β

= , 

eq AC C=  

The sensitivity coefficients of the simulated equivalent values, 
Req Leq and Ceq, are each affected by the active and passive circuit 
components, and the finding values are produced as follows. 

For parallel R-L; 

 1eq

B

R
RS =  , 

1 2 1 1 2, , , , 1eq

m m

L
g gSα α β = −  , 1eq

A

L
CS =  . (5) 

For parallel R-C; 

 
1 2 1 1 2, , , , , 1eq

A m m

R
R g gSα α β = −  , 1eq

B

C
CS =  . (6) 

For parallel L-C; 

 
1 2 1 1 2, , , , 1eq

m m

L
g gSα α β = −  , 1eq

B

L
CS =  , 1eq

A

C
CS =  . (7) 

All of the sensitivity coefficients from above (5) to (7) have 
magnitudes that are less than or equal to one. As a result, the 
sensitivity of all the proposed parallel R-L, R-C, and L-C 
immittance simulators is quite low. 

4. Simulation Results 

PSPICE simulation program has been used to simulate the 
suggested grounded parallel-type impedance simulator in Figure 3. 
The simulator was designed employing CMOS VDBA of Figure 2 
with a model of 0.18-µm process parameters from TSMC. Table 3 
lists the computed aspect ratio (W/L) for each transistor. The 
supply voltages used to bias this circuit were +V= -V= 0.75 V.   

Table 3: Calculated transistor dimensions of VDBA in Figure 2 

Transistor W/L (µm/µm) 
M1-M2, M5, M7-M8, M12-M13  2.4/0.18 

M3, M9, M14 5/0.18 
M4, M10 5.2/0.18 

M6 3.25/0.18 

M11 10/0.18 
The following components were chosen for simulations: IB1 = 

IB2 = 90 µA for gm = gm1 = gm2 = 0.641 mA/V, RA = RB = 1 kΩ, and 
CA = CB = 50 pF. Using data from Table 1, the simulated equivalent 
values of Figure 3 can be derived as:  

• for R-L simulator: Req = 1 kΩ and Leq = 0.12 mH; 

• for R-C simulator: Req = 2.44 kΩ and Ceq = 50 pF; 

• for L-C simulator: Leq = 0.12 mH and Ceq = 50 pF. 

The total power consumed in the circuit for this setting was 
found to be 0.388 mW.   

Based on the results of the simulation and theory, Figure 4 
depicts the magnitude and phase frequency characteristics of the 
proposed parallel-type immittance simulator circuit in Figure 3. 
The frequency corners (fc) of the R-L and R-C impedance 
simulators in Figs. 4(a) and 4(b) obtained from the simulation 
results are found to be roughly 1.29 MHz, which is pretty close to 
the calculated value of 1.30 MHz. In addition, the simulated fc 
value of the L-C impedance simulator was discovered to be 2.04 
MHz, which nearly equals to the ideal value of fc = 2.05 MHz. The 
input voltage (vin) and current (iin) responses through the R-C 
impedance simulator are also displayed in Figure 5 as simulated 
time-domain waveforms. This performance was evaluated by 
supplying a sinusoidal input signal with a peak value of 50 mV at 
f = 1 MHz to the simulated RC impedance circuit. 

In order to further illustrate the electronic adjustability of the 
proposed circuit, the parallel L-C simulator has been performed to 
change IB = IB1 = IB2 = 50 µA, 100 µA, and 200 µA, while 
maintaining CA = CB = 50 pF. As a consequence, the simulated 
equivalent inductance value (Leq) has been altered to 0.22 mH, 0.11 
mH, and 54.8 µH, respectively, while the simulated equivalent 
capacitance value (Ceq) remains constant at 50 pF. The results of 
the simulated frequency responses compared with the theory are 
given in Figure 6.   

The impact of varying ambient temperature variation on the 
simulator responses is also being considered. This was 
accomplished by testing the proposed R-C simulator circuit with 
changes in ambient temperature ranging from 0°C to 100°C with 
steps of 25°C. Figure 7 displays the result of its magnitude 
variations.  

5. Experimental Results  

In order to further confirm the feasibility of the proposed idea, 
the suggested circuit of Figure 3 has been tested in the laboratory 
utilizing IC LT1228 from Linear Technology [14]. The package 
information and internal behavior of IC LT1228 are shown in 
Figure 8. There are two amplifiers: OTA and CFOA. The OTA is 
used to provide a high-impedance differential input and a current 
source output with wide output voltage compliance, while the 
CFOA is utilized to transmit voltage from the z terminal to the o 
terminal, and the current from the z terminal to the x terminal. 
According to the following relation, the transconductance gain 
(gm) of the LT1228 in this case is reliant on the external bias current 
(IB) [14]:   
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(a) 

 

 

(b) 

 

 

(c) 

Figure 4: Ideal and simulated frequency responses of the proposed parallel-type 
immittance simulator circuit in Figure 3.  (a) R-L impedance simulator   (b)  R-C 

impedance simulator   (c) L-C impedance simulator  

 

 

Figure 5: Simulated time-domain responses for vin and iin of the R-C simulator.  

 

 

Figure 6: Simulated frequency responses of the L-C simulator with varying IB.  

 

 

Figure 7: Simulated frequency responses of the R-C simulator at different 
temperature (0°C, 25°C, 50°C, 75°C, and 100°C).  
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 gm = 10IB . (8) 

In the case of parallel R-L impedance simulation, the active 
and passive components for the experimental measurement were 
taken as follows: gm = gm1 = gm2 = 0.5 mA/V (IB = IB1 = IB2 = 50 
µA), RB = 1 kΩ, and CA = 1 nF, resulting in Req = 1 kΩ, and Leq = 
4 mH. With symmetrical supply voltages of ±5 V, the LT1228 was 
biased. Figure 9 shows the grounded parallel lossy inductor's 
measured magnitude and phase responses for the selected 
components. 

 

(a) 

 

(b) 

Figure 8: IC LT1228  (a) package information   (b) its internal behavior.  

 

 

(a) 

 
(b) 

Figure 9: Measured frequency responses of the parallel R-L simulator                         
(a) magnitude response     (b) phase response 

 
(a) 

 
(b) 

Figure 10: Measured frequency responses of the parallel R-C simulator                         
(a) magnitude response      (b) phase response  
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The parallel R-C simulator was then tested with the following 
parameters: gm = gm1 = gm2 = 1 mA/V (IB = IB1 = IB2 = 100 µA), RA 
= 500 Ω, and CB = 4.7 nF, yielding Req = 2 kΩ, and Ceq = 4.7 nF. 
Figure 10 shows the measured frequency responses for the 
equivalent input impedance of the simulator. The experimental 
results shown in Figures 9 and 10 demonstrate the suggested 
circuit’s practicality in application areas. 

6. Application Example   

The second-order voltage-mode bandpass filter in Figure 11(a) 
is intended to emphasize operational performance as an illustration 
of an application. The bandpass filter realization utilizing the 
proposed L-C parallel immittance simulator in Figure 3 is shown 
in Figure 11(b). The voltage transfer action of the filter is written 
as:   
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The natural angular frequency (ωo) and the quality factor (Q) 
of the filter in Figure 11 are determined from (9), respectively, by:  
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(a) 

 
(b) 

Figure 11: Second-order voltage-mode bandpass filter   (a) prototype passive 
structure   (b) utilizing the L-C simulator in Figure 3.  

The simulated frequency response of the implemented active 
bandpass filter is demonstrated in Figure 12 with the following 
components: R = 1.5 kΩ, gm = gm1 = gm2 = 0.675 mA/V (IB = IB1 = 
IB2 = 100 µA), and CA = CB = 100 pF. With Leq = 0.22 mH and Ceq 
= 100 pF, the filter is designed to obtain fo = ωo/2π = 1.07 MHz 
and Q = 1. The resulting responses demonstrate that the circuit can 
operate correctly between 500 kHz and 100 MHz.   

 

Figure 12: Ideal and simulated results of the bandpass frequency responses in 
Figure 11(b). 

7. Conclusions   

A grounded parallel RL, RC, and LC impedance simulator has 
been designed with VDBAs and two grounded passive 
components. Through the use of the transconductance parameter 
in VDBA, the simulated equivalent values, i.e., Req, Leq, and Ceq, 
can all be electronically altered. The circuit has been simulated 
using the PSPICE program, which is based on 0.18-µm CMOS 
technology, to demonstrate its viability. In-depth laboratory tests 
have also been conducted to verify the practical usability of the 
simulator circuit. The design of a second-order voltage-mode 
bandpass filter using the proposed simulator is given. 
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 Currently one of the urgent goals of mathematical education is the organization of effective 
work with gifted students. Based on the study of various approaches to teaching 
mathematically gifted students, many years of experience of teachers, students' work, and an 
analysis of curricula and materials for schools with in-depth study of mathematics, an 
author's model for the training of gifted students was developed. The novelty of this model is 
that it ensures a rational combination of various forms of education for gifted children on 
the basis of differentiation, individualization of the process of teaching mathematics, 
advanced learning, openness, democracy, reflection, and adequate control. The pedagogical 
experiment was carried out for two years in the Abulfazl Balami gymnasium for gifted 
children in the city of Vahdat, Republic of Tajikistan. 41 students and 18 teachers took part 
in the experiment. The data obtained from the experimental and control groups were 
subjected to qualitative and quantitative analysis. Over the same time interval there were 
significant changes in the performance of students in the experimental groups, with 40% of 
the students moving to a higher level. In the control groups, the change was not significant. 
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1. Introduction  

As is well-known, modern society sets complex tasks for 
citizens that require non-standard decisions and the manifestation 
of critical and creative thinking in the constantly changing and 
non-predictable environment of our world. Accordingly, in a 
modern school, the discovery-based method as an effective aid for 
working with gifted children and its optimal organization, 
combining various formats of such work, is increasingly coming 
to the fore [1-3]. 

Despite many studies of the theory and practice of working 
with gifted children, this issue has not been sufficiently discussed 
in the methodological and mathematical studies known to us, 
which indicates the relevance and importance of the present study. 

The response to this challenge should consider the specifics of 
the subject. The process of teaching mathematics to gifted students 
at school seems to be quite laborious, since here it is necessary, 
firstly, to ensure the development of the main curriculum, and, 
secondly, to effectively develop their “non-standard potential”. 

These two goals in existing educational practice are not always 
coordinated. Elective and basic mathematics courses are taught by 
different teachers under time pressure. Moreover, this often do not 
take into account the individual characteristics of students. 

As a rule, in the real educational process, the work of a 
mathematics teacher, both in ordinary and specialized classes, 
focuses primarily on the development of students’ basic 
competencies, which are taken into account during the current and 
final certification. The second component of this process - the 
actual mathematical development - is decided on elective courses 
and consultations of various kinds by completely different people 
- "invited lecturers’ within their areas of expertise. These two 
groups of teachers do not always have the opportunity and desire 
to closely contact each other professionally. As a result, gifted 
students study, as it were, two different subjects: “basic 
mathematics” and “Olympiad mathematics’, which does not 
always allow them to effectively realize the developing potential 
of the studied mathematical content. This was confirmed by our 
survey of mathematics teachers, most of whom indicated that the 
spontaneous interaction of the various formats of such training, as 
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occurs in the existing system of training gifted children, does not 
fully ensure its effectiveness. From the foregoing, it is evident that 
there is a need for theoretical development and practical 
implementation of a special model for the rational combination of 
basic and elective courses in the process of teaching mathematics 
to gifted students. Summarizing, we can conclude that as a rule, 
the traditional strategy for teaching mathematics to gifted children 
is one-sided, being limited to an emphasis on elective courses, or 
individual consultations. At the same time, the learning process 
itself is spontaneous in nature, not providing for the educational 
needs of all such students. An analysis of the pedagogical studies 
known to us revealed that the issue of a rational combination of 
various formats for mathematical training of gifted schoolchildren 
was not specifically addressed in these studies. 

 Thus, the relevance of this study stems from the need for 
theoretical development and practical implementation of a holistic 
strategy for working with gifted children in the field of 
mathematics, which includes the possibility of a rational 
combination of various learning formats for each gifted student. 

2. Mathematically Gifted Students 

Many psychological and pedagogical studies have been 
devoted to the mathematical development of gifted children [4-10]. 
According to most authors, mathematical giftedness is understood 
as a kind of intellectual giftedness, which is associated with and 
develops in special mathematical activity. Its basic characteristics 
are integrity, multicomponent nature, hierarchy and dynamism 
[11, 12]. Mathematically gifted schoolchildren are characterized 
by the ability to think logically, the ability to operate with 
mathematical symbols, quickly and correctly solve mathematical 
problems, successfully moving from simple to more complex 
mathematical constructions. 

Such students have a flexible mind, that is, they are able to find 
a way out of a non-standard mathematical situation and they have 
a well-developed abstract memory [13]. Approaches to the study 
of mathematical giftedness, reflected in the literature, are very 
diverse: they are based on the psychology of individual differences 
in students, on the special abilities of mathematically gifted 
students.  

The scientists Joy Gilford, Ellis Torrance, Frank Barron and 
Charles Taylor carried out a number of major studies in the 
psychology of giftedness and contributed to the unification of 
theoretical studies on the psychology of individual differences and 
practical work on the construction of new curricula in the field of 
differentiated learning [14-18]. They found that giftedness was 
manifested in the fact that, unlike for ordinary, traditional 
experiments, students built their own tasks. Scientists have 
observed the behavior of creatively gifted people in natural 
situations of communication, work and leisure. They tried to 
determine the specific manifestations of talent in various activities, 
as well as the characteristic features of the personality of gifted 
people, which emerged in behavior, thinking, inclinations and 
attitudes. The tasks were set to change the idea of giftedness as "a 
symptom of hereditary degeneration of the epileptoid type" [19]. 
This process of change took place over a period of more than 30 
years from the beginning of the 20th century. The results of their 
research have shown that by the end of school, many gifted 
children sometimes experience severe depression. They are forced 

to hide their giftedness from their peers and adults. Gifted children 
experience "discrimination" in school due to the lack of 
differentiated teaching, due to the school's focus on the average 
student, due to excessive reduction to a uniform system of 
curricula [20].  

Psychologists Sergei Rubinstein and Boris Teplov developed a 
classification of the concepts of "ability", "giftedness" and "talent". 
The classification was carried out according to the success of the 
activity [16]. Abilities are considered as individual psychological 
characteristics that distinguish one person from another, on which 
the possibility of success in activity depends, and giftedness is 
considered as a qualitatively unique combination of abilities 
(individual psychological characteristics), on which the possibility 
of success in activity also depends. 

In various definitions of the concept of giftedness (source), a 
number of basic features of giftedness can be traced. A person has: 

(1) outstanding (high level) abilities, 
(2) developed intelligence, 
(3) an increased level of mental development, 
(4) creative approach, 
(5) the possibility of achieving high results in various activities. 

Intellectual giftedness is a developing systemic quality of the 
personality psyche in the structure of general abilities. The 
development of this quality requires a holistic didactic approach to 
working with gifted adolescents [6]. The personal growth of 
intellectually gifted adolescents depends on the type of educational 
environment. The environment should contribute to the disclosure 
and optimal manifestation of the creative nature of the psyche of 
gifted adolescents. By minimizing the difficulties of a gifted child 
in contact with his environment, the educational environment 
contributes to the adequate personal development of gifted 
adolescents [21]. 

Professor Gennadiy Sarantsev in his works talks about methods 
for developing the ability of gifted children to solve non-standard 
tasks. He considered various heuristic approaches to solving 
problems and building new curricula in the field of differentiated 
learning. 

Scientists Vadim Krutetsky, Viсtoria Yurkevich, Irina 
Levochkina, Elena Kryukova examined in detail the special 
abilities that characterize mathematically gifted students, as well 
as ways to recognize them in a child and adolescent. 

They emphasize that schoolchildren who are especially gifted 
in mathematics are characterized by a peculiar mathematical 
orientation of the mind (the tendency to perceive many phenomena 
through the prism of mathematical relations, to realize them in 
terms of logical and mathematical categories). 

They single out several components of mathematical talent: the 
ability to arrive at mathematical generalization;  rationality of the 
decision (the ability to find the shortest way to solve, cut off the 
excess, not directly related to the achievement of the goal, the 
task); a sense of "mathematical aesthetics" (the ability to see 
beauty and elegance in a simple and at the same time witty, concise 
and economical way of solving a problem); reversibility of 
thinking; mathematical intuition.  
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The results of studies of mathematically gifted adolescents 
show that adolescents gifted in mathematics develop such features 
of their mental activity as the ability to generalize mathematical 
material (the ability to see the general in what is outwardly 
different, singular), the flexibility of thought processes and the 
desire to find simpler but more effective ways to solve problems 
[22]. 

The issue of teaching methods for mathematically gifted 
schoolchildren is presented in the works of many psychologists 
and teachers [11, 23]. They consider various methods of working 
with mathematically gifted students, describe a system of special 
tasks for gifted students, and describe the necessary conditions for 
creating a support system for talented students. They discuss the 
technologies that the teacher should rely on when developing the 
unique abilities of each child, describe the construction of a 
program for mathematically gifted students, where they propose to 
integrate Olympiad tasks into sections of the basic mathematics 
course (resources). A number of authors describe the development 
of creative potential in the process of participating in competitions, 
in the process of solving non-standard problems [24, 25]. They 
view work with gifted children in the context of differentiated and 
individualized learning. Such training, as is well known, is 
implemented on the basis of a full account of the individual and 
typological characteristics of a person in the form of grouping or 
ungrouping students and differentiated construction of the learning 
process in educated groups or individually; learning technology, 
the purpose of which is to create conditions for the identification 
of existing inclinations, the effective development of the interests 
and abilities of students [26]. 

However, the authors known to us do not specifically consider 
the correlation and connections of various approaches to 
differentiated work with gifted students, the conditions for their 
effective integration within the framework of such work, the 
difficulties that arise in this, and ways to overcome them. The 
foregoing determines the relevance and significance of building 
and creating a model for training gifted students in mathematics, 
based on a rational combination of various approaches for working 
with them and, in particular, in both basic and elective 
mathematical courses. 

In the context of our study, the “Working Concept of 
Giftedness” developed by Diana Bogoyavlenskaya and Vladimir 
Shadrikov is of great interest [7]. This concept involves the 
disclosure of giftedness on the basis of the theoretical provisions 
of psychology and the definition of basic principles in solving the 
problems of identifying, training and developing gifted children. 
‘Giftedness’ is interpreted as a systemic quality that characterizes 
the child's psyche as a whole. At the same time, it is the personality, 
its orientation and the system of values that lead to the 
development of abilities and determine how its potential will be 
realized. 

Giftedness entails a humanistic approach to the education and 
development of gifted students, that is, special attention is paid to 
caring for a gifted child, which implies an understanding of not 
only the advantages, but also the difficulties that his giftedness 
brings with it. 

 

3. Methodological framework 

As a basis for building the authors’ model of work with gifted 
schoolchildren in mathematics, they used differentiated and 
individual approaches to learning and the above-mentioned 
"Working concept of giftedness" [15, 27]. Differentiation of 
learning is a process involving the division of students into groups 
according to their mathematical abilities. Individualization of 
learning - learning aimed at developing the individual abilities of 
each student - is an integral element of student-centered learning. 
Such work may include, for example, external studies, elective 
courses, individual consultations, implementation of project 
activities. At the same time, it should not lead to the need to 
separate gifted students from their peers, but should involve the 
integration of various collective, group and individual learning 
activities. 

As you know, today, work with gifted children is carried out in 
schools, gymnasiums, and lyceums. In particular, differentiated 
education is carried out by dividing classes into profiles: physical 
and mathematical, humanitarian, chemical and biological, and 
others. At the same time, work with gifted children is carried out 
both within the framework of school lessons and within the 
framework of additional courses (elective courses, courses for 
preparing for Olympiads, individual lessons). A rational 
combination of these formats makes it possible to implement 
regular and systematic work to maximize the full disclosure of the 
creative potential of schoolchildren [26, 28].  

To organize such work, the following factors are necessary: 

(1) a strategy for teaching gifted students heuristic methods for 
solving problems, 

(2) continuity of basic and elective mathematical courses of a 
developing orientation, 

(3) a system of students-centered methods of working with gifted 
students. 

4. A strategy for teaching gifted students’ heuristic methods 
for solving non-standard problems 

The main forming factor in organizing such work is the 
strategy of teaching gifted schoolchildren heuristic methods for 
solving non-standard problems. Non-standard problems are 
understood as problems that cannot be solved by standard 
algorithms known from the basic mathematical course. When 
solving them, it is necessary to use one or another heuristic 
procedure. 

The essence of heuristic methods for solving problems lies in 
the fact that the student is naturally involved in the process of 
rediscovering a non-standard condition of the problem and finding 
a way to solve it, without having a direct opportunity to apply the 
basic algorithm for solving. The selection of such tasks and the 
development of an individual learning plan is a serious challenge 
for a mathematics teacher. This plan should include the possibility 
of targeted implementation of several individual learning 
approaches that correspond to different strategies for working with 
a particular gifted student. 

Scholars define an educational plan as a set of learning stages, 
forms of learning, and combinations of individual topics from 
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mathematics curricula. In other words, the educational plan is a 
differentiated educational program that provides the student with a 
choice of the type and amount of pedagogical support he needs for 
his self-determination and self-realization [28].   

An individual educational plan is built based on the educational 
needs, individual abilities and capabilities of the student (level of 
readiness to master the program), as well as existing regulatory 
documents. The purpose of such training is to purposefully ensure 
the differentiation and individualization of the education of gifted 
children, giving it a personality-oriented character.  

An individual educational plan consists of a number of 
“sections” corresponding to various formats of work (basic course, 
elective course, individual work, group projects, competitions, 
Olympiads, etc.). All these approaches should be closely related 
and organically combined with each other. 

5. Ensuring the continuity of the basic and elective 
components of the mathematical teaching of gifted 
children 

In the combination of various formats of work with gifted 
children in mathematics mentioned above, a special role is played 
by the continuity of basic and elective mathematical courses of a 
developing orientation. This factor, as the analysis of the literature 
and our own pedagogical experience show, has not yet become one 
of the imperatives of the educational process for the considered 
contingent of schoolchildren. 

In particular, often different mathematical courses in the same 
group are taught by teachers of different qualifications (school and 
university), while the material studied in parallel within these 
courses is often characterized by "diversity", "patchwork" both in 
content and in developmental aspects. Overcoming such diversity, 
obviously, involves providing an organic combination of basic 
(profile) and elective courses. To illustrate the latter point, we 
present Figure 1, in which the first and third columns present some 
topics that are quite important in terms of preparing schoolchildren 
for mathematical Olympiads. In the central part of the diagram, 
sections are presented that are the result of the “interaction” of the 
corresponding basic and additional mathematical courses (Figure 
1).  

Commenting on the structure and content of the above 
diagram, it is necessary, first of all, to note that work with gifted 
students is a holistic, systematic process that emerges from the 
basic course. 

Here, when solving developmental problems, students mainly 
apply the heuristic method at the stage when they discover some 
general algorithms that are practiced with all students in a 
collective form. On the elective course, in a differentiated or 
individual form, the studied material is deepened by varying and 
combining the mastered algorithms when solving problems of a 
search nature. Such work, in turn, creates the basis for mastering 
various heuristic procedures by gifted students, which, in 
particular, further contributes to their successful participation in 
Olympiads at various levels. 

 

 
Figure 1: Continuity of Basic and Elective Courses in the Preparation of Students 

in Grades 4-5 for Olympiads in Mathematics 

For example, within the framework of the basic course, the 
traditional topic "Method of intervals" is studied. Here we touch 
upon square inequalities, cubic inequalities, inequalities of higher 
degrees, fractional rational inequalities solved by the interval 
method based on the sign placement rule. Within the framework of 
the elective course "Selected Issues of Mathematics", it is 
advisable to consider the generalized method of intervals, which is 
used, in particular, in solving irrational and trigonometric 
inequalities, as well as inequalities containing unknowns under the 
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module sign, unknowns in the exponent, inequalities containing 
logarithms of the type:    

                (𝑥𝑥 + 5
𝑥𝑥
)(
�𝑥𝑥2−10𝑥𝑥+25−1

√6−𝑥𝑥−1
)2 ≥ 6(

�𝑥𝑥2−10𝑥𝑥+25−1
√6−𝑥𝑥−1

)2. 

The consideration of such inequalities is directly based on the 
material of the basic course, while providing for the variable 
application of the known algorithm. 

At the same time, tasks of a search (Olympiad) nature are 
beginning to be involved, which are an example of tasks of an even 
more generalized nature. 

Problem: For what values of the parameter 𝑎𝑎 among the 
solutions of the inequality (𝑥𝑥2 − 𝑎𝑎𝑥𝑥 − 𝑥𝑥 + 𝑎𝑎)√𝑥𝑥 + 5 ≤ 0 , will 
there be two solutions, the difference between which is equal to 4?  

When solving this problem, obviously, the generalized method 
of intervals is used and the analysis of all possible cases of the state 
of the considered mathematical construction is carried out, 
depending on the value of the parameter a. Accordingly, when 
analyzing a possible solution path, it is advisable for the teacher, if 
necessary, to rely on the material of the basic mathematics course, 
projecting it onto a higher level of generalization of the content. 

Irrational and trigonometric inequalities are included in the 
curriculum for mathematics in high school. Here they are 
considered to be inequalities, the solution of which, depending on 
their complexity, is carried out by the method of intervals both at 
the basic and advanced levels (in the elective course), as well as in 
preparation for the Olympiads. The method of intervals in various 
modifications is used at all stages of the study of inequalities, 
providing a connection, in the context under consideration, 
between the relevant substantive sections of the basic and elective 
courses. 

The interval method can be used in solving irrational 
inequalities of a certain type, subject to the appropriate restrictions 
arising from the properties of the arithmetic root of the nth degree. 
The algorithm for using this universal method is well known. 

6. Model of preparation of gifted children in mathematics 

Based on the idea of purposefully ensuring the continuity of 
basic and elective courses, we have built and implemented a 
methodological model for working with gifted students in 
mathematics (Table 1). 

Table 1: Model of Preparation of Gifted Children in Mathematics 

Purpose:  
Creation of conditions for the development of mathematical 
abilities of gifted students, their self-development, the 
harmonious development of the personality of a unique child; 
ability to independently acquire and apply knowledge 
Tasks: 1. Identification of gifted students in the field of 

mathematics 
2. Development of methodological support for the 

effective development of the mathematical 
abilities of gifted students, providing for the 
continuity of various forms of their preparation 

3. Implementation of mathematical training of 
schoolchildren, aimed at achieving socially and 
personally significant results 

4. Approbation and monitoring of the proposed 
methodological solutions 

Principles of building the educational process of gifted 
students 
The principle of rational combination of various forms of 
work with gifted children, the principle of differentiation and 
individualization of the learning process, the principle of 
student-centered learning, the principle of advanced learning, 
the principle of openness, the principle of adequate control, 
the principle of democracy, the principle of reflection 
The content 
of work with 
gifted 
children in 
mathematics 

Profile course 
When teaching gifted children in mathematics, 
the existing programs of specialized courses 
and relevant textbooks are involved 
Elective course 
When teaching children gifted in mathematics, 
topics are considered that deepen the relevant 
topics of the profile course, and topics that go 
beyond its scope (for example, the method of 
mathematical induction, graph theory, etc.) 
Project work 
When working on an individual project, 
attention is paid to topics that go beyond the 
core and basic courses, topics that affect the 
relationship of mathematics with other areas 
of knowledge, non-standard solutions to 
standard tasks are considered (for example, 
the project “Ten ways to solve one quadratic 
equation”) 
Preparation for the Olympics 
When preparing schoolchildren for 
participation in the Olympiads, first of all, 
various sets of tasks are considered, which 
include non-standard tasks (e.g. coloring 
problems, double counting problems) 

Forms and methods of organizing work with gifted children in 
mathematics 
Forms of work organization 
1.Standard school lesson as part of the 
basic course 
2.Standard school lesson within the 
profile course 
3.Elective courses in mathematics 
4. Math events 
5. Work on an individual project 
6. Individual preparation for the 
Olympiads 
7. As a result of work on all previous 
formats - participation in subject 
Olympiad 

Dominant methods 
of organizing work  
1.Discovery-based 
method  
2.Partial discovery-
based method  
3. Problem-Based 
learning 
4. Project-Based 
Learning 
 
 

Expected learning outcomes for gifted students 
1. Successful participation of students in Olympiads and 

conferences 
2. Readiness to pass exams  
3. The formed ability of students to independently acquire 

and apply knowledge in the framework of project-based 
learning 
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4. Increasing motivation to work on solving problem of a 
discovery-based method and partial discovery-based 
method nature 

Criteria for success in working with gifted students 
It is necessary to understand how much the student’s 
giftedness was enhanced, which is manifested in the following 
indicators of the student’s preparation: 

1) can work with mathematical text, solve text problems of 
increased difficulty 
2) can solve non-standard problems using heuristic methods 
3) can solve problems of an increased level of complexity by 
various methods, choosing from them the more rational one 
4) can effectively solve problems of an Olympiad nature 
5) has high-level thinking according to Bloom's taxonomy, 
has high levels of cognitive ability: 
a) identifies hidden (implicit) assumptions in the problem, 
evaluates the significance of the data (analysis) 
b) uses knowledge from various fields to make a plan for 
solving a non-standard problem (synthesis) 
c) has the ability to evaluate particular mathematical material, 
that is, he can select and study in-depth material based on 
different criteria (evaluation) 

As can be seen from this table, the formulation of this model is 
guided by the principles of a rational combination of various forms 
of work with gifted children, differentiation and individualization 
of the learning process, student-centered learning, advanced 
learning, openness, democracy, reflection and adequate control. 

Let us briefly explain the content of the last three principles in 
our understanding (the content of the rest is obvious). 

The principle of openness implies an approach to the subject of 
study as potentially open, allowing constant expansion and 
generalization by connecting initially non-obvious meaningful 
relationships. 

The principle of democracy presupposes the right of the student 
to voluntarily choose the level and the corresponding form of 
education that he considers most acceptable.  

The principle of reflection implies the need for the teacher to 
constantly monitor the nature of the interaction of a gifted student 
with peers, his behavior in situations of success and failure. In the 
course of devising a problem, it is necessary to carry out an 
ongoing adjustment of the individual plan for the training and 
education of a gifted student. 

Finally, the principle of adequate control presupposes a variety 
of diagnostic tools for assessing the mathematical training and 
development of gifted schoolchildren, which are not limited to 
existing regulatory documents (control and independent work, 
exam materials, competitions and Olympiads of various levels). 

This diagram shows the dominant methods of working with 
gifted students, their relationship. We will reveal the essence of 
each of them. All these methods are based on the active discovery-
based and creative activity of students. 

 

 

 

 

 

 

 

 

 
 

 

Figure 2: The relationship of various methods of working with gifted students 

6.1. Partially discovery-based teaching method 

In order to gradually bring students closer to independent 
problem solving, including non-standard tasks, it is necessary to 
first teach how to perform individual steps of solving a problem, 
individual stages of search [1, 2, 6, 29]. In this case, the partial 
discovery-based method of teaching should be used. It is 
necessary to offer students independent work with a mathematical 
text, to provide them with the opportunity to independently derive 
and formulate the basic mathematical concepts by means of a plan 
devised using heuristic conversation, well-known sources and 
their own search work. Another variant of this method is to break 
down a complex problem into a series of available subproblems, 
each of which makes it easier to approach the solution of the main 
problem. To complete a separate part of the task, a gifted student 
has to draw on knowledge from various branches of mathematics, 
which he could meet both when studying the basic program, and 
in elective classes. Thus, within the framework of this method, the 
teacher constructs a task, divides it into auxiliary ones, outlines 
the steps to find a solution to the problem. Students, on the other 
hand, perceive the task, comprehend its condition and solve part 
of the problem, actualizing the available knowledge and 
discovering the necessary information, exercising self-control in 
the process of arriving at a solution and self-motivating. But at the 
same time, the student’s activity does not involve planning the 
research stages and correlating the stages with each other. The 
partial discovery-based method is used within the framework of 
the basic course and elective classes. 

6.2. Discovery-based teaching method 

The next method that should be introduced into the process of 
teaching gifted students is the discovery-based method of 
teaching. Within the framework of this method, the activities of 
students target the independent resolution of practical problems 
that require creative solutions–hypotheses [1, 13, 30]. The teacher 
gradually moves away from drawing up a plan for solving 
problems, dividing them into subtasks, and invites gifted students 
to put forward their own hypotheses to find a solution. This 
method can be used both during the development of a profile 
course when solving problems of an increased level of complexity 
(for example, problems with parameters), and in the process of 
working on a student research project. This method is actively 
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used in solving Olympiad problems. Initially, the student 
expresses a hypothesis for solving such a problem, and then builds 
his own small study to prove or disprove it. Also, this method will 
be appropriate when mastering new knowledge. An important role 
is played by independent experiments on the derivation of basic 
mathematical concepts and statements. 

6.3. Problem-based Learning 

Within the framework of the data of the problem-based 
method of teaching, a gifted student always faces a problem that 
requires a creative, heuristic approach to its solution [25, 31-33]. 
First, in the basic course, at the very beginning of the elective 
courses, the teacher himself puts forward small problem situations 
to the students, dividing the more complex ones. Further, the 
students themselves meet and recognize them, organizing their 
research activities to find solutions to these problem situations. 
With the help of the problem-based method of teaching, the skill 
of independent search work is formed, which helps in preparing 
for the Olympiads, when working on an individual research 
project. The problem-based method is also implemented in the 
process of participation by schoolchildren in various 
mathematical festivals and mathematical Olympiads. In these 
formats, a gifted student is constantly faced with a new, partially 
or completely unknown mathematical situation that requires a 
heuristic solution. 

6.4. Project-based Learning 

One of the most difficult methods for organizing the activities 
of schoolchildren is the project method. The essence of the project 
method is the solution of a problem based on the independent 
activity of students using appropriate methods, means, 
knowledge, including interdisciplinary, intellectual and practical 
skills, as well as the realization of creative potential to obtain a 
specific result [27, 34-35, 39]. 

 In our opinion, the use of projects as applied to gifted 
students, first of all, helps to maintain constant motivation for an 
in-depth study of mathematics. Students can choose an interesting 
topic for themselves, for example, explore different ways to solve 
one problem and study the proof of a little-known theorem. Thus, 
the student is constantly developing independently and expanding 
his knowledge with interesting mathematical facts primarily for 
himself [36-38]. 

The project method can also be used as part of a school lesson, 
an elective course, or an extracurricular activity. It is possible to 
offer schoolchildren the opportunity to independently acquire 
knowledge in solving practical problems and problems that 
require the integration of knowledge from various subject areas. 
Similar problems are encountered in preparing for examinations 
in mathematics. 

Revealing the structural elements of Figure 2 and their 
relationship, we can conclude that the proposed system of 
methods is aimed at developing the research abilities of gifted 
students and their creative potential in solving non-standard 

problems. Each method can be implemented or partially 
implemented in different learning formats. That is, this system of 
methods is the main integration factor for various formats of 
training gifted students. Using a system of methods, it is possible 
to construct a diagram of the relationship between various 
teaching formats in the preparation of mathematically gifted 
students (Figure 3).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Relationship between different learning forms 

7. Implementation of Model of Preparation of Gifted 
Children in Mathematics 

The constructed model was used by us over a period of two 
years, working as mathematics teachers with gifted students at the 
Abulfazl Balami gymnasium for gifted children in the city of 
Vahdat, Republic of Tajikistan. 

Let us briefly outline the strategy we employed.  

First, during the lesson we observed how students solved 
partially algorithmic problems and identified which students were 
potentially capable of mathematics. These students were further 
involved in attending mathematical circles, where they tried their 
hand at school-level Olympiads. 

If a student developed a sufficiently persistent interest in 
mathematics, and significant progress in the development of his 
abilities was evident, then he entered specialized classes. The 
persistent interest of students was seen in the process of students 
solving non-standard tasks [33]. The desire to solve such tasks, 
and, most importantly, the success in applying heuristic methods 
showed progress in the development of the abilities of the gifted 
students. Here they more purposefully, in parallel with the lessons 
of the profile course, continued their studies in the classroom of 
elective courses. For the most successful students, we developed 
a special learning plan that involved additional training activities 
and consultations in addition to elective classes. 
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In addition to the training of gifted schoolchildren immersed 
in subject mathematical activity, we made special efforts to ensure 
that all schoolchildren were constantly involved in joint 
communicative activities with classmates. In particular, in the 
classroom they could act as consultants on the subject, constantly 
participating in school competitions, concerts, sports events. This 
practice contributed to the development of the communicative 
abilities of schoolchildren, their emotional and volitional sphere, 
and reduced the risk of manifestation of possible difficulties in 
productive interaction with peers and adults around them. 

Thanks to such an organization of the educational process, as 
our experience showed, non-standard abilities of schoolchildren 
developed and improved quite successfully, which was partially 
confirmed by the results of examinations and Olympiads. 

In more detail, the methodological features of the 
implementation of this model are reflected in methodological 
materials we created and published in several articles. 

Table 2 presents examples of some individual educational 
plans that we have built for gifted schoolchildren, as well as the 
first results of schoolchildren studying within the framework of 
the constructed model (Table 2).  

Table 2: The Results of Work within the Framework of the Constructed Model 

Student A - Grade 3  
Works within the 
framework of the 
model for 1 year 

Student B - Grade 4 
Works within the framework of the 
model for 2 years 

Forms of study: 
1. standard school 
lesson within the 
framework of the basic 
course 
2. elective courses 
3. mathematical events 
Results: 
1. shows interest in 
solving non-standard 
problems 
2. Olympiads winner 

Forms of study: 
1. standard school lesson within the 
framework of the basic course 
2. elective courses 
3. individual preparation for the 
Olympiads 
4. participation in mathematical 
Olympiads 
Results: 
1. can solve problems of an 
increased level of complexity by 
various methods, choosing the most 
rational one 
2. has high-level thinking 
according to Bloom's taxonomy, 
that is has high levels of cognitive 
ability 
4. has a strong interest in learning 
mathematics 
5. Olympiads winner 

Student C- Grade 5 
Works within the 
model for 2 years 

Student D- Grade 6 
Works within the model for 2 years 

Forms of study: 
1. standard school 
lesson within the 
framework of the basic 
course - 
2. elective courses 

Forms of study: 
1. standard school lesson within the 
framework of the basic course - 
2. elective courses 
3. individual preparation for the 
Olympiads 

3. individual 
preparation for the 
Olympiads 
4. participation in 
mathematical 
Olympiads 
Results: 
1. can solve problems 
of an increased level of 
complexity by various 
methods, choosing the 
most rational one 
2. has a strong interest 
in the study of 
mathematics 
3. goes to the final 
rounds of level 
Olympiads 
4. is the winner and 
prize-winner of the 
final rounds of level 
Olympiads 

Participation in mathematical 
Olympiads 
4. preparation for the profile 
Results: 
1. can solve problems of an 
increased level of complexity by 
various methods, choosing the most 
rational one 
2.  has high-level thinking 
according to Bloom's taxonomy, 
that is has high levels of cognitive 
ability 
3. has a strong interest in advanced 
mathematics 
4. goes to the final rounds of level 
Olympiads 
5. is the winner and prize-winner of 
the final rounds of level Olympiads 
6. claims for high scores in the 
profile 

A pedagogical experiment to determine the possibilities of the 
proposed strategy for the training of gifted students, based on a 
rational combination of various formats of such training, was 
carried out over a two-year course of mathematical training of 
gifted schoolchildren in the Abulfazl Balami gymnasium for 
gifted children in the city of Vahdat, Republic of Tajikistan and a 
number of educational organizations in Dushanbe. In total, 41 
students of the basic and senior levels of education were included 
in the experimental sample. The control groups in the study 
included two classes, in one of which (26 students) the dominant 
format for preparing gifted students was a series of elective 
courses devised by the authors. In the other the leading factor in 
training was individual consultations with specialists (15 
students). 

The data collection methodology included an analysis of the 
performance of current diagnostic work, including tasks of 
increased complexity, as well as taking into account the 
achievements of schoolchildren participating in the study in 
mathematical Olympiads of municipal, regional and republican 
status. In particular, the readiness of schoolchildren to solve non-
standard tasks of increased difficulty using heuristic methods, 
their ability to find and compare different methods of performing 
the same task and to perform Olympiad tasks of a research nature 
were assessed. The evaluation of the results was carried out using 
the traditional five-point scale. The generalized result was 
considered as an average score for all diagnostic work. Students 
who received marks in the interval (2;3] were assigned to the first 
(low) level; in the interval (3;4] to the second (middle) level, and 
in the interval (4;5] - to the third (highest) level. 

The received ordinal data at the pre- and post-implementation 
stages in the experimental and control groups were subjected to 
qualitative and quantitative analysis. 
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At the initial stage, the differences between the groups 
according to the selected levels proved to be unreliable. Statistical 
processing using the non-parametric fit method 𝜒𝜒2  - Pearson 
showed that the empirical values of the Pearson criterion when 
comparing the distributions of estimates in pairs in three samples 
proved to be lower than the corresponding critical values for given 
sample sizes. This fact indicates a relatively similar distribution 
of gifted schoolchildren by levels of success. 

Experimental work within the framework of the ongoing study 
was carried out for two years. The experimental group studied 
according to the authors’ model described above. For one control 
group the teacher used elective courses only. For the second 
control group the teacher used individual consultation only. The 
educational material in different formats in the control groups did 
not specifically correlate in any way either, in the program or in 
the procedural aspect. 

As a result of experimental training, control measures were 
again carried out. A comparison of the dynamics of changes in 
success in the selected groups of students showed that over the 
same time interval in the experimental classes, about 40% of 
schoolchildren moved to a higher level of success, while the 
number and composition of students at each level in the second 
and third groups changed less significantly (Table 3). 

Table 3: Results of Pedagogical Experiment 

Level 

After the experiment 
Experimental 

 group 
Control 
 group 1 

Control  
group 2 

Quantity % Quantity % Quantity % 
Initial 8 19 10 42,3 8 66,7 

Medium 15 35,7 10 38,4 2 6,7 
High 19 45,2 6 19,2 5 26,7 

Statistical processing using the non-parametric fit method 𝜒𝜒2-
- Pearson showed that the empirical values of Pearson's criterion 
in a pairwise comparison of the distributions of estimates in three 
samples turned out to be higher than the corresponding critical 
values for given sample sizes. When comparing the experimental 
sample and the first control sample, the following empirical value 
of the 𝜒𝜒2 --Pearson criterion was obtained 𝜒𝜒𝑒𝑒2 =8.2. The 
corresponding critical value at ρ≤0.05 is significantly less than the 
empirical one (5.991). Similar results were obtained when 
comparing the experimental sample and the second control 
sample. Thus, after the use of the authors’ model in the 
experimental group, students showed significant improvement in 
comparison with students in the two control group which used 
other approaches. 

Due to the largely individual nature of work with gifted 
children, the generalized results of this diagnosis, in our opinion, 
cannot be considered an absolutely reliable indicator of the 
effectiveness of the study. Therefore, we also carried out an expert 
assessment of the study materials as an additional diagnostic 
technique. It was attended by 18 experienced mathematics 
teachers working in specialized mathematics classes. Their survey 

showed that the vast majority of teachers confirmed the feasibility 
and prospects of the proposed methodological solutions. 

8. Conclusion 

The problem of training gifted students is now becoming 
particularly relevant. Purposeful provision of such training 
involves the development of a number of methodological 
solutions relating, in particular, to the rational correlation in the 
educational process of the relevant content, methods and teaching 
resources. 

When considering this, we analyzed regulatory and policy 
documents, programs in mathematics of basic and elective 
courses for specialized mathematical classes, scientific and 
scientific-methodical works of leading domestic and foreign 
experts in the field of developmental psychology, didactics, 
theory and methodology of mathematical education, as well as 
existing textbooks, teaching aids, methodological 
recommendations and software for educational purposes. In 
addition, a longitudinal observation was made of mathematics 
courses for gifted schoolchildren in a number of educational 
institutions and a survey was conducted of mathematics teachers 
working in specialized classes. The survey revealed the 
difficulties that arise when studying in these classes. As a result 
of this work, it was discovered that the majority of the teachers 
surveyed indicated, for the most part, that there is insufficient 
interaction of various formats of mathematical training of gifted 
students, which does not ensure its integrity.  

The following relatively new results were obtained. 

1. The authors’ model of teaching gifted schoolchildren in 
mathematics has been developed and theoretically substantiated.  
The model includes components that reflect the content, forms 
and methods of working with gifted children in the framework of 
the main and optional courses.  

2. The main methods of working with gifted children in 
mathematics classes which ensure their active search and research 
and creative activity are disclosed.  The "mechanism of their 
interaction" in the educational process is also disclosed. 

3. A holistic strategy for the work of a mathematics teacher 
with gifted children has been determined, encompassing classes 
within the framework of basic and elective mathematical courses, 
work on individual projects, participation in mathematical 
holidays and preparation for mathematical Olympiads. All of 
these formats are integrated into the individual educational routes 
of each of the students, ensuring the quality of their mathematical 
preparation and a high level of intellectual development. 

4. Various options for constructing individual educational 
routes were identified and tested in the implementation of the 
developed strategy, depending on the stage of teaching 
mathematics. The implementation of these options formed the 
basis for the development of methodological materials and 
recommendations for the preparation of gifted students, taking 
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into account the continuity of basic and optional mathematical 
courses. 

A pedagogical experiment to determine the possibilities of the 
proposed strategy for the training of gifted students based on a 
rational combination of various formats of such training. was 
carried out in the course of a two-year subject mathematical 
training of gifted schoolchildren in the Abulfazl Balami 
gymnasium for gifted children in the city of Vahdat (Republic of 
Tajikistan) and a number of educational organizations in 
Dushanbe. During the experiment, the educational and 
developmental capabilities of three models of mathematical 
training of gifted children were compared: one experimental 
group and two control groups, in which the relationship of related 
formats of teaching mathematics was not specifically taken into 
account. As a result of experimental training, a pairwise 
comparison of the degree of change in success in the selected 
groups of students showed that for the same time interval in the 
experimental classes, 40 % of the students moved to a higher level 
of success, while the number and composition of students at each 
level in the control groups changed less significantly. 

In general, it can be concluded that empirical learning based 
on the methodological determinants and recommendations 
outlined above proved to be feasible and quite effective within the 
framework of the current regulatory formats. This is evidenced, in 
particular, by a fairly large number of schoolchildren participating 
in Olympiads of various levels, and high scores in examinations. 
This result was also confirmed by the results of an expert 
evaluation of the proposed methodological solutions by 
mathematics teachers working in specialized mathematical 
classes. 

As a further development of our work, we are considering the 
development of an adaptive pedagogical technology for working 
with gifted students, which will contribute to the development of 
their mathematical abilities, as well as provide for effective 
learning to solve Olympiad problems. For teachers, this 
technology will help build an individual learning plan for each 
gifted student, naturally updating his cognitive activity. 
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