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Editorial 
In this compilation of research papers, we present 31 accepted research papers of a diverse array 
covering topics ranging from educational practices to cybersecurity, from robotics to healthcare. 
These papers reflect the commitment of researchers to advancing knowledge and addressing 
contemporary challenges. Each contribution offers a unique perspective, employing various 
methodologies and technologies to delve into specific domains. Let's explore the each paper of 
this stimulating collection. 

The integration of Information and Communication Technologies (ICTs) in education is explored 
in this paper, emphasizing the importance of considering the perceptions of students and 
teachers. Drawing on the technology acceptance model (TAM2), the study provides insights into 
how these perceptions influence the intentional and behavioral use of ICTs in educational 
practices [1]. 

Addressing the evolving landscape of cybersecurity, this paper introduces an effective method for 
detecting stepping-stone intrusions using packet crossover ratios. The proposed approach not 
only enhances ease of implementation but also demonstrates efficiency through well-designed 
network experiments [2]. 

Focusing on database applications, this paper introduces algorithms for optimal allocation and 
deallocation of multi-tiered persistent storage devices. Leveraging extended Petri nets, the study 
highlights the linearization of data flows to generate optimal storage plans, showcasing 
improvements in performance compared to random allocation strategies [3]. 

Swarm robotics is explored in the context of collective movement for tasks like transportation and 
observation. The paper introduces a leader-follower-controlled method that calculates direction 
and distance potentials, allowing a robot swarm to maintain formations with different densities 
while on the move [4]. 

This paper delves into the realm of education and technology, presenting StereoMV, a software 
for stereometry training. It explores different 3D visualization types and modes, emphasizing the 
importance of 3D technology in strengthening students' interest and spatial thinking [5]. 

Exploring the vulnerabilities in WiFi-based IoT devices, this paper extends previous work by 
employing time series monitored WiFi data frames and advanced machine learning algorithms. 
The study reveals the potential for high-accuracy profiling of IoT devices, emphasizing the need 
for robust security measures [6]. 

In the realm of unmanned aerial vehicles, this paper focuses on electrical drive systems for high-
speed multicopters. Introducing sensorless control methods based on field-oriented control, the 
study showcases innovative approaches for rotor position estimation, verified through simulation 
and experiments [7]. 

Recognizing the significance of emotion in human interaction, this paper addresses emotion 
detection in Bangla speech data. Employing ensemble machine learning methods, the study 
achieves notable accuracy in emotion detection, crucial for scenarios where video interaction is 
limited [8]. 

Exploring the potential of quantum computers in enhancing information system security, this paper 
introduces basic concepts of quantum computing. The study discusses applications in image 



processing security and introduces the prospect of multilevel systems, showcasing the 
exponential gains in data processing time [9]. 

This paper focuses on telemedicine, presenting a cloud platform for teleconsultation and 
telemonitoring. Embracing a workflow management system, the study adopts international 
healthcare standards and emphasizes an integrated clinical workflow management approach, 
showcasing advancements in telemedicine [10]. 

Addressing inventory control challenges, this paper discusses the redesign and improvement of 
raw material inventory control processes. Utilizing Oracle APEX, the study demonstrates positive 
outcomes, including increased productivity, elimination of manual tasks, and improved response 
times in the textile industry [11]. 

This innovative paper combines CubeSat technology with AI frameworks for crowd management 
during large-scale events. The proposed system, integrating aerial imaging and wearable devices, 
demonstrates accuracy in managing crowds and notifying ground controllers of potential issues, 
offering a comprehensive solution [12]. 

Building on hardware prefetching techniques, this paper introduces an extension to improve 
prefetch coverage. The study proposes a refined metric for measuring the net contribution of a 
prefetcher, showcasing significant IPC speedup improvements over existing methods [13]. 

In the realm of information security, this paper presents a security prototype aimed at mitigating 
risks, vulnerabilities, and threats. Through a deductive and exploratory research approach, the 
study introduces prototypes that effectively control raw data, ensuring data integrity in both public 
and private companies [14]. 

Exploring the application of process mining in healthcare, this paper conducts a systematic 
literature review and presents a case study on medical teleconsultation. The study highlights the 
potential of process mining in improving healthcare processes, even in the challenging context of 
identifying relevant log files [15]. 

In "Natural Tsunami Wave Amplitude Reduction by Straits – Seto Inland Sea", the authors shed 
light on the protection of coastal populations and infrastructure in the Seto Inland Sea, Japan. 
Utilizing numerical modelling, the study explores the influence of strait width and tsunami wave 
period on wave amplitude reduction, providing crucial information for tsunami safety regulations 
[16]. 

In the realm of 5G telecommunication, "Designing the MIMO SDR-based Antenna Array for 5G 
Telecommunication" introduces a new 2×2 MIMO testbed, emphasizing the importance of 
flexibility and real-time processing in the implementation of multiple-input–multiple-output 
systems. The study employs USRP B210 and microstrip antennas to achieve high-quality service 
and coverage in the rapidly evolving landscape of 5G technology [17]. 

Shifting focus to healthcare, "A Structuration View of the South African National Health Insurance 
Readiness" investigates the challenges faced by the implementation of the National Health 
Insurance in South Africa. Employing structuration theory, the study identifies factors influencing 
the project, emphasizing the empirical nature of the findings [18]. 

 



For bird enthusiasts, "Birds Images Prediction with Watson Visual Recognition Services from IBM-
Cloud and Conventional Neural Network" presents the "Birds Images Predictor" application. 
Comparing the performance of a convolutional neural network with IBM's visual recognition 
service, the study highlights advantages such as higher training image volume, better color 
distinction, and a remarkable 99% prediction accuracy with the latter [19]. 

The impact of information technology on Brazilian higher education during the Covid-19 pandemic 
is explored in "A Review of the Role of Information Technology in Brazilian Higher Educational 
Institutions during Covid-19 Pandemic". The study, based on reports from 66 institutions, 
underscores the role of information systems in enabling rapid responses to the crisis, maintaining 
academic routines, and ensuring student satisfaction [20]. 

"Estimating Subjective Appetite based on Cerebral Blood Flow" delves into the development and 
validation of a biological food preference task. By observing changes in cerebral blood flow related 
to subjective evaluations of various food states, the study uncovers potential correlations between 
neural responses and subjective preferences [21]. 

In the realm of medical research, "Ensemble Extreme Learning Algorithms for Alzheimer’s 
Disease Detection" addresses the critical need for early detection of Alzheimer's disease. The 
study utilizes Ensemble Extreme Learning Models on the OASIS dataset, exploring various 
models and comparing their performance for Alzheimer's detection [22]. 

Turning our attention to environmental concerns, "Emerging Trends in Green Best Practices and 
the Impact on Government Policy" examines 'green' companies' practices. The study 
recommends that U.S. government agencies formalize and release sustainability policies, setting 
quantifiable goals to bridge the gap between industry and government practices in achieving 
sustainable objectives [23]. 

In the cybersecurity domain, "Operating Systems Vulnerability – An Examination of Windows 10, 
macOS, and Ubuntu from 2015 to 2021" investigates vulnerabilities in three operating systems. 
The study reveals varying vulnerability scores, attributing differences to the popularity of the 
operating systems and their susceptibility to attacks [24]. 

Addressing challenges in renewable energy systems, "Design and Analysis of a Virtual 
Synchronous Generator Control Scheme to Augment FRT Capability of PMSG-Based Wind 
Turbine" proposes an advanced control method for wind turbines. The study introduces a Virtual 
Synchronous Generator-based inverter controller to enhance fault ride-through competence and 
frequency stability [25]. 

For data warehouses, "Consideration of Ambiguity in the Analysis Phase of Data Warehouses" 
adopts fuzzy logic to account for ambiguity in the analysis phase. The study explores the context-
dependent definition of membership functions, presenting an extensible solution enriched with 
natural language terms [26]. 

In the context of smart agriculture, "Interference-Aware Nodes Deployment of a LoRa-Based 
Architecture for Smart Agriculture in the Southern Region of Senegal" addresses the use of IoT 
in agriculture. The study proposes a network architecture using Low-Power, Wide Area Networks 
(LPWANs) for water irrigation techniques in Casamance, emphasizing the optimal choice of 
technology and sensor deployment [27]. 



Optimizing tsunami warning systems is the focus of "Optimizing Sensors Locations for Tsunami 
Warning System". The study proposes an algorithm to balance the number of sensors and the 
time needed to determine tsunami wave parameters. The findings suggest different optimal 
sensor positions based on minimizing detection time or maximizing the time to approach the 
nearest coast after recovering wave parameters at the source [28]. 

In the field of age estimation, "Transfer and Ensemble Learning in Real-time Accurate Age and 
Age-group Estimation" employs deep learning techniques for accurate age and age group 
prediction from facial images. The study introduces a hierarchical aggregation model, showcasing 
promising results in predicting age and age group in real-time situations [29]. 

Lastly, the importance of mobility intelligence in urban planning is highlighted in "Mobility 
Intelligence: Machine Learning Methods for Received Signal Strength Indicator-based Passive 
Outdoor Localization". The study compares traditional methods and machine learning approaches 
for RSSI-based passive outdoor localization, showcasing the superiority of machine learning 
methods in providing accurate results [30]. 

In "Technical Aspects and Social Science Expertise to Support Safe and Secure Handling of 
Autonomous Railway Systems", the authors delve into the growing realm of autonomous vehicles, 
specifically focusing on autonomous railway systems. The study takes a multilevel approach, 
combining Failure Mode, Effects and Criticality Analysis (FMECA) with sociological and technical 
aspects to ensure safe operations and effective human-machine interactions in the context of 
autonomous railway systems. By integrating both technical components and sociological 
considerations, the paper aims to enhance trust in digital solutions and Cyber-Physical Systems 
(CPS), contributing valuable insights for the future development and safe deployment of 
autonomous railway systems [31]. 

In summary, this collection of papers offers a comprehensive exploration of diverse topics, ranging 
from natural disasters and technology implementation to healthcare, environmental sustainability, 
and artificial intelligence. Each article contributes valuable insights, advancing knowledge in its 
respective domain. As we navigate the complexities of our rapidly evolving world, these research 
findings provide a foundation for informed decision-making and further exploration of critical 
issues. 
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 Before succumbing to the 2019 Coronavirus pandemic, information and communication 
technologies (ICTs) have sustained a ubiquitous presence in human lives and society. ICTs 
have changed the standards and dynamics of educational practices (EPs). Many academic 
institutions had already integrated technological-based pedagogical instructions into their 
educational practices but, in various cases, faced challenges of failing to consider the 
perceptions of chief users, students, teachers, and subjective norms. This paper is an 
extension of work originally presented at the 2022 11th International Conference on 
Education and Information Technology (ICEIT). This paper aims to demonstrate and 
provide future directions regarding the effects of ICTs and how such usage proliferates and 
disharmonizes learning and teaching experiences and academic achievement. The expanded 
version of the technology acceptance model (TAM2) is the theoretical foundation for this 
research. TAM2 provides insight into how the perceptions of students and teachers matter 
when adopting and using ICTs in educational practices. Depending on these perceptions of 
perceived ease of use and usefulness, using ICTs in educational practices can impact 
intentional and behavioral use, currently and futuristically. Subjective norms also influence 
individuals’ perceptions and willingness to use ICTs for educational practices. Limitations, 
strengths, and future recommendations and directions are discussed.  
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1. Introduction  

This paper is an extension of work originally presented at the 
2022 11th International Conference on Education and Information 
Technology (ICEIT) [1]. The purpose of this paper is to 
demonstrate the effects of ICTs and how such usage proliferates 
and disharmonizes learning and teaching experiences and 
academic achievement. There is a need for this study, especially as 
research [1] suggested social networking sites (SNSs) have stated 
a claim in educational practices while losing the battle to the 2019 
coronavirus pandemic and onward situations. It was suggested that 
future researchers take a student-center approach and to study 
teachers’ and students’ perceptions regarding the use of ICTs for 
education-based involvements [1].  

Although the 2019 coronavirus and its variants are still 
omnipresent, onward situations remain inevitable. Outside of 
SNSs, information and communication technologies (ICTs) hold 
great promise in educational practices (EPs) [2], [3]. Education 
remains to be a significant factor in human connections and 

relationships and has become instrumental in increasing access to 
various opportunities [4]. It is at the heart of what, how, where, 
and when individuals learn and teach [5]. ICTs play a leading role 
in academic achievement and future endeavors, especially as it 
has become a considerable agent for changes in EP [5]. However, 
when deciding to place ICTs in educational institutions, many 
decision-makers and policymakers failed to consider students' and 
teachers' perceptions. This paper suggests that while ICTs for EPs 
are both beneficial and detrimental, these outcomes are influenced 
by students' and teachers' perceptions of acceptance and adoption, 
which affects their attitudes toward technology and intentional 
and behavioral use.  

As the primary stakeholders in education, students’, and 
teachers' perceptions of ICTs for EPs matter. Other factors that 
matter when using ICTs for EPs are subjects, types of digital 
apparatuses, the persons using the devices, and geographical 
locations [2], [6]. Material access, digital skills, technology 
literacy, and equality also matter [7], [8]. Many academic 
institutions have already embraced and implemented technology 
in their institutions. Much of this resulted from the inexplicable 
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onset of the covid pandemic, forcing schools to use technology, 
thus accelerating the adoption and usage levels of ICTs for EPs. 
This implementation has resulted in a mega shift and has become 
revolutionary for improving the qualities and efficiencies of EPs 
[9].  

In the 21st century, technology pedagogy and content 
knowledge (TPACK) is a requirement that teachers must 
encompass when engaging in new learning environments [10]. 
This requirement assists teachers restructure educational 
practices, thus minimizing the today versus the future learning and 
teaching gaps that currently exist [11]. The Organisation for 
Economic Co-Operation and Development (OECD) suggested 
that students and teachers could benefit from using innovative 
ICTs [3], primarily as teachers are critical assets to the qualities 
of EPs [12]. However, these benefits will result from how well the 
frontliners are trained and prepared to use the technologies 
provided, especially as ICTs have become the lifeline for EPs [2] 
and will continue to be post-pandemic and while facing onward 
situations. The benefits will also result from how accessible and 
easy ICTs are to use and navigate and their usefulness to students' 
and teachers' educational experiences and academic outcomes.  

Governmental entities play a significant role in ensuring 
quality education [13]. Yet, digital and educational gaps between 
communities exist, which influence students' and teachers' 
intentional use of ICTs for EPs [14], [15]. It is essential to provide 
equal access to physical materials and resources to students and 
teachers regardless of their geographical location. It is equally 
crucial to equip classrooms with quality ICTs, maintain the 
facilities, keep the systems up to date, provide technical support, 
and train teachers and students to use them effectively and 
efficiently [9], [14], and [16]. For students and teachers to fully 
participate in EPs, they must be granted access to quality 
equipment and broadband connections [11], particularly as ICTs 
for EPs have become mandatory, not necessarily voluntary. They 
must not be subjected to digital divides or geographical disparities 
where they lack access to the necessary materials and resources to 
successfully engage in educational practices [8], [14], and [17], 
and [18]. The quality of training in ICTs for EPs is significant and 
can substantially affect learning and teaching experiences [3], 
[11], and [14]. Technology training can help students and teachers 
overcome their reluctance to learn and use ICTs for EPs [10]. 
Furthermore, it will enable them to perceive ICTs for EPs as easy 
to use and useful [10], resulting in intentional and behavioral use 
and positive attitudes.  

Significant findings in some studies [10], [19] suggested that 
teachers' acceptance and self-efficacy were associated with 
behavioral and intentional use of technology. Teachers are a 
significant asset in the educational field [11]. So, when teachers 
feel they lack proper training, feel unprepared, and are forced to 
use ICTs in EPs, it reduces teaching quality [3], [14]. It also 
diminishes the chances of accepting, adopting, intentional use, 
and contributing to negative attitudes toward ICTs for EPs. 
Studies [6], [9] showed evidence that ICTs could improve 
students' academic achievement, particularly in science, but not 
necessarily for practicing skills, math, and reading. Students 
reportedly had higher academic achievement when teachers used 
ICTs for EPs than teachers who did not [2]. For the types of ICTs, 
the system functionality should meet the standards to increase 

acceptance and adoption [13], which means being easy to use and 
navigate, which leads to usefulness and intentional use. Digital 
content should be attractive and interactive, encompassing audio, 
video, and animated simulations related to the learning content 
[6], [13]. Several scholars demonstrated positive effects of using 
visual content in learning environments [5], [20], and [21]. These 
visual and auditory aids were said to capture learners' attention, 
make learning more engaging and cooperative, and improve 
academic experiences [20], especially in the attempt to boost 
language proficiency [5], [21]. Additionally, response time should 
be fast and consistent in ways that cultivate users' interest [13], 
whereas working from slow and outdated systems can result in 
lower use and nonuse.  

ICTs have shifted societal and life dynamics, where the 
influences are felt in schools [11], [22]. Now more than ever, ICTs 
have gained a leading role in EPs for knowledge acquisition and 
academic achievement [1], [14], and [16]. It has reshaped 
education into more flexible and efficient learning in developing 
nations, providing optimal learning, and teaching experiences 
[13], [16], and [22]. In OECD countries, the use of ICTs for EPs 
has increased significantly and has become an amalgamation into 
traditional education to provide cost-effective education [6], [13]. 
There are positive and negative associations of using ICTs in 
OECD countries to look up ideas and information [9]. However, 
the usage of ICTs in EPs in non-OECD countries remains 
marginal, as the effects may be less pronounced due to low levels 
of effective teaching [9].  

There continues to be controversy and mixed views about how 
beneficial ICTs are in EPs and how it influences students' 
performance and academic success [4], [6]. It remains 
questionable whether introducing ICTs in EPs guarantees the 
acceptance and continued use or whether the material being 
taught, and the digital infrastructures are ample enough to 
implement in academic institutions [13]. In a study, [6] illustrated 
the differences of opinions in studies investigating the use of ICTs 
for EPs. Something researchers term the null effect [9]. Some 
advantages were related to improving students' academic 
outcomes by placing a wealth of information at their fingertips 
and more comprehensive resources [9].  

Positive associations have been linked to using ICTs to look 
up information and explore new ideas that are otherwise 
unavailable in traditional settings [9]. They provide students and 
teachers with flexibility and autonomy, thus improving their 
attitudes and experiences toward usage [6]. Using ICTs in EPs can 
foster digital competencies required to reap the benefits that 
innovative technologies ICTs offer [3]. ICTs in EPs can optimize 
learning and teaching experiences and increase well-being [16], 
[23].  

Furthermore, using ICTs for EPs could increase social 
presence, collaboration, and cooperation and promote active, 
diverse, and inclusive learning environments [1], [24]. Multiple 
studies [6], [11], and [25] argued that using ICTs can allow 
teachers to augment their teaching materials by making them 
more attractive and engaging, thus improving academic 
outcomes. Information and communication technologies can 
support teachers in assessing students' progress and levels of 
engagement at a group and individual level, monitor their 
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behaviors, and provide instant feedback or get assistance from 
teachers and other students [1], [16], and [25]. It also provides the 
means to form quality student- teacher dyads, increase 
communication, cooperation, and collaborative efforts, and boost 
social enrichment and academic and personal well-being [1], [11], 
[16], and [23]. When ICT activities fail to improve students 
learning experiences, it takes away from other activities that could 
potentially harvest students' academic outcomes [9]. It also 
removes their willingness to engage and accept ICTs for EPs.  

While ICTs are instrumental in EPs, research has suggested 
that ICT use cannot determine whether students have learned what 
was taught, as good grades do not predict academic success [26]. 
In contrast, research suggested that ICT use can influence 
students’ academic achievement, where specific environmental 
and family dynamics and using ICTs passively and recreationally 
resulted in low grades and markings [27]. ICTs in EPs can distract 
students from learning [1], [6], [16], and [17]. Placing an 
abundance of information at students' fingertips can result in 
cognitive and information overloads and technoference, thus 
negatively affecting their ability to process information [1]. 
Furthermore, ICTs can result in social disengagement, exclusion, 
or diminished human interactions [1], [6], and [14]. Studies have 
suggested that students are less creative when using ICTs for EPs 
and can be easily targeted for cyberbullying [1], [6], and [16].  

A significant barrier associated with using ICTs for EPs is that 
many school districts and students, mainly those in rural and 
undeveloped areas, face the triple digital divide of not having 
physical, skill, and usage accessibility [14], [16], [17], [28], and 
[29]. Also, they cannot afford the required ICTs or home 
broadband connectivities to engage in EPs, which contributes to 
poor academic achievement, reduced social presence, attrition or 
dropout [14], [16]. More importantly, persons residing in rural 
communities face geographical disparities of lacking quality 
broadband and internet connections [14], [17], [23], and [30].  

Using ICTs for EPs is also faced with endogeneity problems-
unobservable characteristics that can dramatically impact 
students' and teachers' willingness to accept and intentionally use 
ICTs for EPs [6]. Many ICT interactions are done in private and 
unobservable settings. Moreover, individuals use technology to 
engage in activities other than for EPs. Therefore, it would be 
difficult to determine how often students and teachers 
intentionally engage in ICTs for EPs. It may also be nuanced to 
suggest that technology acceptance results from using it for EPs, 
whereas technologies offer many activities that could facilitate 
acceptance and intentional and behavioral use.  

This study extends work originally presented at the 2022 11th 
International Conference on Education and Information 
Technology (ICEIT), where a study [1] suggested that social 
networking sites (SNSs) have stated a claim in educational 
practices while losing the battle to the 2019 Coronavirus 
pandemic and onward situations. This study examines the use of 
ICTs for EPs. The technology acceptance model (TAM2) is used 
to ground this research [31]. Adopting elements from this model 
will show how students' and teachers' perceptions matter when 
decisions are made to implement and use ICTs for EPs. Many of 
these perceptions result from perceived ease of use, usefulness, 
attitudes toward technology, and social influences, which may 

lead to intentional and behavioral use. Although technology holds 
a dominating presence in human lives and society, and many 
students already use ICTs for reasons other than for academic 
achievement, using ICTs for EPs may not directly affect their 
intentional use. Limitations and future recommendations are 
discussed.  
2. Theoretical Foundation 

2.1. Technology Acceptance Model - 2 

The technology acceptance model- TAM2 created in 2000 is 
an expansion of the 1989 technology acceptance model (TAM) 
and is used to guide this paper. Figure 1 displays the TAM2 
model. It expands the model by incorporating the perceptions of 
students and teachers, information and communication 
technologies (ICTs), and educational practices (EPs) related to 
perceived ease of use (PEOU), perceived usefulness (PU), 
intentional use (IU) or behavioral use (BU), and social influences 
(SI). Since ICTs dominate most human lives and society and now 
play a significant role in communication methods, socialization, 
knowledge acquisition, and academic success, students' and 
teachers' perceptions matter when deciding to use ICTs for EPs. 
Additionally, the information provided below defines the 
concepts of TAM2 and its external variables and demonstrates 
their association with ICTs and EPs.  

 
 
 
 
 
 

 

 

 

 

 

 

 

 

Figure 1: Technology Acceptance Model-2 and teachers’ and students’ 
perceptions of information and communication technologies for educational 

practices. 
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the primary determinant of an individual's actions and behavior 
[35]. As such, behavior is a direct function of intention [35].  

As an extension of TRA, the central factors of TPB are 
individuals' intention to perform a given behavior [36]. These 
intentions are assumed to capture motivational factors that 
influence behavior, how hard a person is willing to try, and their 
effort in performing the behavior. The stronger the intention to 
engage in a specific behavior, the more likely it will be performed 
[35]. TPB comprises attitude toward the behavior, subjective 
norms, and perceived behavioral control (actual behavior) [32], 
[36].  

The TAM model explains the behavior, attitudes, and 
intentions to use and adopt technology [37], [38], [39], and [40]. 
Constructs of TAM encompass various components, such as 
perceived ease of use (PEOU), perceived usefulness (PU), 
attitudes toward use (ATU), behavioral intentions to use (BIU), 
and actual use (AU) [39], [40]. PEOU is hypothesized to strongly 
influence PU, which directly impacts the ATU of various 
technologies [38], [41]. However, PEOU indirectly affects ATU 
[38]. Subsequently, BIU is influenced by AU [41]. Additionally, 
intentionality predicts users' willingness to adopt and use ICTs 
[39], [42]. These intentions are also influenced by an individual's 
attitudes [42]. The TAM model has been proven to be robust, the 
most influential, and has been widely applied to various regions 
examining technology acceptance and usage [13], [31], and [42]. 
Similarly, it is the most popular theory applied to research 
investigating students' behaviors and using and accepting ICTs for 
EPs [43], [44]. When individuals perceive ICTs as easy to use, 
useful, and beneficial, it increases their willingness to adopt, 
adapt, and accept technology [1]. More importantly, they develop 
positive attitudes toward technologies, resulting in continued and 
intentional use [39].  

Due to the significant progress made over the past few decades 
in explaining and predicting users' acceptance and adoption of 
ICTs, the TAM model was expanded, constructing TAM2 [31]. 
The expansion aimed to determine how intentional use changes 
when individuals gain experience using ICTs [31]. While TAM 
rejected subjective norms due to their insignificant impact on 
usage, the TAM2 model incorporates these social aspects [40]. 
TAM2 theoretical constructs spanned from social influences (i.e., 
subjective norms, voluntariness, and image) and cognitive 
instrumental processes (i.e., job relevance and output quality) 
[31], [45]. The extension identifies and theorizes the social and 
cognitive influences that expand and determine usage perceptions 
[31], [45]. Job relevance, output quality, result demonstrability, 
and perceived ease of use capture to influences of cognitive 
instrument processes on perceived usefulness [45]. Social and 
cognitive influences are the most influential aspects that may 
result in students' and teachers' willingness to adopt ICTs for EPs. 
For example, when examining social influences or forces, many 
students are teachers face geographical disparities resulting from 
a lack of accessibility to physical materials and resources. 
Geographical disparities are also a result of poor broadband 
connectivity and internet access or no connections at all. 
Demographic disparities result from residing in rural rather than 
urban communities [14], [23]. Another contributing factor is 
financial stability, determining whether students, teachers, or 

other educational stakeholders can afford the essential ICTs 
needed to increase academic experiences and performances.  

TAM2 also measures adoption behavior [31], [38], and [39]. 
Reputable researchers [35] suggested that behavior is a function 
of intentions. However, intentional behaviors are attributes of 
attitudes and beliefs [41]. Frequently, behaviors and attitudes are 
not factored into adopting and accepting ICTs for EPs. Moreover, 
this framework focuses on three interrelated social forces which 
impact an individual's decision to adopt, reject, or intentionally 
use innovative systems [31]. When students and teachers lack 
access to vital resources, digital skills, or the wherewithal to 
acquire quality equipment and internet connections, these social 
normalcies make the decisions for them.  

2.2. TAM2 Concepts Defined 

TAM has been used in various studies examining 
individuals' technology acceptance and usage.  
• Perceived Ease of Use. Perceived ease of use (PEOU) is a 

cognitive instrumental process that determines perceived 
usefulness and refers to the degree to which individuals 
believe that using new and innovative ICTs is free of effort 
or effortless [31], [39], [41], and [46]. It is also defined by the 
degree to which usage lacks mental and physical effort [38]. 
Job and academic performances increase when little effort is 
put into using ICTs. [31]. PEOU is defined as the degree to 
which students believe using ICTs for EP is effortless and 
will simplify the learning process [5]. Therefore, PEOU is 
associated with students and teachers perceiving ICTs for 
EPs as easy to use, navigate, effortless, and user- friendly. 
When technologies are not user-friendly and users lack the 
necessary training, support, and technical knowledge, they 
are less inclined to adapt and accept ICTs for EPs [47]. 
Perceived knowledge about technology integration of ICTs 
for EPs directly influenced PEOU [48]. PEOU directly 
affects PU for both teachers and students [48]. Furthermore, 
when individuals find technology easy to use, they may find 
it useful, resulting in intentional usage and positive attitudes 
towards technology.  

• Perceived Usefulness. Perceived usefulness (PU) is based on 
individuals believing that ICTs will improve their job 
performance [39], [41]. PU is the degree to which students 
and teachers perceive that using ICTs for EPs will enhance 
their performance in various ways [5]. Researchers [39], [48] 
posited that PEOU influences PU. That means using ICTs 
will assist individuals in performing or completing a task they 
set out to do. Several studies proved that PU strongly predicts 
intentional use [5], [20], and [38]. Therefore, the perceived 
usefulness of ICTs for educational practices is associated 
with students and teachers finding ICTs to be valuable tools 
that will assist them in effectively and efficiently completing 
specific educational tasks, inside and outside the academic 
settings. Even when students and teachers find ICTs for EPs 
useful, this does not necessarily contribute to their intentional 
use.  

• Intentional Use. PEOU and PU are strong determinants of 
intentional use [31], [39]. However, intentional use can 
change over time with experience [31]. Attitudes toward 
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technology influence intended use [5], [48]. Several studies 
have demonstrated a positive effect that PEOU and PU can 
have on usage intentions [15]. Furthermore, researchers have 
suggested that system quality and trust in systems and 
institutions are critical factors affecting acceptance and 
adoption and users' satisfaction and intentional use [47], [49]. 
The program or content and the learning and teaching tools 
also influence the intention to use ICTs in EPs [5]. Therefore, 
it is essential to understand better which strategies influence 
the acceptance and adoption of ICTs for EPs [47]. Scholars 
have suggested fundamental ways to effectively implement 
innovative ICTs into EPs to improve learning and teaching 
experiences [11].  

• Behavioral Use. The actual use of ICTs is a behavior [49]. 
Behavioral or actual use of ICTs for EPs is significantly 
associated with technology acceptance [5]. Intentional use of 
ICTs is influenced by an individual’s attitude toward 
technology [49], [50]. Attitudes toward technologies are 
related to behavioral use [41]. The quality of services, 
satisfaction, trust in systems, and knowledge sharing were 
significant predictors of usage behaviors of ICTs for EPs 
[47]. When individuals set out to act, they do so without 
limitations or coercion [41]. This means peers or other social 
norms do not influence behavioral use. Therefore, it can be 
suggested that when teachers and students perceive ICTs for 
EPs to be easy to use and useful, they develop positive 
attitudes toward technologies, ultimately leading to 
intentional and behavioral use.  

2.3. External Variables of TAM2 Defined 

• Image. Image is a social process that refers to an individual's 
perception that using and accepting innovators will enhance 
their social status [31]. TAM2 is a supposition to subjective 
norms in that image is enhanced when individuals of a 
prominent group believe they can perform specific behaviors 
and that performing those behaviors will strengthen their 
standing and status within that group [31]. Therefore, image 
is students' and teachers' perceptions that innovative 
technologies will enhance their learning and teaching 
experiences or academic stance or status. Additionally, the 
image component can be seen as a significant contributor to 
increasing knowledge acquisition and academic achievement 
(students) and job performance (teachers), which others will 
recognize in ways that would increase their academic and 
professional status.  

• Job Relevance. Job relevance is a cognitive instrumental 
process that determines perceived usefulness and refers to 
individuals' perceptions that ICTs are suitable for their job 
[31], [46]. The job relevance variable of TAM2 is a function 
of importance within one's job and using ICTs will support a 
person in completing specific tasks [31]. ICTs are 
advantageous when they enhance performance and assist in 
achieving functions [39]. Therefore, when ICTs can perform 
certain functions within the scope of educational practices, 
whereby enhancing academic experiences, the systems are 
categorized as being relevant to the job. Moreover, job 

relevance will ultimately lead to positive attitudes toward 
technology and continued usage. 
 

• Output Quality. Just like most things, output quality is a 
result of input quality. Like job relevance, output quality is a 
cognitive instrumental process that predicts perceived 
usefulness. It refers to individuals perceiving ICTs as good 
enough to perform specific functions; however, it is also 
based on whether the tasks performed by ICTs fit the desired 
goal [31], [46]. ICT users are the ones that consider how well 
systems perform, thus determining their output quality [31]. 
An information system (IS) model suggests system and 
information qualities impact user satisfaction [49]. Therefore, 
system and information quality may result from output 
quality. When students and teachers find that the output of 
ICTs for EPs is of quality, it may increase their likeliness to 
develop positive attitudes, wherein increasing intentional and 
behavioral use. While output quality is significantly related 
to input quality and the quality of the machines and software, 
it may also depend on the quality of internet and broadband 
connections. How teachers and students interact with ICTs 
for EPs can also establish output quality.  

• Result Demonstrability. Result demonstrability (RD) is a 
cognitive instrumental process that determines perceived 
usefulness and is based on physical results and being able to 
attribute ICT use to increase performance [31], [46]. RD 
tangible results are positively associated with perceived 
usefulness [31]. Moreover, individuals will develop positive 
perceptions about how useful ICTs are when outcomes are of 
quality and noticeable [31]. Therefore, when ICTs are used 
in EPs, and the physical results can be attributed to increased 
performance academically, this demonstrates RD. 
Furthermore, all elements that have led to intentional and 
behavioral use may result in RD.  

• Subjective Norms. Subjective norms (SNs) are social 
processes that refer to individuals perceiving social 
influences or social forces as the reason for performing a 
behavior or not [31], [36]. External variables and others 
influence many individuals' behaviors and actions. 
Internalization is based on individuals taking on the 
perceptions of others they see as crucial in their lives [46]. 
Furthermore, SNs are when inferior persons believe superior 
others approve or disapprove of specific behaviors. These 
beliefs of the inferior persons will result in them internalizing 
the perceptions of the majority figure in which they base their 
decisions on whether to engage in certain behaviors or 
believe that ICTs are useful [31], [36]. TAM2 reflects three 
interconnected social strengths that play a critical role in 
individuals' willingness to adopt or reject innovative ICTs 
when given the opportunity [31]. These social dynamics are 
subjective norms, voluntariness, and image [31]. Because 
subjective norms focus on social experiences and influences, 
these social dynamisms can relate to facilitating conditions, 
environmental factors, affordability, and accessibility. The 
usefulness of ICTs can be based on the perceptions of others 
and internalized processes [31], [36]. However, when 
individuals set out to perform specific behaviors, they do so 
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without limitations or coercion, as peers or other subjective 
norms do not influence their behaviors [41].  

• Voluntariness. According to the TAM2 model, voluntariness 
is associated with subjective norms and intention to use. 
Voluntariness is a social process that refers to how 
technology adopters and adapters perceive their decisions to 
adopt new and innovative technologies as voluntary and not 
mandatory; freedom to choose [31], [46], and [51]. 
Moreover, it represents an individual's state to act or behave 
in a specific manner [51]. The use of ICTs voluntariness is 
significantly associated with TAM elements that lead to 
intentional and behavioral use [46]. Therefore, when using 
ICTs for educational practices, the voluntariness aspect refers 
to how teachers and students use digital devices of their own 
volition; usage is not mandatory or forced, and users do not 
take on the perceptions of essential others or social 
influences. Individuals who take the initiative to learn new 
and innovative technologies increase their experience and 
confidence levels in navigating the various functions [46] 
related to job relevance and evaluating the output quality.  

There are two primary factors associated with actual or 
intentional use [51]. These factors are ease of use (technological 
contacts) when using ICTs in mandatory environments (low 
voluntariness) and 2) organization facilitating conditions 
(implementation context) and voluntary environment (high 
voluntariness) [51]. Demonstrating such relationships, when 
teachers and students find ICTs easy to use and usage or adoption 
is mandatory, it contributes to low voluntariness, which indicates 
that they were forced to use ICTs and were not provided with a 
choice [51]. Some students and teachers are exposed to specific 
organizational and facilitating conditions where ICTs are readily 
implemented. However, when using ICTs is mandatory, they are 
free to use or not use ICTs for educational practices, thus 
demonstrating high voluntariness in ICT use [51]. In sum, 
facilitating conditions predicted voluntariness and the actual use 
of ICTs in EPs [51].  

3. Methodology and Study’s Focus 

This paper is an extension of work originally presented at the 
2022 11th International Conference on Education and Information 
Technology (ICEIT) [1].  

A researcher [1] suggested that social networking sites (SNSs) 
have stated a claim in educational practices while losing the battle 
to the 2019 coronavirus pandemic and onward situations. This 
study focuses on previous literature on accepting and adopting 
information and communication technologies (ICTs) in 
educational practices (EPs). ICTs have stated a claim in EPs and 
become a facilitating factor in academic engagements and success. 
However, when making decisions to implement ICTs in 
educational institutions, decision-makers and policymakers fail to 
consider the perceptions of students and teachers. This research 
seeks to understand the perceptions of students and teachers 
regarding the usefulness of ICTs for EPs as they relate to social 
influences and intentional use. The questions addressed in this 
research are:  

1. What factors influence a student's perception of using ICTs 
in EPs that results in intentional use? 

2. What factors influence a teacher's perception of using ICTs 
in EPs that results in intentional use?  

4. Students’ Perceptions of ICTs for EPs 
 

Several dynamics influence students' perceptions of ICTs for 
EPs. Students are more likely to continually and intentionally use 
educational-based infrastructures through individual acceptance 
and personal willingness to using ICTs in EPs [5], [16], and [52]. 
In an article, a scholar [1] suggested various intricacies of using 
technology for learning. Some intrinsic factors include beliefs and 
attitudes toward ICTs [31], [39] cognitive abilities, learning styles 
[21], ICT literacy and competence [5], [52], and [53], academic 
intellect, motivation [5], [54], and gender [54], [55]. Moreover, 
previous experience, learning content and subject, and grade level 
[54] also contributed to students' perceptions of using ICTs in EPs.  

 

While internal and self-motivating factors influence students' 
perceptions of using ICTs in EPs, students' willingness to use ICT 
and EPs depend on their learning styles [21]. More importantly, 
external, and contextual factors also shape their perceptions. 
These underlying forces are associated with social and peer 
influences, access to quality equipment, internet connections, 
training, academic settings, and learning environments [5], [23], 
and [52]. Many students feel they could use ICTs for EPs, 
especially as technology has become a significant part of their 
lives [54]. Children who started using technologies at younger 
ages demonstrated higher competence with using ICTs for EPs 
than those who began using technology later [56], resulting in 
positive perceptions of using ICTs in EPs and suggesting that ICT 
competency matters. Contrastingly, students from low 
socioeconomic and poor households who did not have previous 
exposure to ICTs performed at lower academic rates than students 
with prior ICT exposure and experiences [20]. However, this is 
not to suggest that students with later or no exposure to various 
technologies will develop negative perceptions about using ICTs, 
but that more experienced users were less confident in using ICTs 
for EPs than students with less experience [54]. Relatively, those 
students in lower grade levels were more satisfied with using ICTs 
in EPs than those in higher grade levels [54].  

 

When considering gender differences, researchers [54], [55] 
revealed that male students were more confident in using ICTs in 
EPs than females. This finding could be based on some students' 
having equitable access and independently making decisions 
regarding the use of technology. Nonetheless, females may be less 
inclined to use technology because they perceive ICT usage as a 
male-centric activity [54].  

 

Geographically, students in Portugal and Ukraine favored 
using ICTs for EPs compared to United Arab Emirate (UAE) 
students [57]. Students in all three countries, Portugal, Ukraine, 
and UAE, reported favorable perceptions and attitudes toward 
using ICTs in EPs [57]. This is because it allowed them to manage 
their time, work independently, and at their own pace and from 
their desired learning environments [57]. While some students in 
the United States found that educational-based technologies were 
too restrictive, their perceptions were based on teachers' 
knowledge, skills, and abilities (KSAs) to use ICTs for course 
instructions effectively and efficiently. American students' 
perceptions also resulted in whether teachers could assist in 
resolving technical issues [58].  
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Additionally, the learning environments, whether teachers 
cared about students' academic success, and whether students 
experienced a disconnect or disassociation between in-class and 
out-of-the-classroom settings also influenced their perceptions of 
how beneficial ICTs were for engaging in EPs [58]. In the United 
States and France, the quality, satisfaction, and loyalty of services 
provided to students through e-learning played a significant role 
in students constructing their perceptions of using ICTs in EPs 
[59], [60]. The quality of educational technologies that can assist 
with optimal learning experiences and successful outcomes also 
influenced students' perceptions of using ICTs in EPs [61].  

 

With innovative technologies holding a ubiquitous presence 
in human lives and society, it is essential to account for how 
students use ICTs in everyday life and how such usage differs 
from educational purposes [53]. This is mainly because some 
students reported that educational-based technologies and digital 
infrastructures are too restrictive [58], particularly as they have 
unlimited access and usage of everyday technologies outside 
academia. While a few studies [53], [57], and [62] reported that 
past and previous experiences synchronously and asynchronously 
impact students' perceptions of using ICTs in EPs, others [52] 
suggested that this is not the case. Instead, some researchers [52] 
advocated that past experiences are not predictors of a student's 
willingness to accept ICTs for EPs simply because students' ICT 
usages and engagements differ from one context to the next.  

 

Scholars [53] proclaimed that Chinese students' perceptions 
of using ICTs were based on past experiences, as they spent 
numerous hours on their devices which increased their comfort 
levels with using ICTs for EPs. Because of technology's flexibility 
and convenience, students in India developed positive perceptions 
of using ICTs in EPs [62]. Indonesian students' perceptions 
resulted from ICTs providing them with the capability to improve 
their motivation to learn, level of independence, understanding of 
the topics being taught, time management skills, self-discipline, 
and interactions. Information and communication technologies 
(ICTs) also increased their exposure to vital resources that would 
have been otherwise inaccessible without technology [52]. Some 
researchers [62], found that students preferred to use their 
smartphones, pre-recorded instructions, and take online quizzes 
[62]. Also, in an analysis based in India and South Korea, 
researchers [63] found that students' perceptions of using ICTs in 
EPs were influenced by classroom and social interactions, 
motivation, course structures and layout, instructors' knowledge, 
and facilitation [57]. Not long ago, Turkish students' perceptions 
of using ICTs resulted in their basis and motivation to learn [54].  

 

Studies in several countries demonstrated students' positive 
perceptions and attitudes toward using ICTs in EPs [52], [53], [54], 
[57], [62], and [63] and how using ICTs are attractive but can be 
both beneficial and detrimental [1], [14], [16], and [23]. However, 
Canadian students demonstrated negative perceptions of ICTs in 
EPs due to cognitive overload, poor communication and 
interactions between students and teachers, technical issues, and 
inability to follow and navigate course structures [64], [65]. Using 
ICTs in EPs is not always beneficial, whereas some students, 
experienced and inexperienced, will face challenges and 
complexities related to cybersecurity, hacks, viruses, 
cyberbullying, and internet instability and outages. When using 
ICTs in EPs, some students face concerns about interacting with 

teachers and peers [57]. Some of these issues are associated with 
technical problems. However, technological disruptions and 
complexities were not always significant factors influencing a 
student's perception of using ICTs in EPs [52], [57]. Skills or 
digital literacy, time management, language, behavior, motivation, 
and their objectives and goals to learn were [52], [54], [57], and 
[66].  

 

Digital knowledge and skills were primary determinants of a 
student's willingness to participate fully and accept ICTs in EPs 
[52], [66]. Students are not motivated to learn, accept, or use 
technology if they lack the necessary confidence to use ICTs for 
EPs [55]. This can result in students' fear of learning and 
unwillingness to engage or position themselves in novel situations 
due to negative technological experiences [55]. It can also 
increase attrition, enrollment, and academic disengagement rates 
[1], [23]. Some students' motivation to use ICTs in EPs deals with 
their ability to strategically communicate and interact with other 
students and teachers [52]. For novice language learners, 
systematic communication practices are essential, especially as 
they need to develop their language skills and competencies [5], 
[21], and [57] or have a desire for academic success [61]. Students 
that developed positive perceptions toward ICTs for EPs were 
those who found ICTs to be useful and easy to use [52]. The 
usefulness aspect allowed them to improve their understanding 
and academic competencies in a specific subject [52]. It also 
provided them the means to study independently and increased 
self-discipline and motivation to learn [52], [54]. Those who 
developed negative perceptions and attitudes toward ICTs found 
that the digital infrastructures and platforms were not designed to 
meet students' specific needs, presented navigation complexities, 
were not user-friendly, and produced cognitive overloads [65]. 

 
As some students continually face digital divides, such as 

access to physical materials and resources and geographical 
disparities [1], [14], [16], [18], [23], and [30], other students have 
access and can afford ICTs [57]. Academicians [1], [23], and [67], 
illustrated some advantages and disadvantages of using ICTs in 
EPs, a significant benefit of using ICTs in EPs is that students can 
actively, authentically, and cooperatively engage in the learning 
process, which ultimately resulted in them developing a positive 
perception of using ICTs in EPs. Overall, students’ positive 
perceptions of using ICTs in EPs outweighed negative 
perceptions, but this may not be the same when considering 
teachers' perceptions.  

 
5. Teachers’ Perceptions of ICTs for EPs 

Teachers' perceptions of using ICTs in EPs matter, especially 
as they are responsible for integrating technology into their 
classrooms, curricula, and pedagogies [68]. While there are 
several advantages and disadvantages of using ICTs in EPs [1], 
teachers' positive or negative perceptions or attitudes toward ICTs 
result from how easy and useful they use them in EPs [69]. When 
teachers perceive ICTs as useful and easy to use, they develop 
positive attitudes toward technology, which increases their 
intentional use [15]. Factors that motivated teachers to use ICTs 
in EPs resulted from self-efficacy, educational values, impact on 
teaching, and the quality of training in ICTs to be used in EPs [68]. 
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Furthermore, educationalists accepted educational-based 
technologies because they provided them with the flexibility to 
deliver instructions [1], [70], and [71]. ICTs assist teachers with 
obtaining information easily and swiftly and make teaching and 
learning more interesting [72]. While ICTs offer significant 
benefits in teaching practices, teachers’ gender [71] and the 
subjects they teach [73] played an essential role in their 
willingness to adopt and use ICTs in EPs. Furthermore, based on 
their own experiences, many teachers will form their individual 
attitudes and beliefs about how valuable and effective ICTs are 
when used for educational purposes. 

Endogenous and exogenous factors influenced teachers' 
perceptions of using ICTs in EPs [74]. Endogenous factors were 
based on nonmanipulative conditions, while exogenous factors 
were manipulative and changeable [74]. Teachers and school 
levels are both endogenous and exogenous dynamics [74]. 
However, when considering the use of digital pedagogies and 
instructions, the digital platforms must not only be understandable 
and available to teachers and within the academic milieu, but 
students must be able to comprehend the material they are being 
taught through digital instructions. 

Some teachers are apprehensive about using ICTs in EPs when 
they lack the training to use technological infrastructures, 
platforms, software, and hardware effectively and efficiently. 
There are two sides to teachers' perceptions of using ICTs in EPs, 
whereas some teachers had positive attitudes toward technologies 
and felt that ICTs were beneficial in teaching practices [72]. 
However, some teachers had opposing views and felt there was 
no value or benefit in using ICTs in EPs where language learning 
is concerned [72]. Despite such trepidations, academics [68], [72] 
advocated that those teachers who taught in Indonesia's rural 
school districts felt using ICTs in EPs was beneficial. Teachers 
found that using ICTs in EPs effectively increased students' 
motivation to learn, fostered positive attitudes toward ICTs, and 
made learning and teaching activities more exciting and enjoyable 
[68]. Additionally, teachers found that using ICTs in EPs helped 
students better understand how various technologies affected their 
lives. Regardless, teachers perceived ICTs in EPs to improve 
teaching performances and assisted them with developing new 
teaching skills [68]. 

In the West Indies, teachers' perceptions of ICTs significantly 
influenced how beneficial ICTs were in EPs [74]. These 
considerations were based on cooperation, job satisfaction, and 
self-confidence [74]. For Malaysian teachers, evidence showed 
that these teachers faced various challenges in integrating and 
using ICTs in EPs [69]. They found that using ICTs was helpful 
in ways that increased their job performance and productivity and 
allowed them to work more quickly and effectively. A teacher's 
perception of using ICTs heavily dealt with them finding that the 
provided digital infrastructures were straightforward, 
understandable, and easy to remember and control [69]. In 
Sweden, teachers had positive perceptions of using ICTs in EPs 
and used the digital platforms for various reasons [71]. Teachers 

felt that ICTs provided them with the flexibility needed in the time 
and space and allowed them to provide students with online 
instructions and readily available assignments [71]. Palestinian 
teachers perceived ICTs to positively influence their teaching and 
educational practices [24]. In Ethiopia, some researchers [75] 
found a positive relationship between teachers' perceptions 
toward ICTs in teaching and learning practices, especially when 
they were encouraged to do so and received the necessary support. 
Although using ICTs in EPs increased the quality of courses and 
productivity and allowed teachers to prepare and deliver course 
material for students more efficiently, most teachers did not use 
ICTs as a teaching tool [75]. Significant barriers to using ICTs in 
EP were that teachers lacked the necessary technical knowledge 
and experienced substantial shortages of resources and materials 
[75].   

In East African countries, students and teachers continually 
face digital transformation challenges of not having access to 
various technologies, physical materials, and resources. African 
countries, among other developed and undeveloped countries, 
incessantly lack vital resources for teaching and learning, 
resulting in educators’ and pupils weakened digital knowledge 
and technology fluencies [12], [76]. Sub-Saharan African teachers 
who actively use ICTs in EPs are those who acquired equipment 
and training at their own expense [77]. While students are excited 
to use ICTs in EPs, teachers are open to such usability provided 
they receive the appropriate training and support needed to 
operate the devices effectively and efficiently [77]. Human, 
physical, technical, system, and policy environmental readiness’ 
are some significant caveats that African countries face [77]. 

Insofar, there are several barriers that impact Indian teachers' 
perceptions of using ICTs in EPs [78]. Moreover, researchers 
found that while a large portion of teachers was ready and willing 
to use ICTs in EPs, many teachers were not [78]. Teachers with 
unfavorable attitudes toward ICTs in EPs felt that using 
technology was not beneficial to the teaching practices [78]. For 
example, several studies demonstrated challenges teachers faced 
when implementing ICTs into EPs. Challenging encounters were 
adequate training, teacher and technical competencies, 
accessibility and broadband/internet connectivity issues, lack of 
technical support, quality of equipment, updated software, and 
inability or time constraints to shift from formal/traditional 
teaching paradigms to informal teaching practices [68], [69], [71], 
[72], [75], and [78]. Some academic investigators [75] 
conjectured that equipping teachers’ and academic institutions 
with ICTs are not enough to successfully integrate ICTs into EPs. 
Teachers and students must receive adequate training so that the 
ICTs for EPs afforded for learning and teaching can easily be 
understood. 

6. Research Strengths, Implications, and Future 
Recommendations 

This study demonstrates various strengths and limitations 
regarding the perceptions of students and teachers as they relate 
to their willingness to accept and intentionally use information 
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and communication technologies in educational practices. 
Furthermore, this study provides recommendations that future 
researchers could conduct to expand this study or add to existing 
bodies of literature regarding the use of ICTs in EPs. Strengths, 
limitations, and future recommendations are as follows: 

6.1. Research Strengths 

Some significant strengths of this research are that it 
illustrates how students and teachers are the primary stakeholders 
and frontliners when using ICTs in EPs. Yet, decision-makers and 
policymakers fail to consider their perceptions of how valuable 
ICTs are in EPs, especially regarding job relevance, output quality, 
result demonstrability, perceived ease of use, and all cognitive 
instrumental processes that contribute to perceived usefulness 
[46]. Another strong point is that the information presented is 
timely and relevant, mainly because ICTs have stated a claim not 
only in human lives, but in EPs and have become essential in 
educational practices. Students' and teachers' perceptions matter. 
This research demonstrates how using ICTs provides flexibility in 
teaching and learning practices and how they can increase the 
potential of academic experiences and achievement given that 
students and teachers are provided with adequate training and 
vital resources and equipment. Most importantly, this study 
demonstrates how teachers' and students' perceptions of using 
ICTs in EPs matter, as they are not harvested based on opinion but 
real-world circumstances and actualities. 

6.2. Study Limitations 

This study comes with limitations. A limitation associated 
with this study is that it is based on previous literature. At the same 
time, this study demonstrated the perceptions of students and 
teachers and how their perspectives matter when making 
decisions to integrate information and communication 
technologies into educational practices. However, examining 
specific learning management systems (LMS) and digital 
platforms while considering students' and teachers' perspectives 
jointly and individually may yield precise results. Comparing 
students and teachings in rural school districts versus urban 
academic settings may produce other meaningful outcomes, those 
that are distinct from what is revealed in this study. 

6.3. Future Recommendations 

Although this study provides evidence to show how students' 
and teachers' perceptions matter when using ICTs in EPs, it is 
suggested that future researchers examine students' and teachers' 
educational experiences as they relate to using ICTs in EPs while 
taking a diverse approach. A qualitative or quantitative approach 
that produces robust information can help understand how ICTs 
influence EPs among students and teachers. Future researchers 
should consider various demographics, socioeconomic status 
(SES), environmental and social influences, age, culture, 
geographical positions, and accessibility when trying to 
understand the perceptions of students and teachers as they relate 
to their intentional use of ICTs in educational practices. All 

educational stakeholders must realize that students and their 
learning styles are not homogenous and should be viewed 
differently. Researchers should also note that teachers and their 
teaching styles are heterogeneous, as these aspects should be 
considered when examining the perceptions of students and 
teachers and their willingness to using ICTs in EPs, where 
technology acceptance paradigms are concerned. 

7. Conclusion 

The main objective of this paper was to expand the previous 
work presented at the 2022 11th International Conference on 
Education and Information Technology (ICEIT) [1]. This study 
[1] suggested that social networking sites (SNSs) have stated a 
claim in educational practices while losing the battle to the 2019 
coronavirus pandemic and onward situations. However, when 
making critical decisions on whether to implement technologies 
into educational practices, the perceptions of students and 
teachers matter, but in frequent cases, they are not always 
considered. Therefore, this paper addressed two pressing 
questions a) what factors influence students' perceptions when 
using ICTs in EPs that result in intentional use, and b) what factors 
influence teachers' perceptions when using ICTs in EPs that result 
in intentional use. Understanding these factors and knowing what 
it takes to implement ICTs into EPs successfully, primary 
stakeholders will start to value the perceptions of students and 
teachers and not just focus on the affordability and geographical 
aspects.  

While many governmental entities and policymakers 
encourage school districts to implement technologies into their 
learning and teaching practices, they do not bring students and 
teachers to the forefront to acknowledge what is doable. Instead, 
they take it upon themselves to purchase and decide whether to 
implement technology into schools, leaving students and teachers 
in the background. Yet, students and teachers are the primary 
users.  

There are numerous advantages and disadvantages of using 
ICTs in EPs. Meanwhile, various endogenic and exogenic factors 
influence the perceptions of students and teachers about using and 
accepting educational-based digital infrastructures and platforms 
that will result in intentional use. However, to increase intended 
use, it is imperative that frontline users, such as school districts, 
students, and teachers, be provided with the necessary resources. 
The properties include funding, adequate training, access to 
quality equipment, software, internet connections, technical 
support, and unending support from primary decision-makers and 
educational and governmental stakeholders. Policymakers must 
pay attention to endogenous and exogenous factors and value 
students’ and teachers' perceptions when deciding whether to 
implement ICTs in EPs [74]. Otherwise, it can result in students 
and teachers developing negative attitudes toward technology use 
in educational practices. These negative attitudes can stem from 
teachers and students facing the challenge of not being heard or 
receiving adequate training or resources. 
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As ICTs have stated a claim in educational practices, the 
perceptions of students and teachers matter. Their perceptions go 
beyond the scope of elements described in the technology 
acceptance model regarding ease of use and perceived usefulness 
and spill over into the extended model-TAM2. Teachers and 
students must receive essential materials and resources to 
successfully integrate digitally-based pedagogical instructions 
into their learning and teaching curricula and reap the full benefits 
technologies offer. Training will increase students' and teachers' 
confidence levels, comfortability in use, and knowledge 
acquisition. Studies have suggested that using ICTs in EPs can 
optimize learning and teaching experiences, mainly when training 
is provided. However, the training process cannot be a one-time 
thing, as training must be ongoing, as hardware and software 
packages and licenses are updated and supported frequently. 
Teachers' and students' perceptions are valuable assets in 
discovering the practicality of how beneficial and easy ICTs are 
to use EPs. Given that, this study suggests that primary decision-
makers account for teachers' and students' perceptions when 
deciding what technologies are implemented into learning and 
teaching practices. In short, teachers and students are the 
frontliners when using ICTs in EPs, as their perceptions are not a 
matter of opinion but a matter of fact. 
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 Hackers on the Internet often send attacking commands through compromised hosts, called 
stepping-stones, for the purpose to be hidden behind a long interactive communication 
session. In a stepping-stone attack, an intruder uses a chain of stepping-stones as relay 
machines and remotely login these machines using a remote login program such as SSH 
(secure shell). A great number of detection methods for SSI have been proposed since 1995. 
Many of these existing detection approaches are either not easy to implement, or not 
efficient as a great number of packets have to be monitored and analyzed. Some of these 
detection methods for SSI are even not effective as their capabilities to detect SSI are very 
limited. In this paper, we propose an effective detection method for SSI by using packet 
crossover. Packet crossover ratios can be easily computed, and thus our proposed detection 
method for SSI cannot only be easily implemented, but also efficient. Well-designed network 
experiments are conducted and the effectiveness of the developed SSID algorithm is verified 
through the experiments. 
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1. Introduction 

Today hackers usually send attacking commands through 
compromised hosts in order to be hidden behind a long interactive 
communication session. These compromised hosts involved in 
attacks are referred to as stepping-stone ones. While launching a 
stepping-stone intrusion (SSI) attack, the intruder operates on a 
local host and sends attacking packets that will be relayed through 
the intermediate stepping-stones before they reach the final target 
system. 

The TCP protocol was designed in a way that every 
interactive TCP connection between the attacker host and the final 
target is independent of one another, even though they are relayed 
connections. Therefore, the target machine is only able to get 
information from the last stepping-stone host in the connection 
chain. That is, it is notoriously hard for the final victim host to 
obtain information about the geographic region of the origin of 
the intrusion. 

 Figure 1 shows a sample of a connection chain that can be 
exploit to send attacking commands with an SSI. Host 0 in the 

figure serves as the intruder machine, Host N the final victim 
machine, and Host 1, Host 2, . . . , Host i-1, Host i, Host i+1, . . . , 
and Host N -1 serve as the stepping stones for the attack. The 
purpose of SSI detection (SSID) is to determine whether a host in 
a network is employed as a stepping-stone one for an attack. In 
the process of SSID, any intermediate machine within the chain 
could be chosen as the sensor. A packet sniffing program such as 
TCPdump or Wireshark must be available on a sensor host. In this 
figure, Host i is employed as the sensor.  

 Next, we introduce some important concepts that are needed 
design detection algorithms for SSI. An incoming connection to 
Host i is defined to be a connection from Host i-1 to Host i. An 
outgoing connection from Host i is defined to be a connection 
from Host i to Host i+1. There is possibly an intrusion if an 
incoming connection of the sensor matches with one of its 
outgoing connections. 

 
Figure 1. A sample connection chain 

 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Lixin Wang, 4225 University Ave., Columbus, GA 
31907, USA. Contact No: 001-706-507-8190. Email: 
Wang_Lixin@ColumbusState.edu 

 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 13-19 (2022) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj070602  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj070602


L. Wang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 13-19 (2022) 

www.astesj.com     14 

A great number of methods for SSID have been proposed 
since the first seminar work [1] in 1995. These detection 
approaches for SSI can be divided into two different types. 
Compare the incoming connections to a machine with its outgoing 
connections, and then make a decision to determine whether there 
is an intrusion based on the comparison. This type of SSI detection 
approach is referred to as host-based detection [1]-[6]. It is well-
known that stepping-stone hosts can be used by some applications 
to access a remote server legally. Therefore, high false-positive 
errors could be generated by using host-based detection methods 
for SSI. 

In order to reduce the false-positive errors produced by host-
based detection approaches, another category of detection 
methods was developed to overcome the challenge by counting 
the number of stepping-stone machines contained in a connection, 
which is called the length of the connection chain. This category 
of SSID methods is called connection-chain based or network-
based detection [7]-[11], [14], [15]. Typically, there is no need to 
remotely access a sever via more than three stepping-stones as a 
lot of unnecessary network traffic will be produced and make the 
data communication much slower. The threshold number here is 
three as applications only uses one or two stepping-stone 
machines to access a remote server legitimately [12], [13]. 

Many of these existing detection approaches are either not 
easy to implement, or not efficient as a lot of packets have to be 
monitored and processed. Some of these SSID methods are even 
not effective as their detection capabilities for SSI are very limited. 
There is a need to propose an innovative detection algorithm for 
SSI that can be easily implemented without having to monitor a 
lot of TCP packets. Thus, such an algorithm for SSID is efficient 
in terms of processing time. In this paper, we propose an effective 
detection method for SSI by using packet crossover ratios. Packet 
crossover ratios can be easily computed, and thus our proposed 
detection method for SSI cannot only be easily implemented, but 
also efficient. 

In [16], the authors used the idea of packet crossovers to identify 
a “long” connection chain. However, this paper made two 
assumptions (1) there exist packet crossovers in a long connection 
chain, and (2) a shorter connection chain produces less packet 
crossovers and a longer connection chain generates more packet 
crossovers. The conclusion made in [16] was based on these two 
assumptions. In this paper, we verify the following important 
statements through network experiments: if the packet crossover 
ratio of an incoming connection of a sensor host is almost equal to 
that of an outgoing connection of the sensor, then these two 
connections are relayed ones, and vice versa.  

The remaining of this paper is organized as follows. A 
literature review for existing approaches for SSID is discussed in 
section 2. Preliminary knowledge needed in this paper is 
presented in section 3. In Section 4, an innovative algorithm to 
match TCP packets using packet crossover is proposed. In Section 
5, we design and conduct network experiments to verify the 

correctness of Proposition 1 described in Section 4. Section 6 
gives a conclusion and future research direction for this paper. 

2. Literature Reviews 

Let us begin our reviews with the existing host-based 
detection methods that have been proposed for SSI since 1995. 
The content thumbprint approach to detect SSI was proposed in 
[1]. This method determines whether a communication session is 
an intrusion by comparing the content of the packets from the 
outgoing connection of the sensor host with that of the packets 
from its incoming connection. It is highly possible that the session 
is an intrusion if there is a relayed pair between them. However, 
this approach cannot be used to detect SSI for computer networks 
with encrypted traffic. To overcome the drawback of this method, 
a time-thumbprint based approach for SSID was developed in [2]. 
This approach utilized the timestamps of the monitored packets. 
This approach for SSID can be used for networks with encrypted 
traffic as packet timestamps are not encrypted. An example of 
encrypted traffic is to login to a remote server using SSH.  

If the network traffic is encrypted, it is much harder to detect 
SSI, and even more difficult if a communication session is 
manipulated by attackers using hacking tools. The packet 
counting method proposed in [5] was to address such a challenge 
in detecting SSI through counting the number of packets in both 
the incoming and outgoing connections. The methods proposed in 
this paper were to identify stepping-stone connections when the 
traffic is encrypted and the packet timestamps are jittered. This 
method also allows an attacker to inject certain amount of 
meaningless chaff packets into an attacking stream. However, in 
order for this method to work effectively, both the amount of 
chaffed meaningless packets and the percentage of the packets 
with jittered timestamps must be small. Therefore, the capability 
of the detection approach proposed in [5] is very limited to handle 
session manipulation by hackers. 

Next, we provide a literature review on network-based 
approaches for SSID that estimate a connection-chain length. In 
2002, the authors of [7] developed the 1st network-based approach 
for SSID to estimate the length of a connection chain. Yung’s 
method calculated the ratio between the Send-Echo RTT and of 
Send-Ack RTT. The RTTs of an Echo and a Send packet stand for 
the length of the connection chain from the sensor to the final 
victim host. On the other hand, an RTT for a Send packet and an 
Ack packet can only stand for the length from the sensor to its next 
adjacent machine in the downstream connection sub-chain. 
Therefore, a high false-negative error was generated by Yung’s 
method in [7] because of the adoption of the acknowledgement 
packets. The issues of the method proposed in [7] was addressed 
in the work [8], which is the 2nd network-based approach for SSID 
proposed in 2004. The detection algorithm proposed in [8] uses the 
step-function approach to calculate the length of a connection 
chain in a local area network (LAN). An improvement of the 
approach in [8] over Yung’s one in [7] is that the authors of [8] 
changed the way to set up the connection chain so that every Send 
packet can be possibly matched with a corresponding Echo packet. 

http://www.astesj.com/


L. Wang et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 13-19 (2022) 

www.astesj.com     15 

In a LAN, the step-function method for SSID worked well and 
reduced both the false positive error and the false negative error, 
compared to Yung’s method proposed in [7]. However, a major 
drawback of the detection method proposed in [8] is that this 
method only worked well within a LAN, but wasn’t working in the 
Internet environment. With the context of the Internet, a 
conservative and greedy packet matching algorithm for SSID was 
proposed [14]. However, this method in [14] only very few Send 
packets can be matched with corresponding Echo packets. 
Therefore, the method in [14] did not work effectively either in the 
Internet environment. 

To address this issue, a clustering and partitioning data mining 
detection approach for SSI was proposed in [9]. In [9], the packet 
RTTs were computed by utilizing the clustering and partitioning 
data mining approach. The packet matching method proposed in 
this paper is accurate as it went through all the possible Echo 
packets for every Send packet to be matched. A major issue of the 
detection method in [9] is that we have to monitor a great number 
of TCP packets. Therefore, in terms of packet processing time, the 
detection method proposed in [9] is not efficient. 

One of our earlier works [10] addressed the issue of the SSID 
method proposed in [9] and developed a detection approach via 
mining network traffic by utilizing the k-Means clustering data 
mining algorithm. This k-Means based approach proposed in [10] 
does not need to capture and analyze a huge number of packets, 
and thus it is more efficient than MMD based approach proposed 
in [9]. But because of the use of the k-Means clustering, the length 
of a connection chain must be pre-determined for this approach, 
which makes its performance and capability very limited for SSID. 
Also, this k-Means based detection approach is ineffectively if 
large fluctuations of the TCP packets exist. 

In a recent work [11], we developed an effective network-based 
SSID approach by calculating the packet crossover ratios. This 
packet-crossover based method is easy to implement as we can 
easily compute the packet crossover ratios. With a modification of 
the k-Means clustering algorithm, [12] proposed an improved 
algorithm for SSID based detection approach developed in [10] by 
eliminating some of the packet RTT outliers. However, this paper 
did not provide any technical analysis regarding whether or not the 
SSID method is resistant to session manipulations by intruders. 
Another algorithm proposed for removing packet-RTT outliers is 
the work [13]. This outlier detection algorithm in [13] can be used 
to design new approaches to detect SSI. A major drawback of the 
outlier detection algorithm in [13] it that the accuracy of 
discovering the RTT outliers is low. 

3. Preliminaries 

 Let us introduce the preliminaries that are needed for our 
detection algorithm design for SSID in this section. 

3.1. Definitions of Send/Echo Packets 

Refer to [11] for the definitions of an Echo and a Send packets. 
For example, when a command is entered on a terminal window 
in a host running Linux, such as “cd”, we assume that the 

command “cd” is delivered to the remote server in two separate 
TCP packets: one holding the letter “c” and the other holding the 
letter “d”. Both of these packets are Send ones. When the letter “c” 
is entered on the user’s machine, the packet holding “c” will be 
delivered to the remote server. Once this packet is received and 
processed at the server, an Echo packet is sent back to the user, 
the letter “c” displays on the command line of the user’s screen. 
In such a scenario, the Send packet “c” and the Echo packet “p” 
are matched. Similarly, a Send packet holding “d” and its 
corresponding Echo packet holding “d” are also matched.  

3.2. Packet Crossover  

Packet crossover occurs when a newly Send packet meets an 
Echo packet of a previous Send packet along the connection chain 
between a client host and a server host (see Fig. 2). In Fig. 2, we 
have a connection chain starting from the client (Host 1), to Host 
2, then to Host 3, and finally to the server (Host 4), where Host 2 
and Host 3 are the stepping-stones in this chain. The red packets 
S1, S2 and are Send packets, and the green packets E1, E2, and 
E3 are their Echo packets, respectively. First let us assume that 
packet crossover is observed at Host 1. In this case, the sequence 
of these six packets is S1, S2, E1, S3, E2, and E3. Therefore, there 
are two occurrences of packet crossovers in this case. Now let us 
observe packet crossover at Host 2. The Send and Echo packets 
from the connection between Host 2 and Host 3 are monitored. 
The sequence of these six packets observed at Host 2 is S1, E1, 
S2, S3, E2, and E3. Thus, only one occurrence of packet crossover 
is observed in this case. 

 
Figure 2: A sample of packet crossover in a connection chain of four hosts. 

3.3.  The Distribution of Packets’ RTTs in a Connection Chain 

It is well-known that the number of connections in a connection 
chain can be represented by utilizing the packet round-trip times 
computed using the Send packets with their matched Echo packets. 

It is well-known that the packet RTTs computed from the TCP 
packets captured from a connection chain from the attacker host 
to a target host obey Poisson distribution. This statement was 
verified in the seminar work [2]. This discovery has been used in 
the design of SSID methods in the literature. The results of a well-
designed network experiment conducted by the authors of [2] is 
shown in Figure 3. This figure shows that the packet RTTs follow 
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Poisson distribution. In this figure, the RTT values in micro-
second are displayed on the X-axis, and the chances of the 
occurrences of RTT values are displayed on the Y-axis. In their 
network setup, the connection chain has a length of four. That is, 
the chain contains four connections with five machines in total. In 
their network experiment, µ stands for the mean of all the RTT 
values. From their observation, µ = 138,500. Since the packet 
RTTs follow Poison distribution, clearly, most values in the RTTs 
are very close to the value of µ (see Fig. 3). 

 
Figure 3: The Packets’ RTTs Obey Poisson Distribution 

4. Matching TCP Packets Using Packet Crossover 

 In this section, we first present a proposition that will be used 
to design our algorithm for SSID. Then we describe an effective 
algorithm to determine whether a host is used as a stepping-stone 
by utilizing packet crossover.  

 First, we present a proposition that will be verified through 
well-designed network experiments in Section 5. Our detection 
algorithm design for SSID using packet crossover is based on this 
proposition. 

Proposition 1: If the packet crossover ratio of an incoming 
connection of a sensor host is almost equal to that of an outgoing 
connection of the sensor, then these two connections are relayed 
ones. If the two packet crossover ratios are not close to each other, 
then these two connections are not relayed. 
 Next, we describe our proposed host-based detection 
algorithm for SSI using packet crossover: 

1). Pick a host of a network as the sensor host. 

2). Adopt Algorithm 1 (Compute Packet Crossover Ratio) in [11] 
to calculate the packet crossover ratio for every incoming 
connection to the above sensor host. 

3). Adopt Algorithm 1 (Compute Packet Crossover Ratio) in [11] 
to calculate the packet crossover ratio for every outgoing 
connection from the above sensor host. 
4). If any of the packet crossover ratios calculated for an incoming 
connection at Step 2) is almost the same as one of the packet 
crossover ratios calculated for an outgoing connection at Step 3), 
then it is highly suspicious that these two connections are relayed 
ones, and the sensor host is used as a stepping-stone. 

5). If none of the packet crossover ratios calculated at Step 2) for 
incoming connections is close to any of the packet crossover ratios 

calculated for outgoing connections at Step 3), then it is almost 
sure that the sensor is not used as a stepping-stone. 

The correctness of our above detection algorithm for SSI is 
clearly asserted according to Proposition 1. 

5. Network Experiments 

In this section, we design network experiments to verify the 
correctness of Proposition 1 described in Section 3 by comparing 
the packet crossover ratios of incoming and outgoing connections. 
Relayed pairs will typically result in almost equal packet 
crossover ratios. On the other hand, non-relayed pairs will 
typically result in dissimilar packet crossover ratios. 

To set up our experimental environment, we created two 
distinct connection chains that shared the same sensor host H3 
(see Fig. 4 below). The first connection chain consisted of one 
local host and four geographically dispersed Amazon AWS 
servers; all the hosts in the experiment ran Ubuntu Linux 
operating system. We created a long connection chain by using 
Secure Shell (SSH) to sequentially connect to each host in the 
connection chain from the attacker host H1 to the victim host H5 
(see Fig. 4). In other words, a single terminal appearing on the 
attacker host H1 was used to create the entire connection chain by 
using sequential remote SSH access. From our local PC H1 in 
Georgia, USA with IP address 168.27.2.105, we remotely 
accessed host H2 (the first stepping-stone host in the chain), 
located in Northern Virginia, USA with public IP address 
54.226.83.33. We then extended the connection chain by using 
H2 as a stepping-stone to remotely access the host H3 (our sensor 
host), located in Northern California, USA with public IP address 
54.215.55.31. We then extended the connection chain again by 
using H3 as a stepping-stone to remotely access host H4 (the last 
stepping-stone in the chain), located in Tokyo, Japan with public 
IP address 3.115.8.190. We then extended the connection chain 
for the final time by using H4 as a stepping-stone to remotely 
access host H5, located in Central Canada with public IP address 
3.99.215.22.  

After the first connection chain was established, both the 
incoming and outgoing connections of the sensor host will be 
monitored and the packets will be captured using tcpDump at the 
sensor host (labeled respectively i1 and o1 on in Fig. 4) at H3, the 
sensor. All data are captured at H3 in this entire network 
experiment. We entered the following standard Linux commands 
for about three minutes into a terminal at the attacker host (H1) 
and captured all packets from the indicated connections at H3:  

ls 
mkdir test 
ls 
cd test 
cd .. 
rmdir test 
ls 
pwd 
touch test.txt 
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ls 
rm test.txt  

We captured ten datasets in total, with each data set comprising 
two files at the sensor host. After capturing the data, we ran our 
Packet Crossover Ratio algorithm to calculate the packet 
crossover ratio observed at H3 from both the incoming and 
outgoing connections. 

We then created a second SSH connection chain that consisted 
of two local hosts and three geographically dispersed Amazon 
AWS servers, with each host again running Ubuntu Linux 
operating system. The sensor host H3 is the only common host 
shared by these two connection chains. From our local PC H6 in 
Georgia, USA with IP address 168.27.2.103, we remotely 
accessed host H7, which had an IP address of 168.27.2.106 and 
was co-located on the same LAN with our local PC in Georgia. 
We then extended the connection chain by using H7 as a stepping-
stone to remotely access the host H3 (the same sensor host that 
was used for the first connection chain), located in Northern 
California, USA with public IP address 54.215.55.31. We then 
extended the connection chain again by using H3 as a stepping-
stone to remotely access host H8 (the last stepping-stone in the 
chain), located in Frankfurt, Germany with public IP address 
3.121.98.162. We then extended the connection chain for the final 
time by using H8 as a stepping-stone to remotely access host H9, 
located in London, England with public IP address 
18.133.230.186.  

After the second connection chain was established, we used 
tcpDump to capture both the incoming and outgoing connections 
(labeled i2 and o2 on in Fig. 4) at H3, the sensor. We entered the 
following standard Linux commands for about three minutes into 
a terminal at the attacker host (H1) and captured all packets from 
the indicated connections in the chain:  

whoami 
uname 
groups username 
who 
lscpu 
hwclock –verbose 
sudo lshw 
whatis -h 
whatis -l netstat 
man netstat (with ten seconds of scrolling) 
netstat 
help 
ifconfig -a 
ping google.com 
traceroute google.com 
sudo cat /etc/shadow 
history 
!lastCommand 
 

We captured ten datasets in total, with each data set comprising 
two files at the sensor host. After capturing the data, we ran our 
Packet Crossover Ratio algorithm to calculate the packet 

crossover ratio observed in both the incoming and outgoing 
connections. 

 

 
Figure 4: The experimental network setup. Depicts two distinct connection chains 
passing through the same sensor host H3. C=chain, i=incoming connection, 
o=outgoing connection, red arrows=connection captured from H3. 

We then attempted to use the captured packet crossover ratios to 
match incoming and outgoing connections. Based on our previous 
research, we knew that the packet crossover ratios captured at a 
given sensor for the incoming and outgoing connections of a 
relayed pair should be close to 1. Therefore, we expected to see a 
matching of close to 1 for i1 and o1, as well as i2 and o2. 
Moreover, we expected to see a matching not close to 1 for non-
relayed connection pairs such as i1 and o2. In Table 1, CR stands 
for Crossover Ratio, i1 for incoming connection 1, and o1 for 
outgoing connection 1. This table compares the CR of i1 to its 
respective outgoing connection. CR’s of relayed pairs should be 
very similar. Therefore, the incoming connection’s CR divided by 
the outgoing connection’s CR should and does equal approx. 1. 

Table 1: CR’s of relayed pairs i1 and o1 close to 1 

Matching Relayed Pair: i1/o1 

Dataset i1 CR o1 CR i1/o1 

1 0.3554 0.3554 1 

2 0.5202 0.5202 1 

3 0.3889 0.3879 0.9974 

4 0.3864 0.3864 1 

5 0.3431 0.3431 1 

6 0.4898 0.4898 1 

7 0.2879 0.2879 1 

8 0.3279 0.3279 1 

9 0.3725 0.3781 1.0150 

10 0.3509 0.3509 1 
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Table 2: CR’s of relayed pairs i2 and o2 close to 1 

Matching Relayed Pair: i2/o2 

Dataset i2 CR o2 CR i2/o2 

1 1.7576 1.7452 0.9930 

2 1.7615 1.7626 1.0006 

3 1.9298 1.9240 0.9970 

4 1.8020 1.8045 1.0013 

5 1.8190 1.8212 1.0012 

6 1.8362 1.8384 1.0012 

7 1.8635 1.8656 1.0011 

8 1.8563 1.8483 0.9957 

9 1.7700 1.7683 0.9990 

10 1.9382 1.9403 1.0011 

In Table 2, i2 stands for incoming connection 2, and o2 for 
outgoing connection 2. This table compares the CR of i2 to its 
respective outgoing connection o2. CR’s of relayed pairs should 
be very similar. Therefore, the incoming connection’s CR divided 
by the outgoing connection’s CR is approx. equal to 1. 

Tables 1 and 2 depict a matching between relayed 
connections, where the packet crossover ratio of a given incoming 
connection is compared to the packet crossover ratio of its 
respective outgoing connection. Relayed pairs will typically result 
in almost equal packet crossover ratios. Therefore, the quotient of 
the packet crossover ratio of a given incoming connection divided 
by the packet crossover ratio of its respective outgoing connection 
should be approximately 1. All ten datasets for both connection 
chains demonstrate this general rule, with the quotients for 
connection chains 1 and 2 ranging from 0.9974 to 1.0150 and 
0.9930 to 1.0013, respectively.  

In Table 3, i1 stands for incoming connection 1, and o2 for 
outgoing connection 2. This table compares the CR of i1 to the 
CR of o2. Since these connections do not form a relayed pair, their 
crossover ratios should not be very similar. Therefore, the 
incoming connection’s CR divided by the outgoing connection’s 
CR should not approximate to 1. 

In Table 4, i2 stands for incoming connection 2, and o1 for 
outgoing connection 1. This table compares the CR of i2 to the 
CR of o1. Since these connections do not form a relayed pair, their 
crossover ratios should not be very similar. Therefore, the 
incoming connection’s CR divided by the outgoing connection’s 
CR should not approximate to 1. 

Table 3: CR’s of non-relayed pairs i1 and o2 

Matching Non-relayed Pair: i1/o2 

Dataset i1 CR o2 CR i1/o2 

1 0.3554 1.7452 4.9111 

2 0.5202 1.7626 3.3882 

3 0.3889 1.9240 4.9475 

4 0.3864 1.8045 4.6703 

5 0.3431 1.8212 5.3086 

6 0.4898 1.8384 3.7536 

7 0.2879 1.8656 6.4797 

8 0.3279 1.8483 5.6366 

9 0.3725 1.7683 4.7473 

10 0.3509 1.9403 5.5299 

Table 4: CR’s of non-relayed pairs o1 and i2. 

Matching Non-relayed Pair: i2/o1 

Dataset i2 CR o1 CR i2/o1 

1 1.7576 0.3554 0.2022 

2 1.7615 0.5202 0.2953 

3 1.9298 0.3879 0.2010 

4 1.8020 0.3864 0.2144 

5 1.8190 0.3431 0.1886 

6 1.8362 0.4898 0.2667 

7 1.8635 0.2879 0.1545 

8 1.8563 0.3279 0.1767 

9 1.7700 0.3781 0.2136 

10 1.9382 0.3509 0.1810 

 

Tables 3 and 4 depict a matching between non-relayed 
connections, where the packet crossover ratio of a given incoming 
connection is compared to the packet crossover ratio of another 
unrelated outgoing connection. Non-relayed pairs will typically 
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result in dissimilar packet crossover ratios. Therefore, the quotient 
of the packet crossover ratio of a given incoming connection 
divided by the packet crossover ratio of an unrelated outgoing 
connection should typically not be close to 1. All ten datasets 
demonstrate this general rule, with the quotients for i1/o2 and 
i2/o1 ranging from 3.3882 to 6.4797 and 0.1545 to 0.2953, 
respectively.  

We can clearly see that matched connection pairs are very 
similar, and non-matched pairs are dissimilar. With a true-positive 
threshold of 0.99-1.02, 100% of the matched pairs would be 
recognized as a relayed pair. Furthermore, 100% of the non-
relayed pairs would be identified correctly. 

6. Conclusion 

Many known SSID methods are either not easy to implement, 
or not efficient as a large number of packets have to be monitored 
and analyzed. Some of them are even not effective as their 
capabilities to detect SSI are very limited. In this paper, we 
proposed an effective SSID method by using packet crossover 
ratios. Packet crossover ratios can be easily computed, and thus 
the SSID method developed in this paper cannot only be easily 
implemented, but also efficient in terms of packet processing time. 
Through well-designed network experiments, we verified that for 
a given sensor, if an outgoing connection and an incoming 
connection are detected to be relayed with each other, then the 
packet crossover ratios obtained from these two connections 
should be very close, and vice versa. 

As for future research direction, one may revise and improve 
our proposed detection method for SSI so that it will be resistant 
to session manipulation by intruders using hacking techniques 
such as chaff-perturbation of meaningless packets or time jittering. 
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 The efficient processing of database applications on computing systems with multi-tiered 
persistent storage devices needs specialized algorithms to create optimal persistent storage 
management plans. A correct allocation and deallocation of multi-tiered persistent storage 
may significantly improve the overall performance of data processing. This paper describes 
the new algorithms that create allocation and deallocation plans for computing systems with 
multi-tiered persistent storage devices. One of the main contributions of this paper is an 
extension and application of a notation of Petri nets to describe the data flows in multi-tiered 
persistent storage. This work assumes a pipelined data processing model and uses a 
formalism of extended Petri nets to describe the data flows between the tiers of persistent 
storage. The algorithms presented in the paper perform linearization of the extended Petri 
nets to generate the optimal persistent storage allocation/deallocation plans. The paper 
describes the experiments that validate the data allocation/deallocation plans for multi-
tiered persistent storage and shows the improvements in performance compared with the 
random data allocation/deallocation plans. 
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1. Introduction  

In the last decade, we have observed the fast-growing 
consumption of persistent storage used to implement operational 
and analytical databases [1]. While the databases become larger, 
the total number of database applications also continuously 
increases and the applications themselves, especially the analytical 
ones, become more sophisticated and advanced than before [2]. 
Such trends increase the pressure on hardware resources for data 
processing, particularly on high-capacity and fast persistent 
storage devices. 

Usually, the financial constraints invalidate the single-step 
replacements of all available persistent storage devices with better 
ones. Instead, a typical strategy is based on the continuous and 
systematic replacements of persistent storage devices with only a 
few at a time. Also, from an economic point of view, it is not worth 
investing significant funds in faster and larger persistent storage 
devices when only some of the available data is frequently 
processed. In reality, only some data sets are accessed more 
frequently than others. Financial and data processing requirements 
lead to the simultaneous utilization of persistent storage devices of 
different speeds and capacities. Therefore, data is distributed over 
many different storage devices with various capacity and speed 
characteristics [3]. This leads to a logical model of the multi-tiered 
organization of persistent storage [4, 5]. The lower tiers (levels) 

consist of higher capacity and slower persistent storage devices 
than the lower capacity and faster devices at the higher levels. 

Several research works have been already performed on the 
automatic allocation of storage resources over multi-tiered 
persistent storage devices and multi-tier caches. For example, in 
one of the solutions, persistent storage can be allocated over 
several cache tiers and in different arrangements [6]. Another 
research work shows how to distribute data on disk storage in the 
multi-tier hybrid storage system (MTHS) [7]. 

A number of approaches schedule the allocation of resources 
over multi-tiered persistent devices based on future predicted 
workloads. The algorithms for an optimal allocation of persistent 
storage on multi-tiered devices in environments where future 
workloads can be predicted have been proposed in [8, 9]. These 
algorithms arrange data according to an expected workload and 
contribute to the automated performance tuning of database 
applications. Most of the existing research outcomes show that 
performance tuning with the predicted database workloads 
improves performance during processing time and reduces 
database administration time [10]. 

A logical model of multi-tiered persistent storage consists of 
several tiers (levels) of persistent storage visible as a single 
persistent storage container. The processing speeds at the same tier 
are alike. Each tier is divided into several partitions, where each 
partition is a logical view of a physical persistent storage device 
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that implements a particular tier. Such a view is compatible with 
the organization of persistent storage within cloud systems. 
Nowadays, data can be stored on several remote devices. It 
contributes to the changes in the working style where the 
employees can work from home or distance. Therefore, storage on 
the cloud is required to provide access to data online anywhere, 
anytime over an internet connection. In addition, cloud storage for 
organizations must be shared by many users. Therefore, 
partitioning of persistent storage is required so that users can 
access storage simultaneously. Also, the efficient management of 
storage allocation on multi-tiered persistent storage with partitions 
is an essential factor for the performance of cloud systems. 

The illustration of multi-tiered persistent storage with 
partitions is shown in Figure 1. Typically, the higher tiers of 
persistent storage have lower capacities and faster access times 
than the lower tiers. In a physical model, a sample multi-tiered 
persistent storage consists of the physical persistent storage 
devices available on the market, such as NVMe, SSD, and HDD 
[3]. 

Efficient processing of data stored at multi-tiered persistent 
storage is an interesting problem. When processed, data can 
“flow” from lower tiers to free space at the higher tiers to speed-
up access to such data in the future. Scheduling the data transfers 
between the tiers require the allocation/deallocation of data based 
on the speed and capacities of the tiers. Thus, making the correct 
scheduling decisions automatically and within a short period of 
time becomes a critical factor for the overall performance of data 
processing. 

Because of its limited capacity, it is impossible to store all data 
at the topmost and the fastest tier. Therefore, we must prepare for 
a compromise between the capacity, speed, and price of available 
multi-tiered persistent storage. Such compromise leads to all data 
being distributed over many tiers of multi-tiered persistent storage. 

 
Figure 1: Illustration of multi-tiered persistent storage with four tiers divided into 

partitions 
 

The main research objective of this work is to speed up data 
processing in environments where all data is located at multi-tiered 
persistent storage. We assume that data processing is organized as 
a collection of pipelines where the outputs from one operation are 
the inputs to the next operation in a pipeline. A strategy to speed 
up the data processing in a pipeline is to write the outputs of each 
operation to the highest available persistent tiers. The benefits of 
such a strategy are twofold. First, data is written faster at the higher 
tiers than at the lower ones. Second, the following operation in a 

pipeline reads input data more quickly from the higher tiers. An 
essential factor in such a strategy is an optimal release of persistent 
storage allocated at the higher tiers to store temporary data. 

Another problem addressed in the paper is the lower-level 
optimization of query processing on multi-tiered persistent 
storage. The present query optimizers do not consider an efficient 
implementation of higher-level operations on data located at multi-
tiered persistent storage. However, it is possible to significantly 
improve performance by implementing higher-level operations in 
ways consistent with the characteristics of available persistent 
storage. Our second research objective is to generate more efficient 
data processing plans for predicted and unpredicted database 
workloads through the optimal implementation of elementary 
operations on data located at multi-tiered persistent storage. 

The contributions of the paper are the following. First, the 
paper shows how to extend and apply a notation of Petri nets to 
describe the data flows in multi-tiered persistent storage. Second, 
the paper presents the algorithms that find optimal query 
processing plans through the linearization of Petri nets. Third, the 
paper analyses the results of experiments to show that query 
processing plans generated by the new algorithms efficiently use 
the properties of multi-tiered persistent storage. 

This paper is an extension of work originally presented in [11]. 
The paper is organized in the following way. Section 2 extends a 
notation of Petri nets to describe data flow in query processing. 
Sections 3 and 4 present the algorithms for the automatic allocation 
of storage available on multi-tiered persistent storage devices. 
Section 5 describes an experiment, and Section 6 summarizes the 
paper. 

2. Basic Concepts 

In this work, we consider a scenario where a database 
application submits an SQL query to a relational database server. 
Then, a typical query optimizer finds an optimal query processing 
plan. Such a plan includes the list of operations organized as a 
directed bipartite graph. Then, to discover the data flows between 
the elementary operations, a plan is transformed into an extended 
Petri Net [12]. Finally, a graphical notation of Petri Nets represents 
the flow of data when processing a query. 

The original Petri net model includes two types of elements: 
places and transactions. Places are denoted as circles, and 
transactions are denoted as vertical rectangles. Zero or more 
tokens, denoted as small black circles, can be located in the places. 
Arcs are connected between places and transactions—the 
illustration of Petri Net is shown in Figure 2. 

An Extended Petri Net is quadruple <B, E, A, W> where B and 
E are disjoint sets of places and transitions. Places are visualized 
as circles, and transitions are visualized as rectangles or bars. Arcs 
A ⊆ (B × E) ∪ (E × B) connect the places and transitions. A place 
may contain a finite number of tokens visualized as black circles, 
or it can be empty. A transition fires depending on the number of 
tokens connected at the input place. When an input place has no 
token, a transition is at a waiting state. 

In our case, sets of places, B, are interpreted as input/output 
data sets, and the sets of transitions, E, are interpreted as operations 
on data sets (see Figure3 below).  
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Figure 2: An original sample structure of a Petri net 

Arcs, A, determine the input and output data sets of the 
operations. A weight function W: A→N+ determines the estimated 
total number of data blocks read and written by each operation. See 
the numbers attached to the arcs in Figure3. The root nodes are the 
places (data sets) in B that do not have the arcs from the transitions 
(operations) E. The root nodes represent the input data sets located 
in a database. An operation can have more than one input and 
output data set. Likewise, more than one operation can share input 
and output data sets. 

There are two types of persistent storage data sets B: permanent 
or temporary. Both types of data sets are stored in multi-tiered 
storage. A temporary data set can be removed from the storage 
when it is no longer needed.  

 
Figure 3: Data processing and data flows represented as an extended Petri net 

 
Let E = {ei, ..., ej} be a set of operations obtained for a query Q 

processing plan created by a database query optimizer. Each 
operation ei is represented by a pair ei = ({Bi, ..., Bm}, {B(m+1), ..., 
Bn}), where {Bi, ..., Bm} are the input data sets and {B(m+1), ..., Bn} 
are the output data sets of an operation ei in E. Some of the input 
and output data sets processed by an operation ei are permanent, 
and some of them are temporary.  

This paper focuses on managing the multi-tiered persistent 
storage efficiently for each input/output data sets of each operation 
and generates the best allocation plan, called a processing plan, for 
each query. A list of persistent storage tiers is denoted as a 
sequence L = <l0, ..., ln>. We have n+1 tiers where l0 denotes the 
lowest tier, called a base tier or a backup tier. The highest tier is 
denoted by ln. Each tier li for i = 0 … n is described as a triple (ri, 
wi, <si1, ..., sin>) where ri is a read speed per data block at tier li, wi 
is a write speed per data block at tier li, and <si1, ..., sin> is a 
sequence of partitions arranged from smallest available storage to 
largest available storage, where sij is an amount of free space 
available in partition j at tier li. The read and write speed per data 
block is measured in the standardized time units that can be 
converted into real-time units when a specific hardware 
implementation of a persistent storage tier is considered.  

The processing plan is denoted as P = <Dij, ..., Dnk>, where Dji 
is a set of plans for an operation ei, where ei is in Esj. Each plan is 
a pair and is denoted as (Bi, sni) and Bi is the total number of 
input/output data blocks located in partition i in tier ln (index of sni). 
If lj = l0, then the data blocks are located at the lowest tier in the 
multi-tiered storage. 

After the output result of the operation ei is allocated, 
unnecessary temporary input storage of operation ei needs to be 
removed from multi-tiered persistent storage according to the 
persistent storage release plan. The persistent storage release plan 
is denoted as a sequence of pairs δ = < (ei, (Bk, …, Bh)), …, (ej, (Bx, 
…, By))>, where each pair (ei, (Bk, ..., Bh) is a group of data sets (Bk, 
..., Bh) that can be released after the results of an operation ei are 
saved.  

Then, the total processing time to read (Bi, sij) data blocks 
located at partition j in tier li is TBi = Bi * ri. Formula (1) given 
below determines the total processing time Tr to read the data 
blocks for each input data set Di = {(B1, snj), …, (Bm, skn)}. 

 Tr = Max� 𝑇𝑇𝐵𝐵1 + ⋯+ 𝑇𝑇𝐵𝐵𝑚𝑚� (1) 

Similarly, formula (2) determines the total processing time Tw 
to write the data blocks for each output data set Dj = {(B(m+1), sij), 
…, (Bn, skh)}.  

 Tw = Max � 𝑇𝑇𝐵𝐵(𝑚𝑚+1) + ⋯+ 𝑇𝑇𝐵𝐵𝑛𝑛� (2) 

Let an Extended Petri Net <B, E, A, W> represent a query 
processing plan. Then, whenever it is possible, the output data sets 
of the operations E = {ei, ..., ek} are written to the tiers located 
above the tiers of their input data sets. In other words, whenever 
possible, each operation tries to push up the results of its 
processing towards the partition at the higher tiers of persistent 
storage.  

The benefits of such a strategy are as follows. First, it is faster 
to write the output data sets at a higher tier than at a lower tier. 
Second, the data sets written at a higher tier can be read faster by 
the next operation in a pipeline of a query processing plan. 
Therefore, the benefits include the time we gain from writing 
output data sets to the higher tiers and from reading the same data 
sets by the other operations. 

3. Resource Allocation for a Single Query 

This section describes the algorithms that convert a query 
processing plan obtained from the execution of EXPLAIN PLAN 
statement for a single query into an Extended Petri Net and 
serialize the operations of the Net in order to minimize the 
amounts of persistent storage required for query processing. 
 
3.1. Creation of Extended Petri Net 

We consider a query Q expressed as a SELECT statement and 
submitted for processing by a relational database server operating 
on multi-tiered persistent storage. A query Q is ad-hoc processed 
by the system in the following way. First, a query optimizer 
transforms the query into the best query processing plan. SQL 
statement EXPLAIN PLAN can be used to list a plan found by a 
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query optimizer. Next, the implementations of extended relational 
algebra operations such as selection, projection, join, anti-join, 
sorting, grouping, and aggregate functions are embedded into the 
query processing plan. Then, the plan is converted into an 
Extended Petri Net. 

Operation ej ∈ E where ej is member of query Q. Each 
operation has the estimated amounts of input data to be read from 
persistent storage and the estimated output amounts of data to be 
saved in persistent storage. Algorithm 1 below transforms a query 
Q into an Extended Petri Net. 

The algorithm obtains a query processing plan from the results 
of the EXPLAIN PLAN statement. From there, we get a set of 
operations E = {ei, ..., em}. A query processing plan provides 
information about the input data sets read by the operations and the 
output data sets written by the operations. The permanent and 
temporary data sets read and written by the operations in E form a 
set of places B in Extended Petri Net. The arcs leading from the 
input data sets to the operations and the arcs leading from the 
operations to the output data sets create a set of arcs A. A query 
processing plan provides information about the amounts of storage 
read and written by the operations. Such values contribute to the 
weight values wj attached to each arc and are represented by a pair 
(aj, wj) in W. A weight value wj attached to an arc between the input 
data set and an operation represents the total number of data blocks 
read by the operation. A weight value wj attached to an arc between 
the operation and output data set represents the total number of 
data blocks written by the operation.  

Algorithm 1: Create Extended Petri Net according to input a 
query q 
 
Input: a query Q 
Result: an extended Petri Net <B, E, A, W> 
 
(1) Get a query processing plan through the application of 
EXPLAIN PLAN statement. 
(2) Get operations from a query processing plan with the 
estimated amounts of input and output storage required by 
each operation. Then, create a set of operations E where ei is 
an operation. 
(3) while Iterate over E do 
 - Let the current operation be ei.  

- Let Bi, ..., Bm be the input data sets and let B(m+1), ..., Bn 
be the output data sets of an operation ei. 
- Append to A the arcs a1, …, am linking Bi-1, ..., Bi-m and 
operation node. 
- Next, label the arcs with the values wi1, …, wim 
representing the total number of input data blocks read by 
an operation ei and append the pairs to a weight function 
W. 
- Append to A the arcs am+1, …, an linking an operation 
node ei and the nodes {B(m+1), ..., Bn}. Then, label the arcs 
with values representing the total number of output data 
blocks written by an operation ei and append the pairs (a1, 
wi1), …, (am, wim) to a weight function W. 

end    
 

 
3.2. Serialization of Extended Petri Net  

Preparation of an Extended Petri Net <B, E, A, W> for 
processing requires serialization of its operations in a set E. 
Serialization arranges a set of operations E into a sequence of 
operations Es. There exist many ways that the operations in E can 
be serialized in the implementations of more complex queries. If 
the operations in E can be serialized in more than one way, then 
we try to find a serialization that requires smaller amounts of 
persistent storage for its processing. Algorithm 2 finds a 
serialization of operations in E that tries to minimize the total 
amounts of persistent storage allocated during query processing. 
As a simple example, consider an Extended Petri Net given in 
Figure 3. The operations e1 and e2 write 100 and 200 units of 
persistent storage. Then, 100 units of persistent storage are 
released after the processing of operations e3 and e6, and 200 units 
of persistent storage are released after the processing of operations 
e3 and e4. Since the processing of e3 and e4 releases more storage, 
we assign e3 and e4 before e6 in the serialization. 

A root operation in E is an operation such that at least one of 
its input arguments is a permanent data set that belongs to the 
contents of a database. A top persistent storage data set in B is a 
data set that contains the final results of query processing and such 
that is not read by any other operation in E. It is possible that a 
query may output more than one top persistent storage data set. A 
top operation is an operation that writes only to the top persistent 
storage data sets.  

Algorithm 2 traverses the arrows in A backward from the top 
operations to the root operations and generates a sequence of 
operations Es from a set of operations E.  

At the very beginning, a sequence of operations Es is empty, 
and none of the persistent storage data sets in B is marked as 
released. In the first step, the algorithm finds the top operations 
and inserts such operations into a set of candidate operations Ec.  

For each operation in Ec, the algorithm computes profit using 
formula (4). To compute profit, the algorithm deducts the total 
amounts of persistent storage allocated by an operation from the 
total amounts of persistent storage released by an operation. For 
example, assume that the current operation is ei. To find the 
amounts of persistent storage released by an operation ei, we 
perform the summation of the amounts of storage in all input data 
sets of operation ei not marked as released yet. It is denoted by 
∑ 𝐵𝐵𝑗𝑗𝑛𝑛
𝑗𝑗=1 . To find the profits from the processing of an operation ei, 

we deduct from the released amounts the amounts of persistent 
storage included in the output data sets of the operation and 
denoted as ∑ 𝐵𝐵𝑘𝑘𝑚𝑚

𝑘𝑘=(𝑛𝑛+1)  in formula (3) below.  

  p(ei) = ∑ 𝐵𝐵𝑗𝑗 − ∑ 𝐵𝐵𝑘𝑘𝑚𝑚
𝑘𝑘=(𝑛𝑛+1)

𝑛𝑛
𝑗𝑗=1    (3) 

The profits are computed for each operation in Ec. The 
algorithm selects an operation with the smallest profit. If more than 
one operation has the smallest profit, then the algorithm randomly 
chooses one of them. Let a selected operation be ei. The algorithm 
removes ei from Ec, appends it in front of Es, and marks all data 
sets read by ei as released. Next, the algorithm finds the operations 
that write only to data sets marked as released by ei, such that data 
sets released by ei are read only by the operation already in Es. An 
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objective is to find the operations that can be appended to Ec in a 
correct order of processing determined by a set of arcs A. Then, 
the algorithm appends those selected operations to a set of 
candidate operations Ec and the profits for each operation in Ec are 
computed again. An operation with the lowest profits is appended 
in front of Ec. The algorithm repeats the procedure until all 
operations in E are appended in front of Es. 

Algorithm 2: Generating Sequence of Operations Es 
 
Input: An Extended Petri Net <B, E, A, W> from Algorithm 1. 
Result: A sequences of operations Es for query Q. 
 
(1) Create empty sequence Es = <> for Q, create empty candidate 
operation sets Ec = ∅, 
(2) Use a Petri Net <B, E, A, W> and get the top operation(s) from 
Petri Net that is connected to the top container/container that 
stored the final result and put those operation(s) into a set of 
operations Ec = {ei, …, ek}. 
(3) while Ec not empty do 
   if Ec contains more than one operation then 
  - Use formula (3) to compute the estimated profit for each 

operation in Ec. 
- Get all the operations with the smallest profit and 
randomly select one of the operations with the smallest 
profit. 

  end    
 - Let selected operation be ei.   

- Append ei in front of Es and remove it from Ec. 
- Mark all data sets read by ei as released. 
- Find all operations that write only to the data sets marked as 
released and save them in a set Ew. 
- Remove from Ew the operation that writes to data sets read by 
the other operations not in Es. 
- Append the operations from Ew to Ec.  

end 
(4) End algorithm and return the result Es. 

Example1: The example explains a sample trace of Algorithm 
2 when applied to an Extended Petri Net given in Figure3. In the 
first step, Ec contains only one operation e8 connected to top data 
set B11. Therefore, e8 has the lowest profit in Ec. We append it in 
front of Es = <e8> and we remove it from Ec. The data sets B5, B6, 
and B7 read only by e8 are marked as released. The operations 
writing only to the data sets B8, B9, and B10 are e5, e6, e7. None of 
the data sets B8, B9, and B10 are read by an operation that is not in 
Es. Hence the operations e5, e6, e7 can be added to Ec = {e5, e6, e7}. 
The estimated profits for each operation computed with a formula 
(3) are the following: p(e5) = (0 – 400) = -400, p(e6) = (100 – 50) 
= 50 and p(e7) = (430 – 300) = 70. According to those results, e5 is 
picked, appended in front of Es = <e5, e8>, and removed from Ec = 
{e6, e7}. A data set B7 is an input data set, and it cannot be marked 
as released. As no new data sets are released, Ec remains the same. 
Next, an operation e6 which has the second smallest profit, is taken 
from Ec. It is appended in front of Es = <e6, e5, e8> and is removed 
from Ec = {e7}. A data set B3 read by e6 is marked as released. A 
data set B3 is marked as written by operation e1 and later it is read 
by e3. In this case, e1 cannot be appended to Ec because a data set 
B3 is read by e3 that is not assigned to Es yet. Next, e7 is taken from 
Ec, it is appended in front of Es = <e7, e6, e5, e8>, and is removed 

from Ec. A data set B5 read by e7 is marked as released. A data set 
B5 is written by the operations e3 and e4. Both operations are 
appended to Ec = {e3, e4}. The computations of the profits provide: 
p(e3) = 0 – 280 = -280 and p(e4) = 0 – 150 = -150. According to 
the results, e3 is appended in front of Es = <e3, e7, e6, e5, e8> and it 
is removed from Ec = {e4}. The data sets B3 and B4 read by e3 are 
marked as released. The operations e1 and e2 are written to data 
sets B3 and B4. An operation e1 can be appended into Ec because e6 
that read B3 is already assigned in Es. An operation e2 cannot be 
appended into Ec = {e1, e4} because e4 that reads a data set B4 is not 
in Es yet. The computations of the profits provide: p(e1) = 0 – 100 
= -100 and p(e4) = 200 – 150 = 50. According to the results, e1 is 
appended in front of Es = <e1, e3, e7, e6, e5, e8> and is removed from 
Ec = {e4}. Operation e1 reads an input data set, therefore, no new 
operations can be added to Ec. Next, operation e4 is append to Es = 
<e4, e1, e3, e7, e6, e5, e8> and is removed from Ec. A data set B4 read 
by e4 is marked as released and operation e2 is appended to Ec. 
Finally, operation e2 is appended in front of Es = <e2, e4, e1, e3, e7, 
e6, e5, e8>. Operation e2 reads from an input data set and because 
of that, no more operations can be assigned to Ec. The final 
sequence of operations Es = <e2, e4, e1, e3, e7, e6, e5, e8> is generated 
at the end.  

3.3 Estimation of Storage Requirements and Generation of 
Persistent Storage Release Plan 

A sequence of operation Es obtained from the linearization of 
an Extended Petri Net with Algorithm 2 is used to estimate the 
requirements on the amounts of persistent storage needed for the 
processing of the sequence. Algorithm 3 estimates the persistent 
storage requirements while processing the operations in Es. The 
output of Algorithm 3 is the estimated processing time T for Es 
using the read/write speed of single-tier, the maximum required 
storage V to process Es, and a sequence of the persistent storage 
release plans 𝛿𝛿 = <(ei, (Bk, …, Bh)), …, (ej, (Bx, …, By))>.  

 Algorithm 3 uses a sequence of operations Es and information 
about reading speed per data block rn and writing speed per data 
block wn parameters unchanged and extracted from a single tier in 
multi-tiered persistent storage. Typically, the algorithm is 
processed with the read/write parameters of the highest tier. First, 
the algorithm sets V = 0, which stores the maximum storage 
required to be allocated in the multi-tiered persistent storage, and 
T = 0, which stores the estimated processing time for Es. Next, the 
algorithm iterates over Es in step (2) in Algorithm 3 and lets the 
current operation be ei. First, the total read storage Vr is computed 
by summing all input storage for ei and the total write storage Vw 
is computed by summing all output storage for ei. After that, the 
current temporary storage Vtemp = Vtemp + Vw is updated, where Vtemp 
stores the temporary storage required to process until the current 
operation. Next, the algorithm compares Vtemp with V. If Vtemp is 
larger than V, then V = Vtemp is updated. Next, the algorithm 
computes the estimated total processing time ti for current 
operation ei using the following equation. 

 T(ei) = (Vr * rn) + (Vw * wn)   (4) 

Then, the algorithm updates the total processing time until 
operation ei by summing T = T + T(ei). 

Next, the algorithm gets the storage released by operation ei, 
denoted as a pair (ei, (Bx, …, By)). The detailed procedure is shown 
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from step (2)(vi) to step (2)(viii) in the algorithm. After this, the 
storage is appended into the persistent storage release plan 𝛿𝛿. 

If ei is the member of 𝛿𝛿 then the algorithm needs to release data 
blocks after the output data blocks of ei are allocated. Next, the 
algorithm needs to update Vtemp = Vtemp - the total number of release 
storage by ei.  

Algorithm 3 iterates those procedures above for each operation 
from the input sequence Esi. Finally, Algorithm 3 will generate V, 
T, and 𝛿𝛿 = <(ei, (Bk, …, Bh)), …, (ej, (Bx, …, By))>. 

Algorithm 3: Estimate the total storage required, estimate the 
execution time, and create a persistent storage release plan. 
 
Input: A sequence of operations Es = <ei, …, ek> obtained 
from Algorithm 2 and information about the reading speed per 
data block rn and the writing speed per data block wn of a single 
tier in multi-tiered persistent storage. 
Result: The maximum storage V and the estimated processing 
time T required to process Es and a sequence of the persistent 
storage release plan 𝛿𝛿 = <(ei, (Bk, …, Bh)), …, (ej, (Bx, …, By))>. 
 
(1) Set V= Vtemp = T = 0, Etemp = {} and 𝛿𝛿 =<> 
(2) while iterate over Esi do 
 (i) Let current operation be ei = ({Bj, …, Bk}, {Bm, …, Bn}) 

where {Bj, …, Bk} is the input set of the number of data blocks 
and {Bm, …, Bn} is the output set of the number of data blocks.  
(ii) Next, get the total reading (Vr) and writing (Vw) data 
blocks for ei. 
(iii) Next, use the values of Vr, Vw, rn, wn to compute T(ei) by 
using a formula (4). Update T = T + T(ei). 
(iv) Update Vtemp = Vtemp + Vw. 

 (v) if Vtemp > V then V = Vtemp. 
 (vi) Get all the input storage read only by ei and get all the 

input storage connected to both ei and other operations in 
Etemp and create a group of data sets (Bx, …, By). 
(vii) Next, remove a data set from (Bx, …, By) if the data set 
is the input argument of root operations in Es. 
(viii) Create a pair (ei, (Bx, …, By)) and append it into 𝛿𝛿. 

 if ei ∈  𝛿𝛿 then 
  - Add the storage requirements of (Bx, …, By) to get the 

total number of data blocks Ri released by ei. 
- Update Vtemp = Vtemp – Ri. 

 end 
end 
(3) Return V, T and 𝛿𝛿 = <(ei, (Bk, …, Bh)), …, (ej, (Bx, …, By))>. 

Example 2: A sample trace of Algorithm 3 is performed on a 
sequence of operations Es = <e2, e4, e1, e3, e7, e6, e5, e8> from 
Example 1 together with the reading and writing speed per data 
block from the highest tier l3 = (0.05, 0.055, <500, 300, 100>). As 
it has been mentioned before, the reading and writing speed per 
data block is measured in the standardized time units. 

 At the very beginning, we set V = Vtemp = T = 0, and 𝛿𝛿 =
<>. Next, we iterate over Es, and let the current operation be e2. It 
reads Vr = 300 data blocks and writes Vw = 200 data blocks. Next, 
we compute t2 = (300*0.05) + (200*0.055) = 26 and update T = T 
+ t2 = 26. Then, we set Vtemp = V = 200. A persistent storage release 

plan 𝛿𝛿  remains empty because e2 is the first operation in the 
sequence Es. 

In the next iteration, the current operation is e4. We compute t4 
= (200*0.05) + (150*0.055) = 18.25 and update T = 26 + 18.25 = 
44.25 and Vtemp = 200 + 150 = 350. Due to Vtemp being larger than 
V, we increase V = 350. The operation does not release storage and 
there is no need to update 𝛿𝛿. 

In the next iteration e1 is the current operation.  T  = 59.75, Vtemp 
= 350 + 100 = 450 and V= 450. 

 In the next iteration e3 is the current operation.  T = 90.15, Vtemp 
= 450 + 280 =730 and V = 730. This time, e3 released 200 data 
blocks, therefore, we need to update 𝛿𝛿 = <(e3, (B4))>. Total number 
of data blocks released by e3 is 200. Therefore, we update Vtemp = 
730 – 200 = 530. 

In the next iteration, e7 is the current operation.  T = 128.15 and 
Vtemp = 530 + 300 = 830 and V= 830. This time we release storage 
B5 and update 𝛿𝛿 = <(e3, (B4)), (e7, (B5)) > and Vtemp = 830 – 430 = 
400. 

In the next iteration, e6 is the current operation.  T = 135.9 and 
Vtemp = 400 + 50 = 450 and V= 830. The storage released by e6 is 
B3 and update 𝛿𝛿 = <(e3, (B4)), (e7, (B5)), (e6, (B3)) > and Vtemp = 450 
– 100 = 350. 

In the next iteration, e5 is the current operation. The algorithm 
computes T = 182.9 and Vtemp = 350 + 400 = 750 and V= 830. An 
operation e5 does not release any storage. 

The last operation from the sequence Es is e8. The algorithm 
computes T = 247.9 and Vtemp = 750 + 500 = 1250 and V= 1250. 
This operation releases three storages, B8, B9, and B10. The updated 
storage released plan is 𝛿𝛿 = <(e3, (B4)), (e7, (B5)), (e6, (B3)), (e8, (B7, 
B8, B9))>. 

Finally, Algorithm 3 returns T = 247.9 of time units, V = 1250 
data blocks and 𝛿𝛿 = <(e3, (Bi4)), (e7, (B5)), (e6, (B3)), (e8, (B7, B8, 
B9))> for a sequence of operations Es. 

4. Resource Allocation for a Group of Queries 

Algorithm 4 takes on input a set of query processing plans ℰ =
 {Es1, …, Esn} created by Algorithm 2, a set of estimated processing 
times 𝒯𝒯 = {T1, …, Tn}, a set of maximum storage requirements for 
each processing plan 𝒱𝒱 = {V1, …, Vn}, a set of deallocation plans 
𝒟𝒟 = {𝛿𝛿1, … , 𝛿𝛿𝑛𝑛}  from the Algorithm 3, and a sequence of 
persistent storage tiers L = <l0, …, ln>. The output of the algorithm 
is a sequence of storage allocation plans P. 

First, the algorithm gets the estimated processing time T and 
the estimated highest allocation storage V for processing plans 
from ℰ. Next, the algorithm collects the candidate operations from 
ℰ , where a candidate operation is the first operation from each 
sequence, and puts them into a set of candidate operations Ec. Next, 
the algorithm picks one operation from Ec in the following way. 
First, the algorithm picks the operations from the sequences with 
the smallest volume, V. If more than one operation is found, then 
from the operations found so far, the algorithm picks the operations 
from the sequences with the shortest time, T. If again more than 
one operation is found, then the algorithm uses formula (3) to 
compute a profit for each operation and picks the operations with 
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the highest profit. Again, if more than one operation is still found, 
then the algorithm randomly picks one operation. Let selected in 
this way, the candidate operation be ei = ({Bi, …, Bj}, {Bk, …, Bh}), 
and the total number of data blocks in output data sets of the 
operation be Vw. 

Algorithm 4 passes the information about L, Vw, and P to 
Algorithm 4.1 to find the best partition and generate the updated 
storage allocation plan P. Next, Algorithm 4 must update L with 
information about temporary storage to be released after the 
processing of ei. To do so, Algorithm 4 passes a deallocation plan 
𝛿𝛿𝑖𝑖 for Esi, a sequence of tiers L, and the operation ei to Algorithm 
4.2 to update information about available storage in L. 

Finally, an operation ei is removed from Esi. The algorithm 
repeats the steps above for each operation from each sequence until 
all sequences are empty. The algorithm returns the final storage 
allocation plan P. 

Algorithm 4: Generating storage allocation plans 
 
Input: A set of processing plans ℰ = {Es1, …, Esn} from algorithm 
2, deallocation plan 𝛿𝛿, the maximum storage V, and the estimated 
processing time T for each sequence from Algorithm 3. A 
sequence of tiers L = <l0, …, ln> where each tier li is described as 
triple (ri, wi, <sij, …, sii>). 
Result: A sequence of allocation plans P = <Dij, …, Dnk>. 
 
(1) Create empty sequence of allocation plans P = < >. 
(2) While until all sequences in ℰ are empty do 
 - Create an empty set of candidate operations Ec = {}.  

- Get the first operations from the sequences with the smallest 
volume V and put them into Ec. 

 if more than one operation is found in Ec then 
  - Keep the operations from the sequence Es1, …, Esn with 

the smallest estimated processing time T and remove the 
rest of the operations from Ec. 

 else if more than one operation is found in Ec then 
  - Keep the operations with the highest profit using formula 

(3) and remove the rest of the operations from Ec. 
 else if more than one operation is found in Ec then 
  - Select one operation randomly and make Ec empty. 
 end 

- Let the selected operation be ei = {Bi, …, Bj}, {Bk, …, Bh} 
from Esj and its input storage be {Bi, …, Bj} and its output 
storage be {Bk, …, Bh}. 
- Let the number of total output storage be Vw. 
- Use the information of L, Vw, and P to find the best partition 
using Algorithm 4.1 and get the result of updated plan P from 
algorithm 4.1. 
- Pass the information about a deallocation plan 𝛿𝛿𝑗𝑗, a state of 
multi-tiered persistent storage L, and the operation ei to 
Algorithm 4.2 to update L with information about temporary 
storage released by ei. 
- Remove ei from Esj. 
- Update estimated processing time T and V for Esj. 

end  
(3) Return the sequence of multi-tiered storage allocation plans 
P = <Dij, …, Dnk>. 

 

Algorithm 4.1 finds the best partition using the information in 
L, Vw, P and ei provided by Algorithm 4.  

Let ei be a member of Esj, and a set of allocation plans for ei is 
denoted Dji. First, the algorithm needs to find the best partition 
located at the highest possible tier in order to achieve the best 
processing time. Next, the algorithm finds a partition that can 
accommodate the storage Vw where Vw is the total output storage 
required to store the temporary/permanent result of ei. The input 
storage {Bi, …, Bj} is already assigned to one of the partitions on 
L. Therefore, the algorithm needs to find the best storage allocation 
for Vw only. 

Next, the algorithm iterates over the tiers in L. Let the current 
tier be (rn, wn, <snj, …, sni>). The algorithm needs to check whether 
the required storage Vw can be allocated entirely in one partition or 
over more partitions. When the amount of storage available at one 
of the partitions in the highest tier is larger or equal to Vw, the 
algorithm creates an allocation plan (Bi, snj) where Bi = Vw and 
appends that plan to Dji. But sometimes, the amounts of storage 
available at all partitions in the highest tier are smaller than the 
required storage Vw. In that case, the algorithm splits storage Vw 
into multiple storages Vw', …, Vw''. Some storage is to be allocated 
at the faster tier, and some may be at the lower tier. For that case, 
the algorithm splits Vw to allocate more than one partition and 
creates allocation plans (Bi, snj), …, (Bj, snk). Next, the algorithm 
appends all those plans into Dji. Finally, the allocation plan Dji is 
appended to P and returned to Algorithm 4. 

Algorithm 4.1: Finding the best partition and generating a plan 
for storage allocations 
 
Input: A multi-tiered persistent storage L = <l0, …, ln>, storage 
requirements Vw of an operation ei, a sequence of storage 
allocation plans P. 
Result: The updated sequence of storage allocation plans P. 
 
(1) Let the amounts of temporary storage Vtemp = 0 and let an 
initial storage allocation plan Dji for the operation ei be empty. 
(2) while iterate over L in reverse order do 
 (i) Let current tier be li = (ri, wi, <sii, …, sin>) and let <sii, …, 

sin> be a sequence of partitions in li arranged from the 
smallest to the largest partition. 
(ii) Iterate over partitions <sii, …, sin> and choose a partition 
sik such that its size is equal or larger than Vw.  

 (iii) if size of sik is larger or equal to Vw then 
  - Create a pair (Bi, sni) where Bi = Vw and append it into Dji. 

- Update sik = sik – Vw and Vw = Vtemp. 
- Sort a sequence of partitions arranged from smallest 
available storage to largest available storage. 

 else if all storage in current set is smaller than Vw then 
  - Update Vtemp = Vw. 

while iterate over partition in reverse order and until Vtemp 
= 0 or all available storage become zero do 

   - Let the current storage in a set be sik. 
- Split storage into two parts: Vw, where Vtemp = Vtemp - sni 
and Vw = sik 
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- Create a pair (Bi, sik) where Bi = Vw and append it into 
Dji. 
- Update sii = 0, and Vw = Vtemp. 
- Sort a sequence of partitions arranged from smallest 
available storage to largest available storage. 

  end 
 end 
end 
(3) Append Dji = {(Bi, sni), …, (Bj, smk)} into P.  
(4) Return P. 

Algorithm 4.2 releases persistent storage no longer needed by 
an operation ei. An input to the algorithm is a deallocation plan 𝛿𝛿𝑖𝑖, 
a sequence of tier L = <(rn, wi, <sni, …, sni>), …, (r0, w0, <sn0, …, 
snj>)>, and the operation ei passed from Algorithm 4. 

Algorithm 4.2 checks whether ei releases any persistent 
storage. If ei is a member of the deallocation plan 𝛿𝛿𝑖𝑖 , then the 
algorithm needs to update L according to the deallocation plan, 
such as removing the storage released by ei from the occupied 
storage. If ei is not a member of the deallocation plan, then the 
algorithm does not need to update L. 

Algorithm 4.2: Deallocation the storage 
 
Input: A deallocation plan 𝛿𝛿𝑖𝑖, a multi-tiered persistent storage L 
= <l0, …, ln>, and the operation ei. 
Result: The updated multi-tiered persistent storage L = <l0, …, 
ln>. 
 
(1) if ei ∈ 𝛿𝛿𝑖𝑖 then 
 - Get the storage released by ei like (Bx, …, By). 
 while iterate over (Bx, …, By) do 
  - Let current storage be Bi and the location of Bi be (Bi, shi) 

where storage Bi is located at partition i from tier lh. 
- Remove a storage Bi from partition i in level lh and update 
shi = shi + Bi. 
- Let shi is belong to the sequence <shx, …, shy>. 
- Sort a sequence of partitions <shx, …, shy> arranged from 
smallest available storage to largest available storage. 

 end 
end 
(2) Return the updated L = <l0, …, ln>. 

 Algorithm 5 computes the total processing time Tf for the 
allocation plan P created by Algorithm 4. First, the algorithm 
iterates over plan P. Let the current set of plans be Dji = {(Bi, sni), 
…, (Bj, sik)} where Dji is a set of plans for the operation ei in 
sequence Esj. Next, the algorithm iterates over Dji. Let the current 
pair be (Bi, sni). Then, the algorithm computes the processing time 
for that pair. If Bi is a member of input data blocks for ei, then 
compute Tf = Tf + (Bi * rn) where rn is a reading speed per data 
block. If Bi is the member of output data blocks for ei, then compute 
Tf = Tf + (Bi * wn) where wn is a writing speed per data block. Next, 
the algorithm checks whether ei is the last operation in the 
sequence Esj or not. If ei is the last operation, then the algorithm 
needs to compute the reading time for final storage such as Tf = Tf 
+ (Vw * rn), where Vw is the total data blocks written by operation 

ei. Finally, the algorithm returns the total execution time for plan 
P. 

Algorithm 5: Final estimated processing time for allocation 
plan 
 
Input: A sequence of allocation plans P = <Dij, …, Dnk>. 
Result: Total estimated processing time Tf for allocation plan P. 
 
(1) Let total processing time for sequences be Tf = 0.  
(2) while iterate over P do 
 - Set total writing data block be Vw = 0. 

- Let the current plan be Dji = {(Bi, sni), …, (Bj, sik)} for 
operation ei = {Bi, …, Bj}, {Bk, …, Bh} from Esj. 

 while iterate over Dji then 
  - Let current pair be (Bi, sni) where Bi is a total number of 

data blocks allocated at a tier n in a partition i (sni). 
if Bi is member of input storage {Bi, …, Bj} then 

   - Tf = Tf + (Bi * rn)  
  else 
   - Tf = Tf + (Bi * wn) 
  end 
 end 
 if ei is the last operation from Esj then 
  - Read the final result and release the storage. 

- Update Tf = Tf + (Vw * rn). 
 end 
end 
(3) Return total processing time for allocation plan Tf. 

Example 3: In this example, we use a multi-tiered persistent 
storage with 3 tiers. We assume that the highest tier l2 has 3 
partitions, the lower one l1 has 2 partitions, and the bottom tier l0 
has 3 partitions. The parameters of the tiers are listed below. 

L = <l0, l1, l2> 

- l0 = (0.2, 0.21, <200, 500, 1000>)  

- l1 = (0.1, 0.105, <100, 200>)   

- l2 = (0.05, 0.055, <40, 50>)  

Next, we use a set of sequences ℰ = {Es1, Es2, Es3}. A sequence 
Es1 consists of the following 3 operations Es1 = <e1, e2, e3> where 

- e1 = ({50, 50}, {100})  

- e2 = ({100}, {50})  

- e3 = ({50}, {20}) 

The total estimated processing time for Es1 is T2 = 37.85 and V1 
= 150. 

The sequence Es2 consists of one operation, Es2 = < e1> where  

- e1 = ({150}, {100}) 

The total estimated processing time for Es2 is T2 = 40.50 and V2 
= 100. 

The last sequence Es3 consists of 4 operations Es3 = < e1, e3, e2, 

e4, > where 
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- e1 = ({50}, {40, 40})  

- e2 = ({40}, {20})  

- e3 = ({40}, {10})  

- e4 = ({30}, {10})  

The total estimated processing time for Es3 is T3 = 22.60 and V3 
= 110. 

Following step (2) of Algorithm 4, we picked an operation e1 
from sequence Es2, because V2 is the smallest volume, and put it 
into Ec = {e1}. Since we have only one candidate operation, it is 
passed to Algorithm 4.1 to find the storage allocations for the 
outputs of operation e1. According to Algorithm 4.1, the best 
storage is s23 and therefore, we created a plan like (100, s23). We 
then appended the plan into P = <(100, s23)>. Next, Algorithm 4 
released storage if e1 needs to release some storage. According to 
Algorithm 4.2, e1 does not need to release any storage. We repeated 
the above procedure and finally get the plan P for ℰ where P = 
<{(40, s21), (50, s22), (10, s11)}, {(40, s21), (40, s22)}, {(10, s22), (10, 
s11)}, {(10, s21)}, {(10, s21)}, {(40, s21), (50, s22), (10, s11)}, {(50, 
s11)}, {(20, s21)}>. 

Next, we compute the processing time for a sequence of plan 
P by using the algorithm 5. The total processing time Tf for ℰ is 
112.55 time units. With random allocation, the total processing 
time for ℰ  become 143.45 time units. Without multi-tiered 
persistent storage with partitions, the total execution time for ℰ is 
219.90 time units. 

5. Example/Experiment 

Different types of persistent storage devices such as SSD, 
HDD, and NVMe can be used to create a multi-tiered persistent 
storage system. In the experiment, we picked a sample multi-tiered 
persistent storage L that consists of 4 tiers <l0, l1, l2, l3>, where l3 
is the fastest tier such as NVMe and l0 is the slowest tier, such as 
HDD and l2 and l1 are faster and slower SSDs. Each tier is divided 
into two partitions of different sizes. Table 1 shows the read and 
write speed per data block expressed in standardized time units and 
the total number of data blocks available at each partition.  
Table 1: Read/Write Speed with Available Size for Multi-tiered Storage Devices 

Level of 
Devices 

Reading 
Speed 

Writing 
Speed 

Partition 1 Partition 2 

l0 0.15 * 103 0.155 * 103 1000 2000 
l1 0.1 * 103 0.105 * 103 500 600 
l2 0.08 * 103 0.085 * 103 150 200 
l3 0.05 * 103 0.055 * 103 50 100 

In the experiment, we applied Algorithm 1 to convert eight 
query processing plans into the Extended Petri Nets. Next, we used 
Algorithm 2 to find the optimal sequences of operations for each 
Petri Net. Next, Algorithm 3 was used to get the deallocation plans 
𝛿𝛿, the maximum volumes V, and the estimated execution times T 
required for each sequence of operations found by Algorithm 2. 
The values for each sequence are the following. 

Es1= <e1, e3, e2, e4, e5, e6, e7, e8, e9>  

V1 = 150, T1 = 110.70 
Table 2: Operations With Input and Output Data sets For Es1 

Operation Input data set Output data set 

e1 300 100 
e2 200 50 
e3 100 50 
e4 50 20 
e5 50, 20 50 
e6 50 20, 20 
e7 20 10 
e8 20 10 
e9 10, 10 10 

Es2= <e2, e5, e1, e4, e7, e9, e3, e6, e8, e11, e10, e12>  

V2 = 300, T2 = 108.35 
Table 3: Operations with Input and Output Data sets For Es2 

Operation Input data set Output data set 
e1 100 50 
e2 100 70 
e3 100 60 
e4 50 30 
e5 70 30 
e6 60 40 
e7 30, 30 50 
e8 40 20 
e9 50 30 
e10 20 10 
e11 30 20 
e12 20, 10 20 

Es3= <e1, e3, e2, e4, e7, e5, e8, e6, e11, e10, e9, e12, e13, e14, e15> 

V3 = 300, T3 = 147.40 
Table 4: Operations with Input and Output Data sets For Es3 

Operation Input data set Output data set 
e1 500 400 
e2 600 300 
e3 400 100, 50 
e4 300 200, 50 
e5 100 30 
e6 50 30 
e7 200 100 
e8 50 10 
e9 30 20 
e10 30 10 
e11 100, 10 60 
e12 20 10 
e13 60 50 
e14 50 40 
e15 10, 10, 40 50 

Es4= <e1, e2, e4, e3, e5 >  

V4 = 250, T4 = 100.70 
Table 5: Operations with Input and Output Data sets For Es4 

Operation Input data set Output data set 
e1 80 70 
e2 70 30, 30 
e3 30 20 
e4 30 10 
e5 20, 10 20 

Es5= <e1, e3, e5, e2, e4, e6, e7, e9, e8, e10 > 

V5 = 200, T5 = 93.50 
Table 6: Operations with Input and Output Data sets For Es5 

Operation Input data set Output data set 
e1 300 100 
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e2 100 50 
e3 200 100 
e4 50 30 
e5 100 50 
e6 30 20 
e7 100 50 
e8 50 30 
e9 20, 50 40 
e10 30, 40 50 

Es6 = <e1, e2, e3>  

V6 = 150,  T6 = 37.85  
Table 7: Operations with Input and Output Data sets For Es6 

Operation Input data set Output data set 
e1 50, 50 100 
e2 100 50 
e3 50 20 

Es7 = < e1> 

V7 = 100, T7 = 40.50 
Table 8: Operations with Input and Output Data sets For Es7 

Operation Input data set Output data set 
e1 150 100 

 Es8 = < e1, e3, e2, e4, > 

V8 = 110, T8 = 22.60  
Table 9: Operations with Input and Output Data sets For Es8 

Operation Input data set Output data set 
e1 50 40, 40 
e2 40 20 
e3 40 10 
e4 20, 10 10 

Next, we used Algorithm 4 to decide on an order of concurrent 
processing of operations from the sequences in ℰ. Algorithms 4.1 
and 4.2 were used within Algorithm 4 to find the best allocation of 
partitions and to generate a persistent storage allocation plan. The 
details of the plan are listed in the Appendix. After that, we used 
Algorithm 5 to simulate the processing of the plan to get the total 
estimated execution time Tf, see Table X. 

In the second experiment, we used the same set of sequences 
of operations ℰ, and whenever more than one operation could be 
selected for processing, we randomly picked an operation. The 
total execution time for the second experiment is given in Table X. 

In the third experiment, we used only a single tier of persistent 
storage, and like before, whenever more than one operation could 
be selected for processing, we randomly picked an operation. The 
final results of all experiments are summarized in a Table X. 

Table 10: Summary of Experimental Results 

Experiment Method Total execution 
time-units 

Experiment 1 Using allocation plan over 
multi-tiered persistend 
storage that proposed in this 
work. 

857 

Experiment 2 Using random allocation plan 
over multi-tiered persistend 
storage. 

1,068.35 

Experiment 3 Using allocation plan without 
multi-tiered persistend 
storage. 

1,466.95 

 

By comparing those three results, one can find that the 
execution plan for experiment 1 achieves better performance and 
faster execution time than experiment 2 and experiment 3. 

6. Summary and Future Work 

This paper presents the algorithms that optimize the allocations 
of persistent storage over a multi-tiered persistent storage device 
when concurrently processing a number of database queries. The 
first algorithm converts a single query processing plan obtained 
from a database system into an Extended Petri Net. An Extended 
Petri Net represents many different sequences of database 
operations that can be used for the implementation of a query 
processing plan. The second algorithm finds in an Extended Petri 
Net a sequence of operations that optimizes storage allocation in 
multi-tiered persistent storage when a query is processed. The third 
algorithm estimates the maximum amount of persistent storage and 
processing time needed when a sequence of operations found by 
Algorithm 2 is processed.  

In the second part of the paper, we considered the optimal 
allocation of multi-tiered persistent storage when concurrently 
processing a set of queries. We assumed that the first three 
algorithms are used for individual optimization of storage 
allocation plans for each query in a set. The fourth algorithm 
optimizes the allocation of multi-tiered persistent storage when a 
set of sequences of operations obtained from the first three 
algorithms is concurrently processed. The algorithm creates a 
persistent storage allocation and releases a plan according to the 
available size and speed of the devices implementing multi-tiered 
persistent storage.  

The last algorithm processes a storage allocation plan created 
by the previous algorithm and returns the estimated processing 
time. To validate the proposed algorithms, we conducted several 
experiments that compared the efficiency of processing plans 
created by the algorithms with the random execution plans and 
execution plans without multi-tiered persistent storage. According 
to the outcomes of experiments, the storage allocation plans 
obtained from our algorithms consistently achieved better 
processing time than the other allocation plans. 

Several interesting problems remain to be solved. An optimal 
allocation of persistent storage in the partitions of multi-tiered 
storage contributes to a dilemma of spreading a large allocation 
over smaller allocations at many higher-level partitions versus a 
single allocation at a lower partition.  

Another interesting question is related to a correct choice of a 
level at which storage is allocated depending on the stage of query 
processing. It is almost always such that the initial stages of query 
processing operate on the large amounts of storage later reduced to 
the smaller results. It indicates that the early stages of query 
processing should be prioritized through storage allocations at 
higher levels of multi-tiered storage. It means that the parameters 
of multi-tiered storage allocation may depend on the phases of 
query processing with faster storage available at early stages. 

The next interesting problem are the alternative multi-tiered 
storage allocation strategies. In one of the alternative approaches, 
after the serialization of Extended Petri Nets representing 
individual queries, it is possible to combine the sequence of 
operations into one large Extended Petri Net and apply 
serialization again. Yet another idea is to combine the Extended 
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Petri Nets of individual queries into one Net and try to eliminate 
multiple accesses to common data containers.  

The next stimulating problem is what to do when the 
predictions on the amounts of data read and/or written to multi-
tiered persistent storage do not match the reality. A solution for 
these cases may require ad-hoc resource allocations and dynamic 
modifications of existing plans. 

It is also possible that a set of queries can be dynamically 
changed during the processing. For example, a database 
application can be aborted, or it can fail. Then, the management of 
persistent storage also needs to be dynamically changed. A 
solution to such a problem would require the generation of a plan 
with the options where certain tasks are likely to increase or 
decrease their processing time. 
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APPENDIX 

A processing plan for the experiments described in a section 6 
of the paper is the following sequence P of the individual plans. 

P = < D71, D81, D83, D82, D84, D61, D62, D63, D11, D13, D12, D14, D15, 
D16, D17, D18, D19, D51, D53, D55, D52, D54, D56, D59, D58, D510, D41, D42, 
D44, D43, D45, D22, D25, D21, D24, D27, D29, D23, D26, D28, D211, D210, 
D212, D31, D33, D32, D34, D37, D35, D38, D36, D311, D310, D39, D312, D313, 
D314, D315> 

Each plan Dij is the following set of pairs: 

D71 = {(50, s31), (100, s32)}, D81 = {(40, s31), (10, s31), (30, s32)} 

D83 = {(20, s32)}, D82 = {(10, s31)}, D84 = {(10, s31)} 

D61 = {(100, s32)}, D62 = {(50, s31)}, D63 = {(20, s32)} 

D11 = {(100, s32)}, D13 = {(50, s31)}, D12 = {(50, s32)}, D14 = {(20, 
s32)}, D15 = {(50, s32)}, D16 = {(20, s31), (20, s31)}, D17 = {(10, s31)}, 
D18 = {(10, s31)}, D19 = {(10, s31)} 

D51 = {(50, s31), (100, s32), (50, s21)}, D53 = {(100, s21)}, D55 = 
{(50, s31)}, D52 = {(50, s32)}, D54 = {(30, s32)}, D56 = {(20, s32)}, D57 
= {(50, s32)}, D59 = {(30, s32), (10, s21)}, D58 = {(30, s32)}, D510 = 
{(50, s31)} 

D41 = {(70, s32)}, D42 = {(30, s31), (30, s32)}, D44 = {(10, s31)}, 
D43 = {(20, s31)}, D45 = {(20, s31)} 

D22 = {(70, s32)}, D25 = {(30, s32)}, D21 = {(50, s31)}, D24 = {(30, 
s32)}, D27 = {(50, s31)}, D29 = {(30, s32)}, D23 = {(60, s32)}, D26 = 
{(40, s31)}, D28 = {(20, s32)}, D211 = {(20, s31)}, D210 = {(10, s31)}, 
D212 = {(20, s31)} 

D31 = {(150, s21), (100, s22), (50, s31), (100, s32)}, D33 = {(50, s11), 
(100, s22)}, D32 = {(150, s21), (50, s31), (100, s32)}, D34 = {(150, s11), 
(50, s22), (50, s22)}, D37 = {(100, s32)}, D35 = {(30, s31)}, D38 = {(10, 
s31)}, D36 = {(20, s21), (10, s31)}, D311 = {(60, s21)}, D310 = {(10, s31)}, 
D39 = {(20, s32)}, D312 = {(10, s31)}, D313 = {(50, s32)}, D314 = {(40, 
s31)}, D315 = {(50, s32)} 
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 In complex swarm robotic applications that perform different tasks such as transportation 
and observation, robot swarms should construct and maintain a formation to adapt and 
move as a single large-scale robot. For example, transportation and observation tasks 
require unique robot swarms with either high densities to support the weight of the 
transported objects or low densities to avoid overlapping field of views and avoid 
obstructions. Previous literature has not focused on structure optimization because 
swarming provides a large-collective capability. This paper proposes a leader-follower-
controlled collective movement method by calculating direction and distance potentials 
between robots based on geometric constraints, constricting robot positioning along radial 
gradients around the leader robot according to these potentials. This paper demonstrates a 
robot swarm applying the proposed method while maintaining formations with different 
densities while moving and evaluates the robot swarm structure-maintaining performance. 
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Collective movement 
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1. Introduction 

Cooperation between multiple robots is one method to 
complete large-scale and parallel tasks that a single robot cannot 
solve alone. Swarm robotic systems achieve this cooperative 
capability without centralized control by implementing swarm 
intelligence. In this system, a swarm of robots behaves in an 
organized manner through robot interactions [1]. When robots 
must complete a complex task that requires object transportation 
and tracking, they must move in a group or swarm. Various 
methods have been studied to determine swarm behaviors suitable 
for the task. Heavy object transportation requires a high-density 
robot swarm to support the weight. In contrast, the transport of 
light objects requires a low-density robot swarm to reduce the 
number of operating robots. In addition, monitoring dynamic 
targets, such as a school of fish, requires a low-density robot 
swarm to expand and optimize the observation range. Swarm 
robotics requires adaptive swarm behaviors that control robots to 
achieve different densities and shapes. 

Swarm behavior control for object transportation robots 
includes collective movements in which the robot swarm moves 
while maintaining either a pre-organized shape in a two-
dimensional [2] or three-dimensional space [3], or a flock, in which 
robots move while changing their arrangement to adapt to the 

velocities and positions of other robots [4, 5]. These approaches 
typically control the robots using local interactions based on inter-
robot relative distances and orientations [6], global interactions 
based on a virtual leader robot [7], environmental geometry, and 
the positions of the robots [8]. Local interactions distribute control 
based on the states of neighboring robots; formations determined 
in this way must place robots at intervals in which they recognize 
their neighbors. Robots can build a dense hexagonal close-packed 
structure to ensure that they do not deform, split, or break 
formation, while at the same time prioritizing swarming [9] or area 
cover [10]. Global interactions, on the other hand, require 
centralized control to share arbitrary information. Formations 
constructed using this method can freely position the robots 
individually. The number of controllable robots in this global-
control scheme then depends on the communication performance 
of the robots and the computational performance of the centralized 
control unit. Hence, distributed control based on local information 
is advantageous when controlling a large-scale robot swarm. 
However, the formations constructed under this control method 
cannot provide density and area coverage suitable for many 
cooperative tasks with different densities. Therefore, we consider 
a method for constructing and moving a large-scale robot swarm 
with different densities, scales, and shapes to perform cooperative 
tasks. Cooperation between multiple robots is one method to 
complete large-scale and parallel tasks that a single robot cannot 
solve alone. Swarm robotic systems achieve this cooperative 
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capability without centralized control by implementing swarm 
intelligence. In this system, a swarm of robots behaves in an 
organized manner through robot interactions [1]. When robots 
must complete a complex task that requires object transportation 
and tracking, they must move in a group or swarm. Various 
methods have been studied to determine swarm behaviors suitable 
for the task. Heavy object transportation requires a high-density 
robot swarm to support the weight. In contrast, the transport of 
light objects requires a low-density robot swarm to reduce the 
number of operating robots. In addition, monitoring dynamic 
targets, such as a school of fish, requires a low-density robot 
swarm to expand and optimize the observation range. Swarm 
robotics requires adaptive swarm behaviors that control robots to 
achieve different densities and shapes. 

Figure 1 shows two types of structures based on connections 
between neighboring robots: crystalline structures, which arrange 
robots in a regular tessellation [11], and amorphous structures, 
which place robots in an irregular pattern suited to a given 
condition [12]. Comparing the density of each crystalline structure 
when packed by circular robots, the hexagonal lattice is the 
highest, and the honeycomb lattice is the lowest, depending on the 
number of neighbors. In crystalline structures, robots can maintain 
their construction with only the relative angles and distances 
between them, making the formations match the constructed 
lattice. In contrast, an amorphous structure has irregular angles 
between neighboring robots. Therefore, the swarm shape can meet 
evolving environmental requirements. Amorphous swarms also 
prevent splitting by reinforcing high-load sections during 
transportation. However, owing to these properties, amorphous 
structures cannot build a shape with high density. This study 
focuses on crystalline robotic formations to stably control swarms 
with different densities. 

 
Figure 1: Examples of crystalline and amorphous structures 

Regular tessellations provide latticed structures with high 
density by arranging the robots according to geometric constraints. 
The study of modular robots in lattice structures has facilitated the 
development of self-organizing robots with angular joints between 
neighbors in honeycomb, square, and hexagonal lattices [13, 14, 
15]. These robots can self-organize various swarm shapes by 
recursively communicating with their neighbors, and can behave 
rigidly as they are physically interconnected with neighboring 
robots. However, these modular robots cannot organize other 
lattice formations owing to the physical constraints of their joint 
assemblies. In this study, we design a virtual interaction to 
construct lattice-based swarm shapes without the physical 
restriction of joints, such as the joint limits of modular robots. In 
our previous study, we proposed a collective movement using a 
distance-based local interaction based on the Lennard-Jones 
potential, an intermolecular potential [16]. This potential 
converges into a hexagonal close-packed structure, as described 

above. This study develops a group-forming model that adds an 
angular potential to this distance potential. For collective 
movement, the method introduces a leader-follower control, in 
which the robots orient with respect to a single leader robot in the 
group. Host systems and operators can then control the robot 
swarm by managing only the path of the leader. Therefore, the 
system does not require a large-capacity network to connect all 
robots. The above global-information-based approach can achieve 
collective movement without this physical leader by introducing a 
goal location and a virtual leader. For the host system to broadcast 
such information to the swarm, the system must either deploy an 
area network to communicate the information to all robots or equip 
them with a sensor device that can detect the direction of a physical 
goal, such as a light [17] or sound [18]. The robots then move 
autonomously toward the position indicated by the global 
information. Unfortunately, it is difficult for systems to manage the 
moving path of the whole swarm because the robots move 
autonomously. Therefore, this study considers the collective 
movement of a large-scale robot swarm using leader-follower 
control, controlling the swarm path in real-time by communicating 
with a single robot. We developed a collective movement method 
for a robot swarm with a density, scale, and shape suitable for 
cooperative tasks solved by robot swarms via teleoperation of a 
leader robot. This paper shows that a robot swarm applying the 
proposed method can move while maintaining various swarm 
shapes constructed with different densities. 

The rest of this paper is structured as follows: Section 2 
describes the configuration of the robot swarm and mathematical 
variables. Section 3 proposes a group-forming potential and 
collective movement method using leader-follower control. In 
Section 4, we discuss changing the robot swarm structures, and 
apply the changes during movements with different densities, 
sizes, and shapes. Finally, Section 5 summarizes the study. 

2. Preliminaries 

The robot swarm used in this study consists of two or more 
homogeneous mobile robots that may move within a linearly 
controllable speed vmax in all directions in a two-dimensional plane 
without any obstacles. The robot is equipped with both a distance 
sensor, such as light detection and ranging (LiDAR), to obtain the 
relative positions of surrounding neighbor robots and a local 
communication device, such as an infrared communicator, to 
exchange unique information with neighbors detected by the 
sensor. The position information is input to the proposed 
controller. As shown in Figure 2, the controller recognizes the 
neighbors to construct the lattice connected by the red lines among 
the communicable neighbors in all directions. The outer shape of 
the robots is circular with a diameter of σ [m] to prevent the 
occurrence of distance error due to robots measuring each other 
from all directions. All robots require a shared common reference 
direction to determine their neighboring angles and construct 
lattice structures; to provide this orientation, we initialize the 
robots with the same heading or synchronize directional 
information by averaging the data through local communication 
[19]. The i-th robot obtains the physical information of a neighbor 
robot with a distance-vector rij , composed of the distance ||rij|| and 
the direction angle θij, to the j-th neighboring robot. 
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Figure 2: Neighbors that can communicate with the central robot in each latticed 
structure. The red line represents the connection with the neighboring robots 
equidistant from the central robot. 

3. Multi-Robot Movement Control Method 

3.1. Group-forming potential with latticed structures 

Geometric swarm tessellations depend on the distance and 
angle between neighboring robots, treated as points. To maintain 
the structure of these points, distance and angle are used to 
compute and converge on a target structure. We propose a virtual 
potential-based interaction that depends on the relative position of 
neighboring robots to maintain cohesion. 

Regarding the distance potential, we took inspiration from the 
interaction of molecules that organize molecular lattice structures. 
Among the various potential models that describe molecular 
bonds, the Lennard-Jones potential [20] is calculated with simple 
operations. With this potential, the repulsive and attractive forces 
diverge to infinity as the distance between molecules shrinks with 
an arbitrary maximum value determined by a coefficient past a 
certain distance depending on the molecular diameter. Considering 
the robot as a molecule, this study modifies the potential using the 
normalized coefficient adjusted to ensure that the maximum 
attractive force is one; the force on the relative distance, which is 
the first-order derivative of the Lennard-Jones potential, is 
expressed as follows: 

 . (1) 

The robot moves according to the calculated force, converging 
to a distance of ||r0||, where fi

D′(r0) = 0, depending on the diameter. 
The robots are controlled only by this potential move toward the 
balance distance between themselves and their neighbors, moving 
freely about a circle of radius ||r0||. Consequently, the robots 
organize into a close-packed hexagonal lattice structure. This study 
introduces an angular potential that converges in equally spaced 
directions, suitable for lattices with different densities. Robots 
constructing the lattice structure must place their neighbors in the 
angular intervals of 2π/3, π/2, and π/3 [rad], divided by the number 
of connections in honeycomb, square, and hexagonal lattices, 
respectively, as shown in Figure 2. This study applies a simple 
angular potential model to converge robots into these lattices, as 
follows: 

  (2) 

where L is three, four, and six for honeycomb, square, and 
hexagonal lattices, respectively, matching the number of neighbors 
constructing the lattice structure. This model works normal to the 

relative distance vector between each pair of robots and can modify 
the angular error between robots within ±π/4L [rad]. Thus, the 
robot moves to arrange its neighbors into angles matching the 
target lattice structure. By combining the distance and angular 
potentials, the robots converge into a lattice with their neighbors, 
as shown in Figure 3. The swarm organized by these robots 
maintains a latticed structure. 

 
Figure 3: Positions of neighbors converged by the proposed angular and distance 
potentials 

3.2. Collective movement using potential weights 

The collective movement method in this study uses leader-
follower control to ensure that the host system can manage the 
robot swarm similarly to the individual robots. Because the host 
system controls only the leader, as described above, we consider 
autonomous decentralized control for followers maintaining 
positional relationships with their neighbors. The proposed 
potential models rectify the positional errors caused by an 
organized latticed structure; if a robot swarm includes a leader, it 
can move while maintaining formation by adapting to structural 
changes caused by the leader’s movement. Followers will react to 
structural changes caused by both the leader and each other, 
because this interaction affects all neighbors uniformly. 
Consequently, the approach using the proposed potential models 
creates a slow and inefficient collective movement for the robots’, 
limiting formation speed. 

We facilitate follower behavior during structural change 
caused by the leader’s movement by weighting robot interactions. 
Interactions in the direction of the leader are weighted higher than 
interactions away from the leader. In a previous study [16], this 
approach was applied only to the distance potential. This study 
formulates a collective movement model for followers that 
introduces additional weights to the model potentials as follows: 

  (3) 

where Ni is the set of neighbors around the i-th robot. The robot 
applies a weight-adjusted potential to each neighbor, where Pr and 
Pw are the weights for neighbors closer to or farther from the 
leader, respectively. These weights are constrained by Pr + Pw = 2 
; (Pr > Pw > 0) to ensure that the adjusted interactions provide the 
same interaction magnitude as the interactions without the new 
collective movement approach. Followers weigh their neighbors 
based on the distance between themselves and the leader. We 
introduce an ordering layer based on the lattice construction, which 
represents the routing metric to the leader as shown in Figure 4. 
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The leader is given a layer reference value of zero, and followers 
set their layer value, li, as li = min(lj) + 1 based on the layer value 
of their neighbors, lj . The followers update this metric by repeating 
the calculation by each follower, and quickly produce a radial 
gradient around the leader. Consequently, each follower adjusts 
their potential weights according to this gradient to ensure that they 
more strongly perceive the structural change caused by the leader. 

The movement of the leader is teleoperated through a host 
system to control the destination of the swarm. The leader’s 
moving vector, related to a given moving command, is as follows: 

  (4) 

where Pl is an upper-speed limit coefficient for the leader designed 
as Pr − 1 to ensure that the leader’s movement does not exceed the 
convergence force for the neighbors around the leader, as shown 
in (3). fc is a velocity vector given via teleoperation that is less than 
one.  

With these control methods, this study realizes the collective 
movement of a leader-follower robotic swarm while maintaining a 
lattice swarm shape. The proposed method can be implemented 
into any swarm shape with lattice construction. 

 
Figure 4: Calculated layer metric between the leader and followers according to 

the lattice structures 

4. Verification of Collective Movement 

Collective movement is an essential technology to support 
swarm robotic applications. Robot swarms can contribute to cost 
reduction and efficiency in their applications. In Section 1, we 
focus on transport and observation tasks using multiple robots, 
explaining the necessity for unique swarm densities, scales, and 
shapes. This section confirms that the proposed control method 
satisfies these goals. The proposed method can control an arbitrary 
number of robots via distributed control based on local 
measurements and information exchanged with neighbor robots. 
This study demonstrates that a robot swarm applying the proposed 
method can move collectively in all directions, and quantitatively 
evaluates the scalability of the method for any swarm size [21]. 

We developed numerical simulations for these evaluations 
using Java. The robot in this simulation is a moving object with a 
diameter of 0.25 m, moving with a speed limit of 0.5 m/s. The 
robot computes a velocity output via the proposed method at 2 ms 
intervals and simultaneously updates the communicated 
information. First, this paper evaluate the design and effectiveness 
(collective movement efficiency) of the parameters for the 
proposed method, Pr and Pw. 

4.1. Collective movable speed relative to Pr–Pw ratio 

The proposed collective movement performance depends on 
the design of Pr, Pw, and Pl. Therefore, we evaluate the maximum 

value of the parameter Pl that can be set under the parameters Pr 
and Pw. Because collective movement must be able to move in all 
directions, the experiment uses an environment in which 
formations of each lattice structure with ten-layers filled moves on 
a circle with a diameter of 10 m. 

Figure 5 plots the maximum Pl that did not change in the 
structure before and after movement, as Pl is increased by 0.01 
from zero under each setting Pr and Pw condition. This property 
also shows the collective movement efficiency for each Pr–Pw 
ratio. Compared to the condition with Pw = 1, where Pr and Pw were 
not introduced, the introduction of the Pr–Pw ratio resulted in 
higher collective movement efficiency. This result also shows that 
the smaller Pw is, the higher movement efficiency. 

We focus on the properties of the proposed method for 
hexagonal and honeycomb lattices. By introducing an angular 
potential, the proposed method can detect and adjust the structural 
changes caused by moving faster than the distance-potential-only 
collective movement method in the previous study [16]. As a 
result, the proposed method achieves high collective movement 
efficiency even for large values of Pw. On the other hand, this 
property of the square lattice did not improve significantly. This is 
because the square lattice formation moving in the vertical and 
horizontal directions has no angular potential action of the 
neighbors in that direction and less distance potential action for 
robots closer to the leader. Therefore, the followers could not 
maintain the connection with the neighbors in the vertical and 
horizontal movement directions, and the collective movement 
efficiency decreased.  

 
Figure 5: Maximum Pl that can be set according to the Pl–Pw ratio 

The proposed collective migration requires the design of 
parameters, Pr, Pw, and Pl based on Figure 5. In subsequent 
experiments, Pl, Pr, and Pw are evaluated as 0.5, 1.55, and 0.45, 
respectively, to ensure that the collective movement efficiency is 
Pl = 0.5 for all lattices. These parameters are the balance values for 
the performance of swarm cohesion and collective movement 
speed, which have a trade-off relationship. 

4.2. Demonstration of collective movement using various swarm 
shapes 

This study focuses on cooperative transportation and sweep 
coverage using swarm robotics. These tasks require collective 
movement while maintaining a cohesive robot swarm in the shape 
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of the transported object around its center of gravity [22], or a robot 
swarm assembled in a row [23].  

 
Figure 6: Formations with a scale of ten layers represented according to latticed 

structures 

Therefore, we consider the characteristic formations in a ten-
layer formation, as shown in Figure 6. The swarm shapes are as 
follows: standard formation, which builds a large-scale robot by 

enlarging the lattice structure around the leader; ribbon formation, 
which connects two groups at the leader position to transport 
multiple objects simultaneously; star formation, which is an 
example of an arbitrary swarm shape represented by a latticed 
structure, and line formation, which provides an efficient sweep. 
We confirm that robots implementing the proposed method can 
move in all directions without breaking formation by 
demonstrating circular movement. 

Figure 7 shows the trajectories of all robots during the 
movement using these formations. The leader of each formation 
moves counterclockwise. In all conditions, followers move 
alongside the remotely controlled leader. This means that while the 
robots move according to the proposed method, they maintain their 
positional relationships with each other in a latticed structure. 
Followers move while modifying the structural changes caused by 
the movement of robots in the inner layer. Thus, the standard and 
star formations, arranging the robots to fill the inner layer, transmit 
their changes to the outer followers from both directions. In 
contrast, the line and ribbon formations cannot react as strongly, 
because formations with reduced interconnectivity cannot transmit 
the information required for the proposed method fast enough to 
achieve perfect collective movement; this suggests that the 
proposed method works best when the followers and the leader are 
adjacent. 

 
Figure 7: Movement trajectories of robots during collective movement in a circle using the formations shown in Figure 6. Each leader moves along the red arrow. 
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Figure 8: Movement trajectories of robots during collective movement in a straight 
line using standard formations for each lattice without the proposed angular 
potential 

Subsequently, we confirm the structure-maintaining effect of 
the proposed method by comparing it with an existing collective 
movement method that can also maintain a high-density state. As 
already demonstrated, the proposed method organizes lattice 
structures using direction and distance potentials. In contrast, 
many existing collective movement methods control robots using 
interaction models without angular potentials. As a comparison, 
we employ a similar swarm behavior model for maintaining a 
high-density shape in an open space without obstacles that also 
applies the same Lennard-Jones potential and leader-follower 
control scheme as shown in our previous study [16]. We apply this 
existing method to a robot swarm initially arranged in a latticed 
structure and track their movement trajectories during collective 
movement. The robot swarm consists of a standard formation with 
five layers and moves in a straight 3 m line. 

Figure 8 shows the movement trajectories of the robot swarm 
in standard formations with each lattice. The robot swarms 
arranged in honeycomb and square lattices devolved into a 
hexagonal lattice, while the robot swarm already arranged in a 
hexagonal lattice did not deform, as it was already in the highest-
density state. These results mean that the angular potential applied 
in this paper maintains these regular latticed structures. 

4.3. Evaluation of the scalability of the demonstrated formations 

We demonstrated collective movement using robot swarms 
with a ten-layer swarm. We subsequently verify that the proposed 
method can provide scalable control by quantitatively evaluating 
the structural changes of the lattice structure during movement. To 
quantify structural change in the new potential, we combine the 
angle and distance errors between inter-neighbor positions during 
movement as follows: 

  (5) 

where ea is the angular error from the liπ direction, and ed is the 
distance error from r0, where f D(r0) = 0. These two metrics average 
values over all N robots in the swarm. 

Figure 9 shows the average errors and their deviations during 
collective movement, with formation size varying in the 
demonstration from one to seventy layers. The overall result did 
not show any error divergence caused by lattice structure collapse, 
because these errors are both much smaller than the angles π/12, 
π/16, and π/24 [rad] that can be created by the angular potential for 
honeycomb, square, and hexagonal lattices, respectively, and the 
distance rm [m], the radius with the greatest distance potential 
attraction where fiD′′ (rm + r0) = 0. Where the number of robots is 
small, these values do not give accurate averages and are noisy. 
Thus, these series showed notably small values at small scales. 

In line formations, robots have neighbors in chains for angular 
and distance comparisons regardless of the lattice type. That is, 
hexagonal, honeycomb, and hexagonal lattices all form a line. 
First, the distance errors changed with a similar magnitude 
regardless of the lattice structure used, because the proposed 
method applies the same distance potential to all latticed structures. 
In contrast, the angular errors were the largest for the honeycomb 
lattice and the smallest for the hexagonal lattice. This result means 
that the angular potential has a different performance depending 
on the lattice, as noted in the demonstration. The proposed angular 
potential has a convergence period based on the number of 
neighbors, L, to ensure that angular convergence occurs according 
to the angular properties of the lattice structures. Using this design, 
the convergence range of the angular potential is inversely 
proportional to L. Therefore, the angular potential of the 
honeycomb lattice has a wide convergence range while the 
hexagonal lattice has a narrow convergence range. To achieve the 
same shape-maintaining performance on all lattices, we should 
improve the angular potential to ensure that it works regardless of 
the lattice structure in question. 

4.4. Limitations of the proposed method 

In Figure 7 and 9, the entire robot swarm held formation. 
However, the swarm propagates local angular and distance errors 
to followers in subsequent layers. Therefore, the formation of the 
robot swarm should arrange the robots radially to ensure that the 
structural changes caused by the leader movement propagate 
quickly along the shortest possible route. The robot swarms used 
in this study, designed for practical applications, satisfy this 
requirement. To test the importance of radial error propagation, we 
consider collective movement under spiral formations that do not 
arrange robots radially. The followers in this formation were 
physically placed near the robots closer to the center. However, 
they only detect structural changes through neighbors in the spiral 
chain and ignore radial neighbors. Therefore, followers will have 
difficulty maintaining their shape owing to long delays when 
detecting structural changes in the formation. This study simulates 
the movement using spiral formations constructed with each lattice 
structure, as shown in Figure 10. 
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The robots arranged in a spiral pattern moved from left to right. 
Followers close to the leader maintained their structure, while 
followers on the outer periphery at higher layers experienced 
structure collapse. As expected, the proposed method could not 
maintain spiral formations in latticed structures. This limitation is 
unimportant for transportation and sweeping applications, because 
these applications rely on close packed lattice formations, rather 
than long-delay spiral formations. However, we will improve the 
proposed method to ensure robot swarms can be controlled with 
long delays in detecting structural changes, such as spiral 
formations for other applications. 

 
Figure 9: Angle and distance deflections during collective movements in various 
formations and lattices 

5. Conclusion 

Robotic cooperation and coordination is essential for a swarm 
robotic system when transporting long, large, heavy objects and 
observing over a wide area. Robots can efficiently complete these 
tasks by using a swarm with a suitable density for the task. 
Therefore, this paper proposed a structure-maintaining potential 
that can control swarm formations in regular tessellations and a 
collective movement method for a robot swarm using leader-
follower control with a host system whereby an operator can 
handle the entire swarm as a single, large, and mobile robot. This 
study confirmed that the proposed method could maintain a 
structure with different densities during collective movement with 
four formations. The swarm control was evaluated and verified 

under various formation sizes regardless of formation lattice and 
scale, reacting to the movement of the swarm leader. The host 
system can lead a scalable robot swarm from a single robot using 
the proposed method of leader-follower control. Therefore, the 
system can distribute control to multiple robot swarm systems in 
various use cases, such as parallel transportation and 
environmental exploration. This approach allows robotic swarm 
systems to obtain higher resolution and larger scales. This 
approach can contribute to the flexible operation of robot swarms 
while reducing economic cost.  

 
Figure 10: Movement trajectories of robots during collective movement in a straight 
line using spiral formations with long delays in the propagation of the movement 
information 

In future work, we will develop autonomous collision 
avoidance and navigation for multiple robot swarms with different 
scales instead of multiple mobile robots in parallel distributed 
systems. We improve the proposed method to control even slow 
propagating formations of structural changes. In addition, the 
proposed method targets omnidirectional agents such as Omni-
wheeled vehicles and multi-copters. Therefore, it does not consider 
nonlinear dynamics such as nonholonomic constraints. To 
implement this method on robots with various dynamics, we will 
develop a method that dynamically shares the direction of 
movement. 
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 This paper presents a new software for stereometry training. Its name is StereoMV (Stereo Math 
Vision). It is results from a dissertation work on the topic "Stereoscopic Training System". It introduces 
virtual reality systems that are both immersive and non-immersive. The difference between them is in 
the equipment and the stereo effect they offer. A comparative analysis is performed between the virtual 
environments that are part of the software. 3D visualization is of four types: traditional, 3D active, 3D 
passive, and through immersive systems such as CAVE (Cave Automatic Virtual Environment) and 
HMD (Head Mounted Display). There are also four visualization modes in Java3D. Mixed Immediate 
Mode is used to implement stereoscopic projection using 3D active technology. Passive technology 
uses anaglyph glasses with a red and blue filter. Traditional visualization can be implemented from 
any computer. The system's most important function is exporting the objects in a file with the extension 
.obj. All this is thanks to a Java 3D library and a new boundary method involved in generating 
geometric objects, which sets the program apart from existing software solutions for training in the 
discipline of stereometry. The software can be used for stereo visualization of random 3D models from 
various scientific fields. Unlike planimetry in stereometry, a three-dimensional drawing would be much 
more difficult to understand, and that's why 3D technology comes to the rescue. This way, the student's 
interest will be strengthened, from where their spatial thinking will be further developed. 
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1. Introduction 

“This paper is an extension of work originally presented in 
conference 2021  International Conference Automatics and 
informatics [1]”. 

One of the fastest-growing areas of the modern world is 3D 
technology, which in recent decades has found application in 
almost all spheres of society, including education. What until 
recently looked like science fiction is a reality today. The principle 
of 3D visual stereo is based on binocular parallax. One of the most 
important features of 3D technology is making the invisible/visible 
and the inaccessible/accessible.  By means of it, new concepts are 
learned and higher levels of concentration are showed. The 
introduction of 3D systems in the education of the Republic of 
Bulgaria is currently hindered by many objective reasons, such as 
the lack of high-tech infrastructures and standards, as well as the 
insufficient awareness of potential consumers about the benefits of 
the new technology. These limitations can be overcome in the near 
future. Despite the constraints, experts predict the active 
introduction of 3D systems in secondary and higher education, and 
the first steps in this direction have been taken. The use of these 
systems in education will lead to a paradigm shift in how people 
view school and university education [2]. The application of this 
technological innovation in the education sector will improve how 
pupils and students will acquire new knowledge [3]. Three-

dimensional modeling and animation of information will provide 
teachers with high-quality teaching materials and programs that 
will help students more easily absorb understand the material 
studied, increase their motivation and ability to learn large amounts 
of information.  

Nowadays, solid knowledge is built faster through the so-
called digital model, which can be realized through information 
technology and virtual reality devices [4] . The teacher's choice of 
appropriate software can become a potent tool in the learning 
process. In this way, students will be involved in the most 
innovative way possible to build knowledge. The proposed new 
software can participate in stereometry training. In contrast to 
planimetry, a problem arises related to understanding three-
dimensional drawing. A large part of the students does not have 
well-developed spatial thinking. This problem can be solved by 
using appropriate 3D technology, such as (virtual, augmented, 
mixed reality, and 3D printing). It is assumed that the greater the 
immersion in virtual reality, the greater the interest in 
mathematics on the part of students. 

The article aims are to present new software for teaching 
geometry in three-dimensional space. It is intended for middle and 
upper middle schools. Virtual environments that can visualize the 
software are both immersive and non-immersive. The system can 
export the shapes to a .obj file.  
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2. 3D stereoscopic systems 

Stereoscopic systems in a virtual environment are available 
with and without immersion. Each of them has specific 
characteristics that distinguish them from the others. Some 
systems require more money to invest in hardware but at the same 
time offer a very great experience. These are immersive systems 
such as CAVE and HMD. Non-immersive systems are desktop 
computers and can be 3D passive or active technology [5]. In one 
case, the active virtual environment is presented on a special 
stereo display, and 3D active (shooter) glasses are required. With 
passive technology, only a pair of anaglyph glasses is needed. 
Compared to other environments for VR, immersion is relatively 
less, but still, good experiences are offered. Their advantage is 
that they are relatively cheaper. And therefore, they are widely 
used. That is why they are suitable for application in education in 
the case of training in streometry. 

3. Softwares for training in stereometry 

After a study in European and Bulgarian education regarding 
the use of dynamic software in mathematics classes, it was found 
that the following programs have been used so far: Geogebra, 
Dalest, and Cabri3D. Thanks to these software solutions, students 
become engrossed in the presentation and study of mathematics 
material. The programs help the student to develop his spatial 
imagination and logical thinking and to accumulate new 
knowledge and skills. GeoGebra is an interactive program 
designed to learn and teach algebra, geometry, and statistics from 
elementary school to university. The program can work in many 
modes, such as a mode for 2D graphics i.e. planimetry, and a way 
for 3D graphics - stereometry, at the same time, there is also a 
mode for algebraic calculations related to the mentioned sections 
of geometry. The DALEST software project results from the joint 
work of five European universities: Cyprus, Great Britain, 
Portugal, Greece, and Bulgaria. The project aims to create 
dynamic 3D software for young people learning stereometry in 
middle school for young students. The CABRI 3D software 
system allows the construction of geometric figures in three-
dimensional space and manipulations with them. The main 
functions of CABRI 3D and GEOGEBRA are constructing lines, 
surfaces, and 3D figures; translation, inversion, rotation, sections; 
polyhedra constructions, etc. Of the three considered software for 
training in the discipline of stereometry, only one of them has the 
possibility of implementing stereoscopy through anaglyph 
projection through passive 3D technology, and that is the 
GEOGEBRA program. The softwares uses trigonometry and the 
extrusion technique to construct geometric figures (polygons, 
prisms and pyramids) and rotational bodies. CABRI 3D and 
GEOGEBRA use an advanced traditional method, which is again 
based on trigonometry, to construct the geometric objects. An 
essential part of programming is regular polygons. On their basis, 
the complex polyhedra as prism and pyramid are constructed. As 
is well known, they are the basis of the geometry discipline in 
secondary school. The traditional way of creating them is based 
on trigonometry (sine, cosine, and radius). Several vertices and 
radius characterize them. This paper presents a new method for 
generating a regular polygon. It defines them by the number of 
vertices and the length of the side. The traditional way to create a 
polyhedra is by extruding a polygon defined by a radius. Here, 

extruding is the most used technique in 3D programming, and it 
is not appropriate to use when constructing geometric figures 
studied in mathematics. In this way, meaningful information 
about the vertices of the geometric body is lost. Therefore, thanks 
to the new method, the geometric objects are mathematically more 
accurate since they do not use the mentioned technique. 

4. Extrude/sweep 2D graphics 

One of the main techniques in 3D programming to create 3D 
models is extruding 2D and 3D graphics. Various arbitrary objects 
can be formed with it. It is usually applied to curves and polygons. 
The idea is that through a certain movement, such as (rotation, 
translation, and trajectory defined by an arbitrary curve) a 
complex geometric construction can be generated. Math software 
uses this technique in developing stereometric figures. A regular 
hexagonal prism generated by the traditional method is shown in 
Figure №1. The base is a polygon with 6 vertices and a radius 
equal to 2. The volume body is created by planar sectioning and 
setting a rule in the case of prism extrusion by translation. The 
diagram Figure №2 shows how the stereo system visualizes a 
regular polygon with new method without extrusion. First, it is 
necessary to enter input data, such as the number of vertices and 
side lengths. Here, the side length parameter is the same for each 
polygon. The values of parameter I vary between (3, 4, 5 and 6). 
Each shape is drawn using coordinate arrays. The values of the 
vertices are of type double. They were followed by visualization 
of the figure and calculating the perimeter and face. 

 
Figure 1: Traditional method and prism 

5. Methods for stereoscopic visualization 

The principle of 3D visual stereo is based on binocular 
parallax. The two images with parallax information are used, each 
of the images being seen by the corresponding eye, resulting in 
different incarnations. There are two methods to distinguish it [6]:  
First one with the help of display, and second one with stereo 
glasses. 

6. 3D stereoscopic Display 

3D stereoscopic displays are classified into two categories 
depending on the equipment:  

1. Autostereoscopic, which does not require additional 
equipment to generate a 3D stereo image.  

2. Stereoscopic displays: These are assisted by other 
devices.  

In stereoscopic displays, the 3D image is obtained from two 
different images for the left and right eyes, respectively [7]. The 
two images are similar, with a slight offset from each other. The 
beginning was given in the 20s of the last century, mainly in films, 
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cinema halls, and television. Nowadays this technology already 
has a mass application, for example: in education and video games. 
Stereoscopic 3D technologies are divided into active (LC liquid 
crystal) and passive (anaglyph and polarizing). Anaglyph 
technology uses two color-filtered images and relatively 
inexpensive glasses. The colors that are commonly used are: red-
cyan, red-green and blue-red. With this system, no additional 
equipment is needed. It is enough to have a pair of anaglyph 
glasses. The main disadvantage of anaglyph glasses is that a lot of 
colors can be lost. The active (shooter) system is a 3D 
stereoscopic technique that sends the left image to the left eye and 
the right image to the right eye, respectively [7]. One of the most 
used immersive 3D systems is the HMD (Head Mounted Display) 
virtual helmet [7]. This is a device that is mounted on head, with 
a small optical display in front of each eye. The virtual helmet is 
used in various virtual and augmented reality applications. It is 
easy to operate and can be installed on any platform. This system 
consists of two optical parts: an input and an output pair [7]. The 
first pair magnifies the image on the microdisplay, while the outer 
pair projects the color image to the viewer. II (integral imaging  
display) This type of display offers 3D imaging without needing 
additional glasses or tracking devices. In recent years II has 
attracted much attention from many researchers due to its full 
color moving 3D imaging full parallax, which sets II apart from 
other 3D display technologies [7]. Volumetric display is used and 
developed to present 3D volumetric or animated images in space. 
This technology is mostly used in military, medical, and academic 
applications.  

 

Figure 2. Diagram of polygons: new method 

7. 3D Technology 

The stereoscopic vision techniques that are part of the 
proposed new software are: HMD, active glasses, passive glasses 
(anaglyph) and CAVE (Cave Automatic Virtual Environment). 
There are several options for visual stereo. The first one uses the 
so-called active glasses, which alternate between the eyes in sync 
with the monitor. Stereoscopic perception requires each eye to 
receive a separate view of the scene. The view should be at a 
different angle and by according to the position of the head. The 
distance between the eyes is called interocular distance. The 
second way to generate stereoscopic objects on stage is by having 
two serial and different monitors [8]. This is precisely the way the 
HMD is ready to work, as each eye has its monitor. Here again, 
each eye has a different view, but there is no switching between 
the eyes and the two monitors are constantly on [8]. The display 
with which the three-dimensional perception is visualized is of 
two types: head-mounted or room mounted [8, 9]. Most displays 
are single screens without head tracking. Such systems are the 
simplest forms of room-mounted displays. In the case of the HMD, 
the screens are attached to the head (i.e. when the head moves, the 
screens follow it). There are several options for visual stereo. The 
first uses the so-called Head tracking that allows head movement 
instead of the standard mouse, joystick, keys, and other controllers. 

7.1. HMD vs Screen 

The full view specification can be divided into two parts, 
namely the view position and the view volume [8, 9]. Here it is 
necessary to calculate two matrices depending on the 
specification. When using the HMD, the camera needs to depend 
on the movement of the head, so that when the user's head moves 
and rotates, the 3D view moves together with it. It is important 
that the relationship between the eyes and the screen don’t mustn't 
change. Therefore, the projection matrix remains constant [9]. 
When using room-mounted, the movement of the head changes 
the projection matrix but does not control the camera. This is a 
problem when watching stereo. With room mounted it is not 
necessary to use head tracking unless we are in stereo mode. 
Appearance settings depend on the location and orientation of the 
eyes. If the user's head changes position, the view also changes 
[9]. Dynamically recalculating the projection matrix and the view 
matrix is a very annoying task. Java allows tracking and supports 
features for automatic head tracking [8]. Where the view is 
considered a camera. A projection matrix represents the section 
definition. A visual matrix represents the position of the view. The 
first of the matrices are defined in the coordinate system, where 
the eye is located at the beginning of the view to the negative 
direction of the application  z-axis  (applicate) and up to the 
ordinate. On the other hand, in the view/camera, the eye is located 
at the beginning, looking down at z and up at y.   

7.2. 3D Active, Passive and Immersion Systems  

Anaglyph technology does not require expensive equipment, 
unlike 3D active technology. Here the user must be equipped with 
only one pair of glasses. The colors most often used are red for 
the left eye and blue for the right [10]. This projection is most 
often used when viewing magazine photos. The idea is to filter the 
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eye images based on color. The second technique requires two 
monitors for each eye to generate a stereo image. Here, as in the 
first technique, each eye must receive a certain image. The virtual 
reality helmet - HMD - works on such a principle. The difference 
between the two techniques is user interaction. How interactivity 
is carried out through the helmet is similar to non-immersive 
systems: through a mouse, joystick, keyboard, etc. The main 
feature that differs between the two systems when interacting is 
"Head Tracking" - a 6DoF device (six degrees of freedom) that 
offers 3D information in the form of location and orientation. In 
this way, a higher-level interaction is performed, offering a 
relatively more significant emotional effect on the part of the 
average user. The stereometry software proposed in this article 
can be implemented by immersive and non-immersive virtual 
reality devices, such as 3D active (shooter technology), 3D 
passive (anaglyph), and immersive systems (CAVE, HMD). With 
active technology, frames are alternated sequentially, first for one 
eye and then for the other [11]. The frequency of these frames is 
usually 120 Hz, 60 Hz per eye [11].  For the structure to be 
perceived by the viewer, special active glasses are used, which 
darken the glass of the eye which doesn’t have to see the frame 
that was displayed. Here, darkening alternate first in one eye and 
then in the other. The use of a synchronization device is also 
required. One of the systems that offer the most excellent 
immersive effect is the CAVE system. In this 3D technology, the 
projectors are placed between the walls of a cube-shaped room. 
As with the active technique, the user must use glasses[5, 12].  

8. Java stereoscopic mode 

In Java3D, rendering modes are four in number Table1, and 
choosing a particular mode becomes very easy [9]. It is 
recommended that the programmer sticks to the first two modes.  

8.1. Retained mode 

This is the default rendering mode. The application remains 
in a continuous rendering state in this mode unless the method 
Canvas3D.stopRender of Java3D API (Application Programming 
Interface) is called. Also, in this mode, Java3D rendering will 
build a structure for handling geometry and operations related to 
3D transformations[9].  

8.2. Compiled Retained mode 

Bitwise assignment in Java is one of the most confusing 
operations [9]. The following can be given as an example:  

TransformGroup tg = new TransformGroup(); 
tg.setCapability(TransformGroup.ALLOW_TRANSFORM_WR
ITE);  It should also be noted that there is a reference relationship 
between the classes: TransformGroup and Switch. These two 
classes can only be used in the first two modes and partially in the 
fourth mode. This is one of the main differences, which is not 
unimportant. The second mode gives Java the freedom to perform 
many optimisations. The most important of which are scene 
graphics compression and geometry grouping. This mode requires 
calling the compile() method of BranchGroup; this method 
optimizes the graph itself by grouping and sorting [9]. Another 
significant difference between the two modes is grouping, which 
is an advantage when there are many figures on the scene. 

 

8.3. Immediate mode 

Immediate mode - in this mode, applications intended for 
users have more freedom, which is at the expense of performance. 
This mode provides great flexibility, however rendering is at the 
lowest level when using it. A programmer using this mode only 
wants to take advantage of the geometry classes[9]. The first two 
modes (compression of geometry, grouping of geometry, and 
scene graph are more highly developed than the third. 

8.4. Mixed mode 

The fourth mode allows mixing the first two with the third 
mode. The mixed mode preserves the continuous rendering from 
the first two modes. For realization of the system is used this 
mode. 

9. 3D printing and .OBJ file 

3D printing, also known as additive manufacturing, creates 
three-dimensional solid objects corresponding to a given digital 
file. In this process, the object is created through successive layers 
of material until the 3D model itself is generated [13]. Each layer 
is a thinly sliced horizontal section of the object [13]. Before 
getting to the actual printing of the three-dimensional shape, it is 
necessary to go through the following steps.  

1. Virtual design of the object, through a 3D modeling 
program (for a new object), through a 3D scanner (when an 
existing object needs to be copied) or, in this case, through 
the stereoscopic system.  

2. The next step is to export to a .obj file  
3. In the end, add to the printing device. 

Table 1: Java 3D stereo Mode 

 
Render stereo 

mode 

 
Canvas3D 

 
Stereo type 

 
Retaind mode 

 
Canvas3D 

 
Active3D 

 
Compiled – 

retained mode 

 
Canvas3D 

 BranchGroup.compile()  

 
Active3D 

 
Immediate 

mode 

 
Canvas3D.stopRenderer() 

 
hybrid 

 
Mixed 

Immediate 
mode 

 
User Canvas3D: 

preRender(), postRender(), 
postSwap() and 
renderField() 

 
Active3D 

Today, digitizing a real object into a 3D model becomes as 
easy as, for example, taking a photo. To prepare the .obj file for 
printing, the software slices the final model into hundreds of 
horizontal layers [13]. Next is uploading the 3D file to the printer; 
the object is created layer by layer [13]. The device makes the 
object by blending the layer. There are different types of 
technologies for working with 3D printing. One of the most used 
formats for storing polygon mesh information is the .obj format. 
One file can store data about indexed walls, normal vectors, and 
texture coordinates. The required data is stored in text format and 
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can be edited using a text editor, for example, Notepad. Each line 
contains the following characters: • “v” - vertices • “vn” – normal 
vector • “vt” – for texture • “f” – for the faces. Next comes the 
setting of specific values. Each of the sides is formed based on a 
triangle and a quadrilateral as shown on Figure 6 and Figure 7 . 
The row data for each wall contains a description of the vertices 
that make up the wall by specifying the vertices. Depending on 
the primitive being used. 

10. Results 

The software presented in this article, named StereoMV runs 
under Windows operating system. The object-oriented 
programming language Java, and more specifically, the Java3D 
library, was chosen as the means of implementation. The software 
interface uses JDK (Java Development Kit) version No. 8. This 
article presents 3D technologies that can be involved in teaching 
the discipline of stereometry, which is a branch of geometry in 
three-dimensional space. Besides the fact that technologies are 
divided into systems with and without immersion, they can be 
divided into two more groups: room-mounted and head-mounted. 
The main parameters of the stereoscopic system are: 

• Software functionality 
Two types of geometric figures are studied in the study of 

stereometry in secondary school:  

1. Ribbed geometric figures – polygon, prism, cube, 
parallelepiped, and pyramid  

2. Rotational bodies – cone, sphere, torus, and cylinder  
The stereoscopic system can generate both types of geometric 

objects using the new boundary method for the first objects. For 
rotary bodies, the traditional extrusion method is used 
translational (cone and cylinder) and rotational  (sphere and 
torus). The new program enables objects to be presented in three 
ways:  

1. Transparent - makes it possible to understand the body's 
geometry, such as information about vertices, sides, 
angles, and polygons.  

2. Solid – this presentation gives the finished look to figure  
3. Mesh and solid body can be combined at the same time. 

It is possible to paint the walls of a polyhedra in different 
colors.  

The program can perform algebraic calculations, such as 
finding faces, volumes, polygon side length, and more. This is 
made possible by a numerical calculation mode. Geometric 
objects can be viewed in different ways: 1. Traditional 
visualization 2. Full screen 3. Stereoscopic visualization 
(anaglyph, active, HMD, CAVE) 4. Mode for development of 
geometric objects  

• Additional opportunity and contribution 

Thanks to a new boundary method for generating geometric 
figures and a Java 3D library, it is possible to add additional 
features that are missing in stereometry software. For example, 
visualization can be given through virtual environment systems. 
StereoMV's most significant contribution is that it can convert 
geometric objects into a .obj file for printing or adding to an 
augmented or mixed reality device. The software enables arbitrary 

3D models to be visualized through immersive and non-
immersive virtual reality systems.  

• Technical means for the realization of the stereo system 

To operate with the system: VR systems are available with 
and without immersion. They differ in different ways from each 
other. For those whose stereo effect is relatively more minor, the 
following equipment is required: a special video card, such as 
NVIDIA QUADRO. Powered 3D monitor and glasses, as well as 
a projector. With passive technology, only a pair of anaglyph 
glasses are needed. Immersion systems require much more funds 
to invest in equipment, but simultaneously allow for great exciting 
experiences, unlike non-immersion systems. 

• Objects for stereo visualization 

The main Java3D API class that can be used to construct 
stereometric figures that are part of a stereo system is Shape3D, 
which defines the geometry and appearance of polyhedra and 
solids of rotation objects. In programming, these objects are called 
Java Nodes. A stereoscopic system can convert them to a .obj file. 
When developing the system in a program, it is necessary to have 
two methods: one creates the geometry, and the second the 
visualization. 

• The stereoscopic system StereoMV 

The core Java3D API class that enables stereo rendering via 
immersive and non-immersive systems is Canvas3D. It represents 
the canvas where objects from three-dimensional space are 
visualized. In Java3D, there are four modes for stereo 
visualization using active technology. The system uses Mixed 
Immediate Mode. The drawing of stereometry objects (edges and 
solids of rotation) are in Immediate mode, while static objects are 
in default mode, for example (app background,  the three-
dimensional coordinate system, the geometric network, axis and 
vertex labels. The createSceneGraph() method adds the objects 
that are part of the default mode. The geometric figures are in a 
class inheriting Canvas3D in which the mentioned four methods 
are added in Table №2. 

• Appearance and mathematical description of geometric 
objects  

In Java3D, several basic primitives can be used to construct 
complex geometric shapes, such as those from stereometry. When 
creating, for example, polyhedra such as a pyramid and a prism, 
it is necessary to traverse them in the same direction: clockwise 
or counter-clockwise.  

LineArray – this array allows the creation of a mesh body by 
connecting a sequence of vertices. Here, the definition of a pair of 
vertices and topology is necessary.  

TriangleArray – this array enables the construction of 
polygons that are formed by triangles. A sequence of triangles can 
generate any regular polygon. Here a sequence of three-vertex 
polygons is set, and the topology is defined.  

QuadArray - objects are created using quadrilaterals. Arrays 
with four-vertex sequences and topology are defined. 
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In the results described in this article for constructing a 
quadrilateral prism - in this case is used all three types of 
primitives are used. The Appearance class from the Java3D API 
is used for object visualization. With its help, the following 
characteristics can be determined: color, type, and transparency of 
the considered primitives. The class using which the .obj file is 
generated is Geometryarray. It is possible to rebase the .obj file 
into a Shape3D object using the mentioned class. It is necessary 
to use an array of values of the vertices of the geometric figure. 
To generate a quadrilateral prism, the article uses only the 
information about the vertices and the primitive, which is used in 
the case of a triangle and a quadrilateral. The values are set using 
the COORDINATES parameter. If it is necessary to add more 
information to the creation of the .obj file, such as normal and 
texture ie "vn" and "vt" two more parameters -NORMALS and 
TEXTURE must be defined to the program code. Thanks to the 
normal, it is possible to color the objects with a specific color 
using a material. Here there are some crucial parameters, with the 
help of which the coloring is performed: ambient, emissive, 
specular, diffuse, and shininess. For the first four, the values range 
between 0 and 1. Based on these primitives, 3D geometric models 
(polygons, polygons, and surfaces based on curves) are 
constructed using a programming language or a 3D modeling 
program.  
 
• Implementation of 3D active and passive technologies  

For the realization of the 3D passive technology through the 
new stereoscopic system, it is necessary to do the following:  

1.  In the renderField() method, adding two identical 
geometric shapes with a slight deviation from each other. 
This is done as for the dynamically changing figures in 
Immediate Mode. Likewise, for static objects that are in 
retain() mode.  

 
2. Next is setting the appearance for the two objects in blue and 

red, respectively  
 

3. Finally, transparency is set, which varies between 0 and 1. 
The user can specify both the object's transparency and 
offset, representing the stereo effect. This will be done using 
a slider. 

About 3D active Technology: In this technology, the two 
stereo images are created using the video card and the monitor. 
For this reason, a stereo effect cannot be defined here via an 
interface. It is set in advance by the stereo system developer, with 
values for the left and right eye, respectively: -0.01 and +0.01. It 
is possible to change the color of the system background through 
the interface. The background is white by default when the user is 
in traditional rendering mode. While in passive and active 
technology, the color is black. The goal is to make the objects 
stand out. Thanks to the Immediate Mode mode, it is possible to 
change the values of the parameters of the geometric figures using 
a text field, a slider, and keys.  The proposed stereo system can 
generate, and at the same time visually present, both: java nodes 
in the case of polygons and polyhedra and files with the extension 
.obj. This way, arbitrary 3D models from various scientific fields 
can be visualized using immersive and non-immersive virtual 

reality devices. In this way, an accurate and complete picture of 
the studied object would be acquired. The system can import and 
export 3D files. Figure № 8 shows a regular hexagonal prism 
generated using geometry software. The object is represented in 
three ways: (3D active, 3D passive, and 3D traditional) 
perspectives. Also presented is a three-dimensional heart model 
for stereo visualization, downloaded from the following site: 
https://www.blendswap.com. It is preferable when observing a 
3D file that the background offered by a virtual reality system is 
black. The aim is to make the model stand out in this way.  

The visualization mode used through 3D active technology to 
implement the stereoscopic system is MixedImmediate. 
Geometric shapes created using the new boundary method are in 
Immediate mode. They are called once in the renderField() 
method. A Table №2 shows the methods for the 3D active 
technology mode. The most important of the four methods is 
renderField() - in this method, the 3D geometric objects that will 
be visualized by 3D active stereo visualization are called. It calls 
each of the objects that will be in Immediate mode. 

A pair of glasses is required to realize 3D passive technology 
through anaglyph projection. With color, filters are blue and red 
for the right and left eyes, respectively. Each eye needs to have its 
own display for implementation through immersive HMD (virtual 
helmet) technology. For this purpose, two objects of type 
Canvas3D are created. Unlike planimetry, where the drawing of 
the geometric figure drawn on a piece of paper or board matches 
100% with its original. Drawing the bodies from stereometry 
makes it very difficult for students, especially those who do not 
have well-developed spatial thinking. The problem is that the 
drawing transferred to a board, or a piece of paper can hardly be 
understood. This is where 3D technology, including (virtual 
reality, augmented reality, mixed reality, and 3D printing) comes 
to the rescue. In this way, students' interest in mathematics would 
be strengthened, and their spatial imagination would be further 
developed. The stereoscopic system realizes two types of 
geometric objects, which are studied by stereometry.  

1. Edged geometric objects (polygon, prism, and pyramid) 
as shown on Figure 4 and Figure 5   

2. Cylindrical bodies (cylinder, cone, sphere, and torus)  

The system enables the geometric object to be presented solid 
and wireframe. The second presentation will enable the student to 
understand the object's geometry. At the same time, the dense 
presentation will allow its finished look. There is also a 
combination option between the two expressions. 

Two methods are used to generate the geometric objects that 
are part of the stereoscopic system (traditional and new author's 
boundary method). Both cases aim to generate a regular polygon, 
which is the basis for drawing the pyramid and prism. The 
traditional method is based on trigonometry using (radius, cosine, 
and sine). Characterizes the polygon with number of vertices and 
radius. The new method defines the polygon by the number of 
vertices and the side length [14, 15]. It is based on Isaac Newton's 
method of limits and Cavalieri's indivisibles. It uses only the 
relation of parallel segments. At the same time, it gives a more 
accurate result since it is not necessary to use the technique of 
extrusion and trigonometry involved in generating objects in 
programming and, in this case, in stereometry. The objects created 
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in this way allow visualization through an immersive and non-
immersive system and their representation as a .obj file. To 
illustrate the method, a regular hexagon will be considered as an 
example Table 3 and Figure 3. The same rules apply to polygons 
with the number of vertices increasing to infinity. The ratio of the 
parallel segments AB:FC =1:2 is determined, the length of the 
side of the polygon is represented by the parameter a. The regular 
polygon is placed in the center of the coordinate axis. The value 
of the height of the trapezoid FCBA is of value h. The 
Pythagorean theorem can determine it for triangle BCH; 
therefore, BH = a/2*sqrt(3). The height value is involved at four 
vertices of the polygon in the case of 6 vertices (A,B,D,E), 
defining values along the "y" ordinate (1,2,4,5).   

• Prism construction 

For the parametric representation of a regular hexagonal 
prism, it is necessary to do the following. The base is set, a 
polygon with 6 vertices with the length of the base through the 
parameter a. The parameter h sets the height of the prism. The 
bottom base is placed in the center of the coordinate axis, from 
which it follows that the values along the Z axis will be equal to 
zero. Vertices define the base numbered 1 to 6. The top base has 
vertices 7 to 12. The height rises along the z-axis. Therefore the 
values will be different from 0. Additionally, two more 
parameters h1 and h2 will be added, respectively. With the help 
of this, an inclined prism can be constructed; if they have a value 
equal to zero, the prism will be straight. An inclined prism follows 
at values where one parameter is zero and the other non-zero on 
Table 4. 

Table 2: Java Mixed mode methods 

Mixed – mode methods Pipeline 
preRender() Allow you to prepare any data 

structures for rendering 
postRender() After 3D rendering operation 
postSwap() Called once the rendered 

frame has been made visible 
to the user 

renderField() Useful in stereoscopic 
imaging.  

• Right straight/oblique prism 

The algorithm for building a correct straight/slanted prism is 
as follows:  

1. A regular prism is selected from the object panel. The type of 
the two bases is chosen, which are regular polygons with 3 to 
6 vertices.  

2. A length value is set for the main edge, then the multiwall is 
raised along the y-axis to set the height.  

3. The abscissa (or Z coordinate) value is checked. If the value 
is a non-zero number, the final result will be a slanted prism; 
otherwise, the prism is straight.   

The primitives used to generate a regular polygon are a 
triangle, a quadrilateral, and a line for mesh representation. The 
.obj file information in the article is based on vertices and walls 
as shown on figures 6 & 7. The traditional way to color is by 
setting a material. Thanks to the new boundary method, it is 

possible to color the walls using the mathematical description of 
the objects using adjacent vertices expressed by the side length of 
the polygon and a suitable primitive. A disadvantage of the system 
is that when generating the .obj file, it is necessary to use a 
material, i.e., its body is set in one color. 

Table 3: Regular polygon 

№ vertex X Y Z 

1 -a/2 a/2*sqrt(3) 0 

2 a/2 a/2*sqrt(3) 0 

3 a 0 0 

4 a/2 -a/2*sqrt(3) 0 

5 -a/2 -a/2*sqrt(3) 0 

6 -a 0 0 

 

 

Figure 3: regular polygon with six vertex 

 
Figure 4: right regular prism 

 
Figure 5: Tilted regular prism 
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# StereoMV 
mtllib StereoMV.mtl 
 
v 3 4 3 
v 1 4 3                                                   
v 3 4 1 
v 1 4 1 
v 3 0 1 
v 1 0 1 
v 3 0 3 
v 1 0 3 
f 2 3 4 
f 2 1 3 
f 8 7 5 
f 8 5 6 
f 7 1 3 
f 7 3 5 
f 5 3 6 
f 3 4 6 
f 4 2 8 
f 4 8 6 
f 2 1 8 
f 1 7 8 

Figure 6: prism generated by primitive triangle 

Table 4: Prism 

Number of vertex X Y Z 
1 -a/2 a/2*sqrt(3) 0 
2 a/2 a/2*sqrt(3) 0 
3 a 0 0 
4 a/2 -a/2*sqrt(3) 0 
5 -a/2 - a/2*sqrt(3) 0 
6 -a 0 0 
7 -a/2-h1 a/2*sqrt(3)-h2 h 
8 a/2-h1 a/2*sqrt(3)-h2 h 
9 a-h1 0-h2 h 
10 a/2-h1 - a/2*sqrt(3)-h2 h 
11 -a/2-h1 - a/2*sqrt(3)-h2 h 
12 -a-h1 0-h2 h 

 
# StereoMV 
mtllib StereoMV.mtl        
  
 
                                                                 
v 3 4 3 
v 1 4 3 
v 3 4 1 
v 1 4 1 
v 3 0 1 
v 1 0 1 
v 3 0 3 
v 1 0 3 
f 1 3 4 2 
f 7 8 6 5 
f 1 7 5 3 
f 2 4 6 8 
f 2 8 7 1 
f 3 5 6 4 
 

Figure 7: prism generated by primitive quad 
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(a)3D active    b) 3D traditional    c) 3D anaglyph 

Figure  8: 3D   Visualization 

Table 5: Comparative analysis between 3D technologies realized by the new stereoscopic system 

Type of  
Technology 

Type of system
  

Advantage Disadvantage 

  
3D

  a
ct

iv
e/

 
3D

 p
ro

je
ct

or
  

 
Without 

immersion 

- The colors are preserved  
- Great stereo effect 
- Short program code 
- Applies to .obj and nodes  
- Easy connection to the stereo 

system 

- The stereo cannot be adjusted 
- Requires expensive equipment 
- There may be incompatibility with the video 

card 

    
3D

 p
as

siv
e 

 
 

Without 
immersion 

- Applies to .obj and nodes 
- The stereo can be adjusted with a 

slider 
- Does not require expensive 

equipment   
 

- Does not retain primary colors (blue / red only) 
- Small stereo effect 
- Long program code 
- Difficult to connect to the system 

   
H

M
D

/C
A

V
E 

 
 
 

With immersion 

- The colors are preserved 
- Very large immersion effect 
- Applies to .obj and nodes 
- Easy connection to the stereo system 

- They are very expensive 
- Long program code 

 

11. StereoMV The stereoscopic system 

StereoMV is the result of a dissertation work on the topic 
"Stereoscopic training system". It was originally developed for a 
non-immersive VR system using 3D active technology. Currently, 
the system can be visualized by an immersive system – an 
example being an HMD. A CAVE and semi-submersible 
FishTank system is also possible in the future. Table №5 provides 
a comparative analysis of the Virtual Reality systems discussed in 
this article. So far, the software is not yet finished. But at the same 
time, it continues to be further developed. The system can be used 
to visualize trimer models with VR from different domains. It also 
includes another direction - in medicine—the idea of creating 
stressful situations through a virtual environment. A mathematical 
analysis of recordings using a Holter device will be performed 
[16]. As well as a comparison of the data between recordings 
made by immersion and non-immersion systems. The goal is to 
be able to change heart rate and, from there, compare RR intervals 
to those at rest. 

12. Conclusion 

As is known, stereometry is a part of Euclidean geometry. 
Geometric figures are in three-dimensional space. Many students 
do not have a well-developed imagination to understand three-
dimensional geometric objects. For the solution to this serious 
problem, a new mathematical software called StereoMV is 

presented in this paper. It allows students to view things in virtual 
reality. The main contribution of the system is that it can export 
geometric figures in files with the extension .obj. Then the three-
dimensional model can be added to an augmented reality device 
or printed on a printer. The other innovation is that virtual systems 
with and without immersion can visualize the system. This will 
pique the interest of students. Studying the discipline of 
stereometry will become interesting, valuable, and enjoyable. 
This article performs a comparative analysis of virtual 
environment systems. Each of them differs in a specific way from 
one another. Some require more equipment, and others are 
relatively cheaper and offer an excellent stereo effect. Prolonged 
observation on the computer monitor through 3D active glasses 
can cause discomfort. Autostereoscopic monitors that do not 
require additional hardware come to the rescue. The Java 
programming language is used to implement the StereoMV 
stereoscopic system. Mixed immediate mode for stereo 
visualization through 3D active technology. Anaglyph projection 
is used for 3D passive technology with right and left eye color 
filters (blue and red), respectively. At this stage of system 
development, the immersive virtual reality that can visualize the 
software is the HMD (virtual helmet) device via head tracking. 
The system can export the objects in the .obj file extension. To 
add to a virtual or augmented reality device. As well as for 3D 
printing. 
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 The rapid advancement of the Internet of Things (IoT) is distinguished by heterogeneous 
technologies that provide cutting-edge services across a range of application domains. 
However, by eavesdropping on encrypted WiFi network traflc, attackers can infer private 
information such as the types and working status of IoT devices in a business or residential 
home. Moreover, since attackers do not need to join a WiFi network, such a privacy attack 
is very easy for attackers to conduct while at the same time invisible and leaving no trace to 
the network owner. In this paper, we extend our preliminary work originally presented at 
the CCNC’22 conference by using a new set of time series monitored WiFi data frames with 
extended machine learning algorithms. We instrument a testbed of 10 IoT devices and 
conduct a detailed evaluation using multiple machine learning techniques for fingerprinting, 
achieving high accuracy up to 95% in identifying what IoT devices exist and their working 
status. Compared with our previous work in , the new approach could achieve IoT device 
profiling much quicker while maintaining the same level of classification accuracy. 
Moreover, the experimental results show that outside intruders can significantly harm the 
IoT devices without joining a WiFi network and can launch the attack within a minimum 
time without leaving any detectable footprints. 

Keywords:  
Internet of Things  
Privacy Attack  
Eavesdropping 

 

 

1. Introduction 

This paper is an extended version of the paper published in 
Alyami, Mnassar, Ibrahim Alharbi, Cliff Zou, Yan Solihin, and 
Karl Ackerman. ”WiFi-based IoT Devices Profiling Attack based 
on Eavesdropping of Encrypted WiFi Traffic.” In 2022 IEEE 19th 
Annual Consumer Communications & Networking Conference 
(CCNC), pp. 385-392. IEEE, 2022 [1]. 

The emerging smart infrastructures are integrated with the In- 
ternet of Things (IoT) devices and their applications to make daily 
life easier for individuals and improve the public environment [2]. 
To this end, IEEE 802.11 Wireless network (WiFi) is a significant 
development that helps connect a wide variety of IoT devices such 
as smartphones, smart TV, home automation, intelligent vehicles, 
surveillance cameras, health monitoring, and many more [3]. The 
increase in applications increases the attention of attackers that 
find the loopholes and gain maximum knowledge of users’ private 
in- formation. The connected devices, digital systems, and sensors 
that play a vital role in people’s daily life cause a significant threat 
of privacy leakage of private information [4]. For example, the 

Mirai malware attack, which triggered distributed denial-of-
service (DDoS), generates attacks on WiFi-connected IoT devices 
and ap- plications [5]. Additionally, worms in smart bulbs gave 
attackers access to all adjacent IoT lights that were compatible [6]. 
To this end, the infrastructure and IoT applications must 
incorporate pri- vacy protection during intelligent network design 
and development phases. Figure 1 shows an overview of IoT 
ecosystems and relevant scenarios. 

Considering the aforementioned privacy threat, this paper fo- 
cuses on the attacker’s ability to fingerprint the IoT devices in the 
WiFi network. The existing work mostly assumes the attacker is 
inside the network where the attacker has to either join the network 
prior to fingerprinting or wiretap the network link of the WiFi net- 
work [7]-[9]. This assumption cannot be satisfied in the real world 
by most attackers as most WiFi networks have secured password 
protection, and very hard to impossible for attackers to have 
physical access to their WiFi routers/access points. 

To this end, in this paper, we conduct a brief investigation of 
whether an outside attacker can identify a network’s IoT devices 
without having a joined in a WiFi network. Compared to the 
entities in the network, the outsider attacker may face several 
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difficulties, i.e., the attack may be prevented from analyzing the 
plaintext of packet payload due to the WiFi data-link layer 
encryption. On the other hand, the outside attacker captures the 
fingerprint of the data packet, which would be noisy (especially 
when more nodes are present in the network). Moreover, the 
captured data cannot obtain the IP address or the port information; 
thus, it is difficult to assume whether the hypothesis is correct or 
not. 

 
Figure 1: The overview of IoT ecosystem and applications scenarios. 

However, if the hypothesis is correct, there could be major 
threats as follows: 

• The attack is possible on all WiFi networks which are in close 
proximity to the attacker. So it is easy to attack those with 
weak passwords. 

• The attacker only needs to drive or walk a short distance to 
begin analyzing traffic, where no specific preparations are 
required beforehand. 

• The attack is usually untraceable because it leaves no traces. 
Thus it is undetectable neither for users nor for forensic inves- 
tigators. 

The hypothesis needs to be investigated in detail based on the 
above points. 

To this end, we demonstrate that the outside attacker cannot 
only fingerprint the IoT devices, but it is a straightforward process 
that one can achieve depth information about the network devices. 
The significant contributions of the proposed research are 
summarized as follows: 

• We conduct a detailed investigation and prove that finger- 
printing the IoT devices from the outside of the network 
eavesdropping is not only feasible, but it’s a straightforward 
process. 

• We consider nine real-world IoT devices and capture the out- 
of-network WiFi traffic in two modes, idle and active, using 
the sniffing tool capable of single-channel and multi-channel 
monitoring. 

• We explore the time-series data and train a machine-learning 
algorithm to profile nine real-world IoT devices and present 
their prediction accuracy. The experimental results prove that 
the fingerprint can be possible by achieving high accuracy of 
up to 95%. 

The rest of the paper is organized as follows: In section 2, we 
present a brief literature review that motivates us to conduct this 
research work. In section 3, we first define the problem statement 
and then present the threat model and assumptions of the proposed 
research. Section 4 briefly explains a detailed procedure for captur- 
ing WiFi traffic from outside the network. In section 5, we conduct 
data processing and analysis for profiling attacks based on machine 
learning. Section 6 shows the experimentation and proves that the 
hypothesis above is true. Finally, in section 7, we conclude the 
proposed research and define the future work. 

2. Related Work 

Thanks to the IEEE 802.11 protocol and the development of 
Wi- Fi-enabled devices, instant access to the internet is now 
possible everywhere near a public AP through a Wi-Fi connection 
[10]. Bil- lions of people’s lives have been significantly impacted 
by this development throughout the world. However, when a 
massive num- ber of people are involved, there are higher chances 
of misuse or exploitation [11]. The general public can now be 
followed and profiled due to security vulnerabilities brought on by 
the ease of use of the 802.11 protocol suite and the number of open 
public Wi-Fi hotspots [12]. 

Since the early days of the internet, device identification has 
been one of the primary targets for classifying network traffic [13]. 
Several studies have been conducted on WiFi and ethernet, 
proving that various information can be extracted from IoT devices 
using traffic classification, such as the device type and the device’s 
activi- ties [14]. The existing literature predicts that a collection of 
TCP/IP level packets would allow observation of network activity. 
Those techniques are used to extract the device’s potential 
information. In [15], the authors claim the possibility of a single 
attribute signature for a variety of IoT devices by employing a port 
number. Moreover, the deep learning technique is used to perform 
device fingerprinting for flow volume features. However, this 
technique is not suitable for the network which is accessed from 
the outside adversary because the IP traffic is encapsulated in the 
upper layer that encrypts all significant network features such as 
cipher suites, protocol, and port number. To this end, we employ a 
unique collection of attributes that are straightforward to extract 
the features even from outside the net- work. In [16], the authors 
used hardware fingerprinting and extracts clock skew 
measurement. This major focus in this study is more on the 
hardware rather than the device-specific classification which is 
considered in the proposed research. In [7], the authors used traffic 
analysis of WiFi, Bluetooth, and ZigBee to identify the status of 
the devices and proposed a defensive strategy based on traffic 
spoofing. In order to gain the traces of WiFi, the authors use a 
rogue access point with tcpdump, which means the authors assume 
that all the adversaries are either a part of the network or the 
adversary already contains significant knowledge about the 
network. However, the proposed technique considered that the 
adversary doesn’t have any prior knowledge, and the attack is 
conducted from the outside of the network. There are many other 
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studies that have been conducted with a focus on WiFi traffic 
analytics from the outside of the network where the traffic is 
analyzed using off-the-shelf monitoring devices [17]. However, to 
the best of our knowledge, none of the existing studies reports the 
missing rate using those off-the-shelf sniffers or the lost frames as 
a result of channel hopping eavesdropping [18]. 

On the other hand, several studies have been conducted on the 
defense mechanism for those traffic analysis attacks [19, 20]. 
How- ever, the primary focus of the existing literature is either on 
location anonymity or website fingerprinting. Moreover, the 
techniques such as padding or traffic morphing result in less 
accuracy of the classifier [21]. Besides, those methods cannot rely 
on time-based classifi- cation because of their limited capabilities 
for obfuscating traffic patterns. 

In contrast to comparable work mentioned above, the proposed 
research presents an alleged privacy attack against WiFi-based de- 
vices that rely on WiFi traffic monitoring from outside the 
network. We proceed with a precise and practical proof-of-concept 
attack on the assumption of a realistic threat scenario. We also 
discuss a possible defense against those attacks. 

3. Problem Statement, Threat Model, and Assumptions 

In this section, we first define the problem statement that serves 
as a strong motivation for the proposed research. Afterward, we 
present the threat model that needs to be covered by the proposed 
study. Finally, we discuss the considered assumptions while 
conducting the proposed research. 

3.1. Problem Statement 

The TCP/IP paradigm is used for communicating devices on 
net- works. The IP address at the Network Layer and the MAC 
address at the Data Link Layer can be used to identify the devices 
on the network. Spoofing identities have been used to get around 
these identifying mechanisms and access restricted resources. 
Using WiFi traffic analysis, an attacker can ”fingerprint” devices 
to determine private user behavior [22]. For instance, by 
continuously watching the camera’s bitrate, the attacker could 
ascertain the movements of objects inside a building [23]. 
Moreover, the attacker can predict which vulnerabilities are 
available to exploit depending on the type of IoT devices in the 
network. However, extensive research has been conducted on 
fingerprinting the IoT devices using eavesdropping from the inside 
network [24]. This research performs a detailed investigation and 
proves that fingerprinting the IoT devices eaves- dropping from 
outside the network is not only possible but also a straightforward 
process. The developers of the IoT devices must need to consider 
some extra security constraints to overcome those privacy threats. 

3.2. Threat Model 

In the proposed research, we consider that the attacker aims to 
target the information of IoT devices using a targeted WiFi 
network. More- over, the attacker is also interested in the number 
and type of unique IoT devices, e.g., Laptop, Smart TV, Light 
Bulb, etc. Moreover, the attacker is also interested in getting the 
mode of those devices, such as idle or active. The attacker intends 
to gain maximum sensitive information by gathering the devices’ 
data. For example, the device type may reveal potential 
vulnerabilities to software/hardware status. The number of devices 

may reveal the customers in business, the number of employees, 
or the family size. The type and number both can reveal the status 
of socioeconomic. 

Considering this as a potential threat model, we aim to perform 
a detailed investigation that fingerprinting the IoT devices 
eavesdrop- ping from outside the network is a straightforward 
process. This threat should be considered in the first place. 

3.3. Assumptions 

In the proposed research investigation, we assume that the 
attacker continuously observes the network traffic outside the 
network using the targeted WiFi or access point. We also believe 
that the attacker is physically in the signal range of the access point, 
so he can per- form eavesdropping using a sniffing tool and gather 
the nearby WiFi network traffic. We assume that the attacker can’t 
join or break the network. To this end, in the proposed research 
investigation, we prove that fingerprinting the IoT devices from 
the outside of the network eavesdropping is possible. Moreover, 
the existing research focuses on the IoT devices operated at 
2.4GHz; we consider the same. However, the proposed study can 
be applied to 5GHz as well. 

4. Verification of Collective Movement 

In this section, we first present the system architecture, and 
then we discuss how the attacker captures the network traffic from 
outside of the network. After that, we present the pre-processing 
of the captured data. 

4.1. System Architecture 

In the proposed investigation, we consider the system 
architecture illustrated in Figure 2 where the attacker uses to access 
the WiFi network. The system architecture consists of two stages, 
offline and online. The first stage (offline) is the attacker’s 
profiling model training and building stage, where an attacker uses 
his computer and many IoT devices to conduct experiments in 
order to build the profiling model of each IoT device. On the other 
hand, the second stage (online) is the attacking stage, where the 
attacker monitors a WiFi network, trying to identify all IoT devices 
in the WiFi network based on monitored data and profiling models 
built in the offline stage. In the first stage (offline), the attacker 
configures maximum IoT devices which are connected to the 
nearby WiFi gateway. The attacker accesses the network traffic 
using a sniffing tool, where the traffic data would be labeled as the 
device name using the MAC address. The collected data is then 
pre-processed, where we re- moved the noise (e.g., network traffic 
gathered from nearby WiFi networks, data link layer broadcast 
frames, WiFi protocol beacon frames), and dumped the valuable 
features into a CSV file for apply- ing the machine learning 
techniques. In particular, we apply several machine learning 
algorithms and achieve accuracy up to 95% for device 
identification. 

In the second stage (online), the attacker applies a sniffing tool 
and targets the victim’s access point for a short period of, for ex- 
ample, 30 seconds, and stores the traces for pre-processing. To this 
point, we never require prior knowledge of the IoT devices for pre-
processing, which we will explain in detail later in the follow- ing 
subsection. Precisely, we use standard and statistical filtering 
techniques to eliminate the noise from the data frames which do 
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not represent the patterns of data. After that, we use Python 
scripting to extract the features from pre-processed data. Finally, 
we were able to predict the type of devices and their activity. 

 
Figure 2: The attacker’s perspective of profiling attack on the IoT devices 

Table 1: Comparison of captures by out-of-network Airtool with the in-network 
Wireshark 

Size Range of Packets/Frames Wireshark Airtool 
#Packets #Frames #Data Frames 

0-19 0 2428 0 
20-39 0 5593 199 
40-79 2441 0 0 
80-159 260 2890 2883 
160-319 108 239 239 
320-639 173 194 190 
640-1279 241 255 255 
1280-2559 13574 13846 13846 

Total 16797 25445 17612 
 

4.2. Traflc Capturing From Outside of the WiFi Net- work 

In order to capture the data frames from outside of the WiFi 
net- work, we first test to use the two most popular sniffing tools, 
Kismet and Airodump-ng. Kismet stores the network traces as 
SQLite3 database, whereas Ariodump-ng dump the traces into a 
capture file format such as pcap. The output of pcap is used to 
perform packet inspection as the output is in a compatible format, 
where the packet inspection can be done via a network analyzer 
such as Wireshark. We use those sniffing tools because of their 
capabil- ity to sniff raw 802.11 frames. Besides, both of them are 
able to monitor single-channel and multi-channel using frequency 
hop- ping. For the hardware, we use an external wireless adapter 
(Alfa AWUS036ACM) as the built-in WiFi cards don’t serve our 
purpose because they are programmed to accept the data packets 
which are particularly addressed to the machine’s interface card. 

Once the captured traffic is analyzed, we observe that a signifi- 
cant proportion of captured packets contradicts the elephant-mouse 
internet traffic phenomenon [25]. The elephant flows of 1500 bytes 

were unable to see for all the available devices, including the video 
packets captured from a Camera or a smart TV. The proposed in- 
vestigation shows that the aforementioned tools can only capture a 
limited range of packets in terms of their sizes. For example, they 
are able to capture the packet up to the frame size of 472 bytes; 
how- ever, this size is enough for particular applications such as 
signal intelligence. Due to such limitations of Kismet and 
Airodump-ng, we consider another sniffing tool called Airtool5. 
The Airtool snif- fer is a MAC’s built-in sniffing tool that can 
passively sniff WiFi traffic and store the traces in a pcap format 
which can be further analyzed using Wireshark. We 
simultaneously run Wireshark on a different laptop connected to 
the network to record its own in- coming/outgoing network traffic 
to the AP in order to confirm the accuracy of the traffic caught by 
Airtool which is running on an out-of-network MacBook. The 
traffic between the second laptop connected to the network and the 
AP was considered for comparison of those two traces. 

Because Airtool also records additional control and 
management frames at the data-link layer (most frames have sizes 
between 0 and 39), which are absent from Wireshark’s in-network 
traffic captur- ing, we discovered that Airtool collects more frames 
than packets recorded by Wireshark, as shown in Table 1. Every 
frame that is collected by Airtool is translated into a WiFi data-link 
layer frame, 

Whereas every frame that is captured by Wireshark is 
translated into an Ethernet II frame. As a result, for the same WiFi 
packet, the Wireshark capture is smaller than the Airtool 
interpretation of the data-link layer frame. This explains why the 
2441 packets in the Wireshark capture that are between 40 and 79 
bytes all show up in the Airtool capture’s higher packet size range 
(80 to 159 bytes). Additionally, the comparison holds even after 
excluding all control and management frames from the Airtool 
capture (as seen in the last column), so there aren’t any apparent 
missing packets according to Airtool. As a result, we employ 
Airtool as our testbed for evaluation. 

4.3. Data Pre-Processing on Captured Data 

Once the encrypted WiFi traffic data is captured using the 
Airtool software, the output in pcap format is analyzed using the 
Wireshark tool. In particular, the following steps are taken to 
analyze the captured data: 

• We start with the traffic broadcasting in both directions to the 
MAC address of the WiFi network under investigation. This 
is required since Airtool could potentially monitor WiFi traffic 
from many neighboring APs. Only data frame types are kept 
since all other control, and management MAC-layer frames 
do not adequately depict the profiling data pattern. 

• We export the pcap files into the csv files for the following 
steps number 3 and 4. 

• We eliminate noisy frames that some MACs produced. Since 
they often only appeared as a single frame, these noise frames 
are simple to filter out. By just keeping traffic frames with bi-
directional communication traffic, they are filtered away. 

• To make dataset labeling easier, we swap out the MAC ad- 
dresses for the relevant device names and their operational 
status. This step is included only in the offline training stage. 
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• The dataset required for both offline training and 
performance testing is eventually obtained using a Python 
script that ex- tracts and calculates statistical characteristics. 

5. Data Processing and Analysis 

In the section, we first discuss the observable Data Fields, and 
then we discuss data analysis. Finally, we discuss device profiling 
on time-series data. 

 
Figure 3: The total number of data packets captured with respect to the IoT 

device. Many devices’ names show whether they are in active or in an idle state. 

5.1. Useful Data from Network Monitoring 

As we have discussed earlier, the process of out-of-network 
monitor- ing. Here, we present the observable data fields on a 
secured WiFi network where everything above the data-link layer 
is encrypted because of WiFi protocol WPA-PSK. Because of this 
encryption, the only observable data is the MAC-layer frame 
header, signal strength, and the observation timestamp. The frame 
header pro- vides the source and destination’s MAC addresses, 
frame size, and frame type. However, the signal strength cannot be 
used as it has been affected by several factors such as neighboring 
WiFi net- works, deflection, absorption, and reflections of the 
surrounding objects. Therefore, in the proposed investigation, we 
neglect the signal strength and only use the MAC layer frame 
header. 

5.2. Data Analysis 

As discussed earlier, we consider 10 different IoT devices and 
col- lected their data through out-of-network monitoring. In Figure 
3, we show the total percentage of captured data from each device. 
To provide insights into the monitored traffic, we measure the 
working and idle status of all the IoT devices. From Figure 3, we 
can observe that the number of received packets from TV is more 
than the other IoT devices such as the camera and Google. All of 
the other devices’ captured data are comparatively way less than 
those three devices. Consequently, the camera and google both 
display different behavior with regard to packet sizes, as shown in 
Figure 4. Specifically, the camera and google both appear to send 
the majority of their packets at a fixed size of 170 bytes and 140 
bytes, respectively, as shown in Figure 5. We will discuss this part 
in the following section. 

As shown in Figure 3, we believe that the attacker can easily 
build the signature. Moreover, the attacker can also change the 
status of those IoT devices. As we can see in Figure 3, there is a 
huge difference between the active and idle states of the devices 
which means the AP initiated communication to send an off signal 
to those devices. On the other hand, due to the notable decline in 
flow when switching to the idle state, the working condition of 
other devices with better network capabilities and memory storage, 
such as iPhones, printers, and Amazon, is impressively noticeable. 
For instance, Amazon will only get a small number of packets 
when it is idle because the user is not searching the Internet. 
Similarly, we show a detailed transmission of data packets from 
each IoT device in Figure 4. In particular, we show the total 
number of packets sent from the access point to the IoT device, 
which is represented by 1, and the total number of packets sent 
from IoT devices to the access point, which is represented by 0. 
Moreover, the figure depicts both the total data captured in the 
active and idle states of all the devices. 
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Figure 4: Total number of packet transmission from access point and IoT devices, 
respectively. In particular, the figure shows the total number of packets sent from 
the access point to the IoT device, which is represented by 1, and the total number 
of packets sent from IoT devices to the access point, which is represented by 0. 

5.3. Machine Learning Techniques 

In order to execute our investigation, we choose several 
classifi- cation methods, and a popular machine learning model 
XGBoost [26]. We consider XGBoost because of its superior 
performance, especially for the problems of network classification 
among other popular machine learning models. Because our data 
is captured in two different sequence sizes, so we consider 
precision, recall f-1 score, and support vector machine (SVM) as 
performance metrics to tackle the time series data. 

5.4. Profiling on IoT Devices using Time-series Data 

Processing time-series data is simple. The captured traces from 
the Data-link layer is converted into a string of three-feature items. 
The monitored frame is then converted into three nu- meric values: 
the size of packet P, the direction of packet X, and the arrival time 
Y, where 0 represents the transmitted pack- ets and 1 represents 
the received packets by an IoT device. Fol- lowing those numeric 
values, we can obtain the series of data such as {P0, X0, Y0}, {P1, 
X1, Y1}, ..., {Pn, Xn, Yn}. Figure 5 shows the heatmap of the 
correlations for each feature in the dataset, where 1 shows the 
maximum value, and 0 shows the minimum. 

 
Figure 5: Correlation of features in a dataset 
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This method’s main disadvantage is that it needs a lot of 
packets to supply all the data points needed for categorization or 
machine learning training. In our case, we are dealing with a 
heterogeneous system monitored inside a specific time window; 
certain devices (such as Smart TV) generate a large volume of data 
packets while others only produce very sparse packets (such as 
smart light bulb). For instance, if we compare how long it takes the 
light and TV to collect a 100-packet series, the TV just needs one 
second of visible data while the light needs approximately 30 
minutes. 

To overcome this challenge, we use a two-level categorization 
technique, starting with a traffic intensity threshold. Devices are 
divided into two groups in the first level according to whether there 
is a high or low volume of traffic. Then, in accordance with the 
volume of device traffic, we use an appropriate sequence size. 
Using ML algorithms, the second level determines the prediction 
proba- bility. A prediction is made if the probability rises above a 
certain threshold; else, the data is labeled as an ”unknown” device. 
Once the dataset is created, we extracted the following features 
from the monitored traffic in each time window: 

 
(a) Box plot for packet length frames of 10 IoT devices. 

 
(b) Box plot for the time taken by packets of 10 IoT devices1. 

Figure 6: Packet length and time-taken in transmission or reception of 10 IoT 
devices 

• Packets transmitted and received by the access point to and 
from the IoT devices, respectively. 

• The difference in inter-arrival time. 

• Total number of bytes in the transmitted and received packets. 

• Variance of sizes in transmitted and received packets. 

• The average number of consecutively transmitted or received 
packets before seeing a received or transmitted packet, respec- 
tively. 

6. Results and Discussion 

In this section, we first present the testbed settings and the 
evaluation metrics. Afterward, we show the IoT devices’ packets 
transmission and their reception in terms of packet length, and 
time. Finally, we show the evaluation results and prove that the 
outsider intruder can significantly harm the IoT devices without 
joining the WiFi network. 

6.1. Testbed and Evaluation Metrics 

With the help of a WiFi router, we built up a testbed with 10 
distinct IoT devices. We use AirTool to capture the WiFi data 
frames be- tween all IoT devices and the WiFi router for an 
appropriate amount of time in order to collect enough data. Once 
the data is captured, we use a time-series format and randomly split 
the dataset into two groups, 20% for testing and 80% for training. 

The following metrics are used to assess our classification 
mod- els: Precision, Recall, F1 Score, and Accuracy. Let’s use the 
abbre- viation T to stand for true prediction, further subdivided into 
true positives and true negatives. The letters F stand for false 
prediction, which is further divided into false positives and false 
negatives. The following equations are used to measure the 
Precision, Recall, F1 Score, and Accuracy, respectively. 

 

Figure 7: Packets transmission in both directions of each IoT device with respect 
to time. 

• Variance of size distribution in transmitted and received 
pack- ets. 

• Mode of transmitted and received packets. 

Precision =   TP      
(1) 

TP + FP 

Recall =  TP     (2) 
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TP + FN 

F1 − S core = 2 × Precision × Recall 

Precision + Recall (3) 
 

To access point and access point to IoT device) with respect to 
time. The line in the middle of the box shows the average length 
of the packet transmitted or received. In particular, 0 represents the 
packets transmitted from the IoT device to the access point, and 1 
represents 

Accuracy = T + N (4) 

 
Figure 8: Predicted labels of each IoT device 

6.2.  Captured Data 

Before going to the evaluation, we first show the captured data 
in terms of packet length and time. In Figure 6, we show the packet 
length and time taken in transmission or reception of 10 IoT de- 
vices, respectively. In particular, in Figure 6 (a), we show a box 
plot for the packet length of 10 IoT devices. The packet length of 
each device is captured in both active and idle states. Similarly, in 
Figure 6 (b), we show a box plot for the time taken by packets to 
transmit or receive by each IoT device in both active and idle 
states. To further show the significance of captured data, in Figure 
7, we show the packet transmission in both directions (IoT device 
the packets transmitted from the access point to the IoT device. 
The above-mentioned box plots prove that a significant amount of 
data is captured in the proposed investigations, where an attacker 
can easily access the useful information of the IoT devices and can 
significantly harm the user. We also prove that the IoT devices can 
reveal the potential vulnerabilities to hardware/software status as 
the attacker can change the status of IoT devices. 

Considering this as a potential achievement in our 
investigation, below we present the results of model accuracy, 
which can further support our claim. 

 
Figure 9: Machine learning model accuracy on Precision, Recall, and F1-Score. 

6.3. Results 

We chose a 30-minute time window size for evaluation. We 
believe that long-term observed traces can teach us more about 
time-series patterns than short-term ones, which call for much 
longer time ob- servations to carry out the attack. As we were 
facing a challenge in working with imbalanced data, for example, 
data captured from some devices are extremely high such as TV or 
Camera, whereas other devices are barely showing any record for 
example Nest, Light as shown in Figure 3. To balance such data, 
we use SMOTE anal- ysis to prove the significance of the results. 
Figure 8 shows the confusion matrix of prediction accuracy using 
a SMOTE analysis on the XGBoost model. The Figure shows that 
the IoT device ”Printer active” captures maximum true labels, 
whereas the IoT device ”google idle” captures minimum true 
labels. 

Finally, we show the accuracy of all 10 IoT devices in each 
active and idle state with respect to Precision, Recall, and F1-
Score. In order to provide a significance of the results, here we 
consider the captured data without balancing and show the result 
without modify- ing any values. In Figure 9, we show that the 
model achieves 95% of accuracy. We attribute this performance to 
the XGBoost model, as it performs significantly well over 
imbalanced classification datasets. 

7. Discussion and Future Work 

Our findings support the hypothesis that an outside-of-network 
at- tacker can successfully identify IoT devices without connecting 
to a WiFi network. The type of devices and their operating modes 
may be determined by characteristics like the number of packets, 
inter-arrival time, packet sizes, and distributions. The attack is 
straightforward to execute without leaving any traces or 
fingerprints. 

The profiling attack causes serious privacy issues. A potential 
attacker could drive close to a business to evaluate the volume of 
economic activity, the socioeconomic background of the clients, 
expected revenues, revenue trends, or even find possible weak tar- 
gets for future attacks. It can provide environmental awareness that 
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can be utilized to track mobile devices in more complicated 
circum- stances (e.g., cars, drones, phones, etc.). For instance, a 
swarm of drones can be deployed over a sizable area to classify, 
identify, and monitor the movement of signal-emitting devices in 
the covered area. This might show how gadgets communicate with 
one another and show where each device travels. 

As we have proved that the experimental testbed is reliable and 
has significant importance in the real-world, the implementation in 
real-world scenarios is of utmost importance to secure the privacy 
of the individual. To this end, we aim to further extend the 
proposed implementation in real-world scenarios, where we would 
be able to show the further importance of such attacks. 

8. Conclusion 

This paper investigates a privacy leakage from an out-of-
network eavesdropper on encrypted WiFi traffic. To this end, we 
consider 10 IoT devices and capture their data from outside the 
network without joining the WiFi network. During the 
investigation, we prove that IoT device eavesdropping is not only 
possible but also a straightforward process. To this end, we exploit 
the WiFi frame timing and header information and conduct a 
detailed evaluation using a machine learning technique for 
inferring and fingerprinting which IoT device exists in the network 
and what working status each device is. The models we found had 
exceptional high accu- racy, they are most likely approaching the 
point where subsequent improvement becomes more difficult and 
might even come with the loss of generalizeability [27]. Our 
evaluation achieves high accuracy, up to 95%, in identifying the 
devices and their working status. The experimental results show 
that outside intruders can significantly harm the IoT devices 
without joining a WiFi network and can launch the attack within a 
minimum time without leaving any detectable footprints. 
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In recent years, unmanned aerial vehicles (UAVs), especially small and light multicopters driven
by electrical motors and batteries, have experienced a boom in applications. The electrical
drive system is a central component of these UAVs. This paper introduces the basics of these
drives and presents control methods for them using permanent magnet synchronous motors
(PMSMs). Control of these drives is based on field-oriented control (FOC) optimised for high
speed (for instance, 200 el. krpm). For the multicopter drives, sensorless control is preferred,
i.e., no position or speed sensor on the motors is necessary. Therefore, in this paper, the rotor
position is estimated by a sensorless method based on a back electromotive force (back emf)
observer combined with a start-up process. The parametrisation methods of the observer and
the start-up process are described as well. The observer and the integration of it in multicopter
drives are the major innovative parts of this paper. These introduced methods are verified by
simulation and experiments. In experiments two motors are considered. One is applied to
operate at the maximal speed up to more than 200 el. krpm. The other is a special UAV drive
motor and applied for experiments with propeller, under similar operating conditions as UAVs.
The results prove the performance and effectiveness of the introduced methods.

1 Introduction

1.1 Multicopters using electric motors

Unmanned aerial vehicles (UAVs), especially multicopters like the
one in figure 1, have experienced a surge in popularity in recent
years and have found application in various fields. UAVs powered
by electrical motors are easy relatively inexpensive to assemble
compared to other aircraft structures.

This paper is an extension of work originally presented at the
23rd European Conference on Power Electronics and Applications
(EPE21 ECCE Europe), [1]. The technical background and addi-
tional experimental results are included, as well as the analysis and
discussion of the results1.

The electric drives and their corresponding control system are
one of the core components of UAVs. They are required to be
power-efficient, lightweight, robust against a hostile environment,
and reliable over many flight hours. Surface mounted permanent
magnet synchronous motors (SMPMSMs) are the most suited for
UAVs for their compactness, high efficiency, and high power and

torque density compared to other motor technologies. While com-
pact multicopters with at least four motors are able to carry a light
load, e.g. a camera, large multicopters with six or more motors can
carry more equipment and are interesting for tasks such as package
delivery in urban areas and the targeted application of fertilisers
or pesticides on large farms. To provide the necessary thrust, the
SMPMSMs for these large multicopters tend to have a high nominal
current and a high number of pole pairs, for instance 20. Since
multicopter propellers may be rated for top speeds of even 8000
mechanical revolutions per minute (mech. rpm), the electrical speed
experienced by multicopter motors may easily surpass 100’000
electrical rpm (el. rpm).

When it comes to the control of motor current, field-oriented
control (FOC) is preferred over e.g. block commutation mainly
because of the more even torque generation and the higher power
efficiency, especially when used with motors with a long electrical
time constant. Either way, the direction of the rotor’s magnetic
field must be known or measured for the control of motor current.
While the most convenient approach consists in measuring the ro-
tor’s angle with a position sensor, e.g. an encoder, it is possible

*Corresponding Author: Chen Zhao, Corporate Center Motion Control, maxon motor ag, Brünigstrasse 220, CH-6072 Sachseln, Switzerland, E-
Mail: chen.zhao@maxongroup.com

1Compared to the conference paper [1], there are following extensions included in this paper: 1) technical background about power electronics and electric motors, 2)
technical background about motor drive methods, 3) introduction of modulation methods, 4) the thermal behaviour of motor and motor drive, 5) experimental results of
thermal behaviour, 6) additional description of the model and methods, 7) additional results and figures, 8) additional literature papers.
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to infer the magnetic field’s direction by careful processing of the
motor’s electrical quantities (voltage and current). This so-called
sensorless form of position detection is advantageous for UAVs
because it renders position sensors superfluous, thus reducing the
overall weight and increasing reliability by eliminating a potential
source of failure.

Figure 1: A test quadcopter (UAV)

At present, the high electrical speed and high motor current
characteristic of large multicopters present a challenge for electrical
drives, namely in terms of

• reliable sensorless position detection

• reliable commutation

• reliable current control.

1.2 Related work

There is much research focusing on design and build multicopters,
for instance [2]. For a detailed introduction of PMSMs, [3] can be
referred.

With consideration of sensorless control of PMSMs, the main
approaches for sensorless position detection are two: one is based
on the superposition of test signals (signal injection) on the voltage
vector applied to motor. A number of research papers are published,
[4]–[10]. For instance in [4], the Indirect Flux detection by On-
line Reactance Measurement (INFORM) method is introduced. In
[9], the rotor position of SMPMSMs without saliency is estimated
by using periodic injection in circumference direction, interleaved
with torque generating current. Whereas, the other is based on the
estimation of the back electromotive force (back emf).

In this paper, less attention is paid to the signal injection meth-
ods, which are computational intensive and may lead to disturbance
of motor torque. The Position estimation based on back emf is
suitable and sufficient for multicopter drives: as the motors must
rotate continuously at high speed during flight, the back emf is large
and thus easy to estimate with satisfying accuracy.

The simplest back emf estimation method entails detecting the
instants at which back emf changes sign in each motor winding.
However, this method cannot be applied in FOC but only in block
commutation. A Model-based method using the sliding mode back
emf observer is proposed in [11]. It is still only suitable for block

commutation. In [12], a load torque estimation method for sensor-
less control of brushless DC drives is presented, however it is also
designed for 6-step commutation.

Further model-based methods compatible with FOC are the
object of [9] and [13]. In particular, in [9] a back emf observer
combined with signal injection is introduced. The algorithm can be
improved and computation load of this method can be reduced for
multicopter drives, with consideration of required operation speed.
In [13], a sliding mode back emf observer is proposed for sensor-
less position estimation, in which the position estimation error is
compensated by using an integral sliding mode observer. However,
for multicopter drives, varying effects have to be considered. Beside
the dynamic response and high speed performance, the computation
load may also be an issue.

In addition, the performance of sensorless control using pulse
width modulation (PWM) and pulse-amplitude modulation (PAM)
is analysed in [14]. The focus if this paper is only losses. The
control performance is not included, which is very essential for
UAV applications. Furthermore, the suggested advantage of PAM
is significant at a high speed range compared that of multicopter
drives.

1.3 Main contribution of this paper

As aforementioned, sensorless control of PMSMs is considered in
a few papers, however, the special requirements and conditions of
multicopter drives are taken into account, especially the sensorless
drive at high speed range using FOC. With consideration that the
multicopters is one of the most interesting application areas of elec-
tric drive at present, therefore we propose and describe a control
system for electrical drives for drives of multicopters. We achieve
sensorless position detection with a Luenberger observer that esti-
mates back emf. We propose a method to parametrise the observer’s
gains to achieve a desired dynamic response and to guarantee a max-
imum position estimation error at the maximum operation speed.
The position estimate derived from the back emf in this way is
updated at the rate of the current control task (25 kHz).

At high electrical speed, the two components of the motor cur-
rent in the rotor coordinate frame are heavily coupled. While block
commutation can obviate this [14], like others we add a decoupling
mechanism in the current control loop [15]–[18].

After describing our proposed control system, we evaluate its
performance by examining characteristics of interest of a selected
multicopter drive (e.g. torque ripple) at its maximum electrical
speed, both in simulation and experiment. We show that the
multicopter drive with out control system can reach a speed of
200 el. krpm. To the best of our knowledge, other control systems
for multicopters with these features do not exist at present.

The rest of the paper is structured as follows. The second section
discusses the commutation method and explains the sensorless posi-
tion detection method and the current controller designed for high
speed applications. In the third section, the methods are verified by
using simulations and experiments. The last section contains the
conclusion.
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2 Electrical drive systems

2.1 Power inverter and control

Drive systems using electric motors are very diverse. For PMSMs,
the most widely applied motor drive is a voltage source inverter
(VSI), [19], which is also applied in this paper. The topology of a
VSI is illustrated in the Figure 2, left. The main components are the
six metal–oxide–semiconductor field-effect transistors (MOSFET),
T . They build three switching bridges for the three motor phases,
respectively.

Figure 2: Structure of voltage source inverter and PMSM.

The motor winding terminals are connect to the outputs of the
VSI, Figure 2, right, and can be connected to supply voltage or
the ground by switching the power transistors in the left figure. In
this paper, the switching pattern is determined according to space
vector pulse width modulation (SVPWM) methods. Figure 3 shows
simulated current in one motor phase and the corresponding PWM
duty cycle as an example for generation of current using 5-segment
SVPWM. The first plot illustrates the expected reference current.
For an easier comparison with the actual current, the reference cur-
rent is projected to the u− v−w phase coordinate. According to the
SVPWM method the duty cycle is calculated and the switching sig-
nals are generated, which are the third and fourth plot, respectively.
Then, the generated actual current matches the reference current,
shown in the second plot, except for the current ripples.

Figure 3: Example of generating current using PWM in one motor phase. The first
plot, from above, is the reference current projected in u − v − w phase coordinate,
the second is the actual current, the third and fourth are the PWM duty cycle and
switching signal, respectively. In the figure of actual current current ripple can be
observed, which is caused by PWM switching process.

As mentioned in the introduction, the motor current is regulated

with FOC. The principle of FOC is to transform the total motor
current flowing in the three phases into two orthogonal components,
i.e., the torque generating and magnetic flux generating current by
using the Clarke and Park transformations. An electric motor is a
complex electrical-magnetic system. This transformations simplify
this system significantly and allow the torque and magnetic flux
to be controlled separately. Furthermore, the back emf observer
mentioned in Section 3 is also implemented according to FOC, so
that the estimated position, derived by the observer, can be applied
for current control in FOC directly.

The Clarke transformation transforms motor current from phase
coordinate, u − v − w, to stator coordinate, α − β, (1). The stator
coordinate is fixed with motor stator and the α axis has the same
direction as the winding u.

iαβ =
[
iα
iβ

]
=

2
3

[
1 − 1

2 − 1
2

0
√

3
2 −

√
3

2

] iu
iv
iw

 (1)

The Park transformation transforms current from stator coordi-
nate to rotor coordinate system, d − q, (2). The rotor system is fixed
to the rotor magnet and rotates with the rotor.

idq =

[
id
iq

]
=

[
cos θ sin θ
− sin θ cos θ

] [
iα
iβ

]
(2)

The aforementioned coordinate systems are shown in Figure 4.
The angle, θ, between rotor and stator systems indicates also the
electrical rotation angle of rotor, also known as commutation angle.

Figure 4: Coordinate systems applied in FOC, including phase, stator and rotor
coordinate. θ is the angle between rotor and stator coordinate systems.

In order to control thrust, multicopter drives are operated in
speed control mode. Therefore, the control system contains a PI
speed controller cascaded with an PI current controller, see Figure
5. The speed feedback are derived by a speed observer or a speed
filter. The configurations and gains of both controllers, observer or
filter can be determined by using classical methods for electrical
drives, for instance plant inversion or pole placement, [20]. As the
algorithms and parametrisation methods for PI current and speed
controllers are well known, they will not be introduced in this pa-
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per. The next subsections describe the features that are specific to
operation at high speed.

Figure 5: Control structure of multicopter drives, including speed and current control
loops.

Figure 6: Simulated torque generation of block and 6-step FOC at 100 el. krpm. The
FOC has faster response and smaller torque ripple compared to block commutation.
The motor data are from PMSM 1 in Table 2 in the “Simulation and experimental
results” section.

The output of the current controller, i.e., the demanded voltage,
is converted to PWM signals via SVPWM generator. The PWM sig-
nals then drive the DC to AC power inverter, which is also included
in the top-right corner of Figure 5.

2.2 Commutation method

Since multicopter drives are powered by onboard batteries, effi-
ciency is arguably the most important optimisation criterion. In this
section, block commutation and FOC are analysed and compared. If
the motor speed is high enough relative to the execution frequency
of current control, FOC may only generate ten or even less consecu-
tive voltage vectors per electrical revolution, which is comparable
to block commutation (six states per electrical revolution). In order
to make a fair comparison between the two commutation meth-
ods, the position resolution is fixed to 6 per electrical revolution
for both commutation methods in the simulation. The motor data
from PMSM 1 in Table 2 in the experiment section is used for the
simulation. The FOC current controller is explained in the “Current
control with decoupling and delay compensation” subsection. Fig-
ure 6 and 7 show torque generation performance at two different

speeds. Figure 6 demonstrates that FOC has a faster response and
lower current (torque) ripple. Besides, FOC is able to generate the
demanded torque at a higher speed with the same supply voltage,
see Figure 7. Therefore, FOC is chosen.

Figure 7: Simulated torque generation of block and 6-step FOC at 150 el. krpm. The
FOC can generate the desired torque at 150 el. krpm, whereas block commutation
fails. The motor data are from PMSM 1 in Table 2 in the “Simulation and experi-
mental results” section. For block commutation to work at this frequency, a much
higher DC supply voltage is needed.

As already mentioned, block commutation has the advantage
that the rotor position can be inferred from the instant at which
back emf changes sign (i.e., crosses zero) in the disconnected motor
phase. However, this advantage is lost for motors with large electri-
cal time constant operating at high speed: under these conditions,
the current flowing through the body diodes in the leg of the power
stage corresponding to the disconnected motor phase can shift the
instant of the back emf zero-crossing.

Furthermore, for FOC, the PWM frequency and modulation
methods are important parameters. In this paper, 5-level and 7-level
space vector PWM (SVPWM) are considered, as shown in Figure 8.
For the PWM frequency, 25 kHz and 50 kHz are considered.

Figure 8: Example of 5-level (upper) and 7-level (lower) PWM duty cycle of a
three-phase system. High and low, PWM1, PWM2 and PWM3 are according to the
three phases respectively.

7-level SVPWM has lower current ripple, as shown in Figure 9.
One should be aware that the difference of current ripple depends
on motor characteristics, PWM frequency, and operating condi-
tions. For motors with larger electrical time constant the difference
becomes smaller.
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Figure 9: Simulated current process in a single PWM period using different modula-
tion methods, current ripple of 7-level SVPWM is lower than that of 5-level.

On the other side, the switching losses on the motor controller
significantly depend on the PWM frequency and modulation method.
The comparison results in experiments are included in Section 4.

3 Motion control for high speed applica-
tions

3.1 Sensorless position estimation

As mentioned in the introduction, the reliability of the drive system
is improved and its weight is reduced by eliminating the position
sensor. There are three fundamental requirements on sensorless
position detection based on back emf estimation:

1. Stability of the whole control system

2. Accuracy of back emf estimation at low speed, which is es-
sential to use the position estimate for current control

3. Accuracy of position estimation, which affects the efficiency
of torque generation.

We choose to estimate back emf with an observer. The observer
requires a model of the system. For this purpose, we consider the
electrical model of a SMPMSM

uS = RS · iS + LS diS

dt
+ eS (3)

where u and i are applied voltage and motor current, which are
functions of time, R and L are the motor resistance and inductance
matrices, and e is the back emf. The superscript S indicates that the
quantities are expressed in the stator coordinate system.

As with most control systems in practice, ours is implemented
on a microcontroller in discrete form. The discrete implementation
of the observer contains two separate steps for prediction and mea-
surement update. The observer differs from a textbook Luenberger
observer because the update step is based only on the measurement

of current and not of back emf. The prediction (4) and update (6)
equations in discrete time are as follows

ĩSk = Φ
S îSk−1 + BS

d (uS
k−1 − êS

k−1) (4)

îSk = ĩSk + Li(iSk − ĩSk ) (5)
êS

k = êS
k−1 + Le(iSk − ĩSk ).

where subscript k indicates the sampling instant and Φ and Bd

are the transition and input matrices of the discrete time system,
respectively.

ΦS = exp
(
−

(
LS

)−1
RS∆t

)
(6)

BS
d =

(
I −ΦS

) (
RS

)−1
(7)

Li = diag {li} and Le = diag {le} are the observer feedback gain
matrices for current and back emf, respectively. The˜andˆsymbols
indicate prediction and estimation variables, respectively. In this
model, ∆t is equal to the sampling time Ts.

In order to determine the values of the observer feedback gains,
the electrical control loop, i.e. the linearised innermost feedback
loop in Figure 5, is analysed. This loop consists of the current
controller, the inverse Park transform (to the right of the “Current
controller” block), the motor electrical dynamics, and the back emf
observer (“Sensorless position estimation” block). This loop is
stable if and only if

γ =

∣∣∣uq
∣∣∣
|e|
<

1 + ϕ (li − 1)
lebd

. (8)

where ϕ and bd are the diagonal elements of ΦS and BS
d in (3).

Equation (8) indicates that the operating range of the motor is con-
strained as a function of the motor’s electrical dynamics and the
observer gains. The ratio of voltage and back emf in the left hand
side of (8) we call operating point ratio. Because the constraint
also contains the observer gains, the allowed operating range can be
manipulated at least to a certain extent.

The feedback gains of the observer are determined by using
pole-placement with two conjugate poles. The available measure-
ment is current and the expected output is back emf. For this reason,
the transfer function in (9) from applied voltage, u, to back emf,
e, has direct meaning in the controller and is applied. This trans-
fer function is derived directly from the observer, according to the
observer equations.

G(z) =
e(z)
u(z)
=

lez
z2 + (le − 1 − ϕS (1 − li))z + ϕS (1 − li)

(9)

The back emf observer’s gains are calculated such that the phase
lag of the transfer function G(z) is below an predefined threshold at
a certain frequency. This frequency corresponds to the maximum
operating speed of the drive system expressed in Hertz. Because the
phase lag of G(z) corresponds to the error in the estimation of the
back emf angle, and thus rotor position, this criterion guarantees
that torque generation efficiency lies above a desired threshold in
the whole operating range.

The calculation of the gains entails placing the conjugate poles’
frequency a factor ten faster than the maximum intended operating
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electrical speed. The corresponding expression for the observer’s
gains is

le = 1 − 2e−ξωTs cos
(
ωTs

√
1 − ξ2

)
+ e−2ξωTs (10)

li = 1 −
1
a

(
e−2ξωTs + bγle

)
. (11)

where ξ is the conjugate poles’ damping coefficient, ω their
frequency in rad/s, and Ts the sampling period, which is equal to
40µs in the experimental system. To sum up, this method requires
two inputs to calculate the observer gains

1. Maximum intended operating point ratio for the present gain
set

2. Maximum intended operating speed for the present gain set.

With this parametrisation method, the position obtained from
the back emf estimate is reliable enough for use in current control
from a speed of about 300 to 500 rpm with most motors.

3.2 Operation process

The motor drive operates under two different operating modes, the
start-up mode and normal back emf mode, as long as there is not
any error in the drive system. The switching between the modes is
illustrated in the algorithm below.

Algorithm 1: Operating process and modes
Result: Operating process and modes
Initialisation;
while system is enabled and reference speed is suitable do

if |ek| > |ek|thr then
Operating in back emf mode;

else
Operating in start-up mode;

end
end

We use the magnitude of back emf, |ek|, as a measure of the reli-
ability of the back emf estimate for the purpose of current control.
If it exceeds a predefined threshold, |ek|thr, the position obtained
from the back emf estimate is used for control: we call this op-
erating mode “back emf mode”. Compared to the speed range of
propellers mentioned in the introduction (2000-8000 rpm), the speed
corresponding to this back emf magnitude is low.

Below this speed, the motor operates in what we call the “start-
up mode”: starting at standstill, a constant-magnitude current vector
is applied whose angle rotates with linearly increasing speed, i.e.,
constant acceleration. This is an open loop control mode, since the
actual position and speed are not measured. For propeller drives, the
open loop start-up mode and the transition to closed loop back emf
mode works reliably, since the load is known and light. In this way,
the motor is accelerated until the back emf magnitude is sufficient
for closed loop control.

In addition, one must be aware that the position estimated by the
back emf observer does not include the polarity of the rotor mag-
netic field and the rotation direction. To use the position estimate

from the back emf observer for commutation, the rotation direction
must be known. This is determined by taking the cross-product
of the last two consecutive position estimates from the back emf
observer. The scalar product of the motor speed with the unit vector
z perpendicular to the stator coordinate (α-β) plane yields sk, which
corresponds to the magnitude of rotational speed.

sk = (ek−1 × ek) · z. (12)

In practice, since sk is very noisy, it is low-pass filtered before
evaluation of its sign.

3.3 Current control with decoupling and delay com-
pensation

As mentioned in the introduction, cross-coupling between the cur-
rent components in the rotor coordinate frame is proportional to the
product of the motor’s electrical time constant and of the motor’s
speed. If this cross-coupling is not considered when tuning the
current controller, it deteriorates current control performance per-
ceptibly. What’s more, the discrete implementation of the current
control system inevitably gives rise to sampling delay. To counter-
act the effect of cross-coupling and sampling delay in the current
control loop, we apply d-q decoupling and delay compensation.

The derivation begins from the motor electrical model. Trans-
forming the electrical model of PMSM in (3) to the rotor coordinate
frame yields (13). The aforementioned cross-coupling between the
d and q components, ωeL, cannot be neglected anymore

uR =

[
R −ωe · L
ωe · L R

]
iR +

[
L 0
0 L

]
diR

dt
+ eR, (13)

where superscript R indicates the rotor coordinate frame and e is
the back emf, whose magnitude is equal to the product of magnetic
linkage and electrical speed, Ψωe.

In independent d-q current control, the cross coupling terms are
neglected and the current controller is as follows

uR
c,k+1 = kP∆iRk + IR

k
IR

k+1 = uR
c,k+1 − (kP − kI)∆iRk+1, (14)

where uc is the output demand voltage, ∆i is the current control
error, and I is the integral term in PI current controller.

When |ωeL| is comparable to or larger than R, independent con-
trol of the current components of iR, i.e., id and iq, undermines
transient performance and may even lead to instability. It is true
that a higher control bandwidth can help. However, in practice
the bandwidth is always limited by sampling frequency, which is
determined by the computational power of the selected MCU and
characteristics of the power electronics components.

We adopt the method in [17] to improve the performance of cur-
rent control loop without having to increase the sampling frequency.
Equation (15) describes the decoupling PI current control in discrete
time.

uR
c,k+1 = kP

[
cos(Tsωe) − sin(Tsωe)
sin(Tsωe) cos(Tsωe)

]
∆iRk + IR

k

IR
k+1 = uR

c,k+1 − (kP − kI)∆iRk+1.
(15)
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In this current control method, the tuning of current controller should
guarantee (16), to ensure the equivalency of discrete time and con-
tinuous time controller,

kI

kP
= 1 − e−Ts

R̂
L̂ (16)

where R̂ and L̂ are the estimated values of phase resistance and
inductance, respectively. They can be identified or obtained from
the motor’s datasheet.

The sampling delay is another factor which affects the high-
speed performance. It results in a lower torque than desired causing
a worse torque generation efficiency. To address this issue, the
demand voltage uc is rotated forward by Tsωe yielding u∗c, which is
the final output of current controller

u∗c,k+1 =

[
cos(Tsωe) − sin(Tsωe)
sin(Tsωe) cos(Tsωe)

]
uc,k+1. (17)

4 Simulation and experimental results

4.1 Simulation and experimental system

The introduced control methods are implemented in an Electronic
Speed Controller (ESC), the maxon UAV-ESC 52/30, see Figure 10.
The experiments are conducted using this ESC and two test mo-
tors, PMSM 1 (Figure 11) is a Ø87 mm outrunner drone motor by
maxon designed for multicopters, whereas PMSM 2 (Figure 12) is
a general-purpose inrunner motor, also by maxon, which can reach
a high electrical speed (210 el. krpm). The MCU of the UAV-ESC
52/30 is an ARM Cortex-M microcontroller from STMicroelec-
tronics. The modelling and simulations are according to the same
hardware systems under the Matlab/Simulink environment. Specifi-
cations of the controller and test motors are summed up in Table 1
and Table 2, respectively.

Figure 10: The UAV-ESC 52/30 without housing.

Figure 11: The test motor PMSM 1, UAV motor. On the back side, left, there
are three thick motor power cables and four thin cables for two motor temperature
sensors, which are applied for measurement of thermal behaviour later.

Figure 12: The test motor PMSM 2.

Figure 13: Experimental setup, including the test motor PMSM 1 with propeller and
the controller with aluminium housing, indicated by the red rectangle.
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Figure 14: Simulation of motor current and torque during current step response at
speed 100 el. krpm, using PMSM 1. The modified FOC has better transient perfor-
mance and lower current/torque ripple compared to both block commutation and the
original FOC.

Table 1: Controller specification

Type of controller maxon UAV-ESC 52/30
Mechanical dimension:
length 58 mm
width 36 mm
thickness 11.6 mm
Electric characteristics:
PWM frequency 25 kHz
Current control sampling frequency 25 kHz
Position estimation frequency 25 kHz
Speed control sampling frequency 2.5 kHz
maximum continuous operating current 30 A
maximum output current 90 A
Supply voltage 12-52 V DC

Table 2: Maxon motor specification

Test motor PMSM 1 PMSM 2
Diameter Ø87 mm Ø40 mm
Length 20 mm 40 mm
Max. continuous operating current 30 A 5.9 A
Max. operating current 90 A 15 A
Motor pole pair number 21 7
Motor maximum mechanical speed 6500 rpm 30000 rpm
Motor resistance (phase to phase) 0.0891 Ω 0.136 Ω
Motor inductance (phase to phase) 0.05 mH 0.0639 mH
Electrical time constant 5.61×10−4 s 4.70×10−4 s
Structure Outer runner Inner runner

Figure 15: Simulation of motor current and torque during current step response at
speed 150 el. krpm, using PMSM 1. The modified FOC performs well, whereas the
block commutation cannot output the desired torque, and the original FOC becomes
unstable.

The experiments are conducted with different loads. If the test
motor PMSM 2 is used, the load is created by a coupled motor
generating an opposing torque. On the other hand, the experiments
with the test motor PMSM 1 are conducted with a propeller on the
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test setup shown in Figure 13. This paper concentrates on motor
control.

Figure 16: Motor current in experiments of current step response under current
control using PMSM 2 at 40, 175, and 210 el. krpm in sub-figures (a), (b) and (c),
respectively. The blue curve indicates the d-current and the red curve indicates the
q-current. The current controller performs well, with increasing current ripple with
operating speed.

4.2 Simulation results of control behaviour

The performance of current/torque control and commutation are
simulated for different current step responses. In Figure 14, sim-
ulations show that at 100 el. krpm, FOC has a fast response and
generally smaller torque/current ripple compared to block commu-
tation. Current control with decoupling and delay compensation

(“modified FOC” for short) has an even slightly smaller current
and torque ripple compared to the independent d-q current control
(“original FOC” for short). In particular, the modified FOC has a
significantly better transient performance compared to the original
FOC, with consideration of overshoot and settling time.

Figure 15 shows that at 150 el. krpm the original FOC becomes
unstable. For block commutation, the DC supply voltage is not
enough to correctly apply the desired torque. Instead, the modified
FOC still performs well.

4.3 Experimental results of control behaviour

In experiments, different operating points and operating modes are
included. Figure 16 shows current in the d-q coordinate frame.
There are desired q-current steps at different constant motor speeds
(140, 175, and 210 el. krpm), using the modified FOC and PMSM 2.
The desired d-current is always zero. At the maximum tested speed,
210 el. krpm, there are 7.5 commutations per electrical revolution.
The modified FOC is stable and sufficiently dynamic at all tested
speeds, although current ripple increases with operating speed.

In Figure 17, the start-up process using PMSM 1 with propeller
is illustrated. The drive starts from standstill in start-up mode. The
magnitude of back emf is evaluated in each current period. As soon
as the magnitude of back emf exceeds a predefined threshold, 0.35 V
in this experiment, the operating mode switches to the back emf
operating mode (at about 0.26 seconds in Figure 17). This back
emf threshold corresponds to a mechanical speed of about 300 rpm.
From then on, the position estimate obtained from the back emf
estimate is considered reliable enough for use in closed loop control.

Figure 17: Start-up process from stand still to 1000 rpm , using PMSM 1 with
propeller. The black dashed curve and red curve indicate the desired and measured
speed, respectively. The speed in the plot is measured based on the back emf position
estimation, which is available only after the switch into the back emf operating
mode. The blue curve illustrates the magnitude of back emf. In this experiment, the
threshold is 0.35 volts.

Further experiments of speed control are conducted. Figure 18
illustrates acceleration under speed control from 600 to 4000 rpm,
using the PMSM 1 with propeller. The desired speed is implemented
according to a profile acceleration of 5500 rpm/s. The drive oper-
ates in back emf mode in this speed range. The speed control and
position estimation are reliable.
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Figure 18: Acceleration using PMSM 1 with propeller, from 600 to 4000 rpm. The
black dashed and red curves indicate the desired and measured speed, respectively.

Figure 19 illustrates speed control using fast acceleration from
with stand still. The process of motor current is also included. The
speed overshoot in this experiment is created with propose in or-
der to illustrate a strong acceleration current, which exceeds the
maximal continuous operating current for short period.

Figure 19: Acceleration using PMSM 1 with propeller, from stand still to 3000 rpm.
The black dashed and red curves indicate the desired and measured speed, respec-
tively. The blue curve indicate the motor current.

In the next experiment, true load condition of multicopters is
tested. Figure 20 shows the speed control with a constant refer-
ence speed, on PMSM 1 with propeller. For propeller drives, the
propeller’s thrust and drag torque are both monotonic functions
with respect to propeller speed. Therefore, at least under laboratory
settings, the drive’s torque (current) will be a monotonic function of
speed. In this experiment, the drive is tested at its maximum contin-
uous operating current, i.e. 30 amperes under similar condition as
that of true UAV applications.

To achieve this high fidelity in ground experiment, the motor
is under speed control. The load torque is continuously disturbed
by an external mechanism on purpose, oscillating between ±10%
of the maximum continuous torque. This leads to an effect that the
controlled speed oscillates about ±2.5%. The speed controller is not
optimised for disturbance rejection. The speed control reference is
about 3390 rpm, i.e., about 71.5 el. krpm.

Figure 20: Speed control with maximum output power using PMSM 1. The load
torque is continuously disturbed by an external mechanism, between ±10% of the
maximum continuous torque. The controlled speed oscillates about ±2.5%. The
black dashed and red curves are the desired and measured speed, respectively. The
blue curve indicates the motor current.

4.4 Thermal behaviour

The thermal behaviour of the drive system is also experimentally in-
vestigated. In this experiment, two motors are coupled, one operates
as drive (PMSM 1 in Table 2) and the other as load. The tempera-
ture of motor and power stage of motor controller is measured by
using temperature sensors. A PT100 temperature sensor attached on
one MOSFET in the power stage of the UAV-ESC 52/30 as shown
in Figure 21. A NTC temperature sensor in the motor, shown in
Figure 11, measures the temperature of the motor’s windings.

Figure 21: Installation of PT100 temperature sensor on a MOSFET of power stage,
the red rectangle. There are totally 12 MOSFETs used in one UAV-ESC 52/30
controller. The red-yellow cables connect the PT100.

The results are summed up in Table 3 and 4, for motor and power
stage, respectively, with consideration of using different modulation
methods and PWM frequencies. The thermal losses are indicated by
using relative temperature. The temperature using 7-level SVPWM
with PWM frequency of 25 kHz is considered as reference temper-
ature. The temperature difference is with respect to this reference
temperature. It can be recognised that the applied 25 kHz, 7-level
SVPWM is optimal for the combination of motor and power stage.
According to Table 3, higher PWM frequency leads to lower motor
temperature, and the temperature of 7-level SVPWM is lower than
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that of 5-level SVPWM using the same PWM frequency. The reason
is the smaller current ripple.

Table 3: Thermal losses on motor, indicated by relative temperature difference on
motor. The motor temperature using 7-level SVPWM with PWM frequency of
25kHZ is considered as reference.

SVPWM fPWM

method 25 kHz 50 kHz
5-level 3.7◦C 0.3◦C
7-level 0re f −0.8◦C

For motor controller, the relative temperature of power electron-
ics circuit is considered in Table 4. Analogously, the temperature
of power stage using 25 kHz 7-level SVPWM is referred. Higher
PWM frequency leads to higher power stage temperature, and 5-
level SVPWM has lower temperature compared to 7-level SVPWM,
due to less switching losses in the MOSFETs.

Table 4: Thermal losses on power stage, indicated by temperature difference of power
stage. The power stage temperature using 7-level SVPWM with PWM frequency of
25 kHz is considered as reference.

SVPWM fPWM

method 25 kHz 50 kHz
5-level −2.8◦C 6.2◦C
7-level 0re f 23.2◦C

Comparing both tables, we can sum up:

1. For the tested motor, increasing PWM frequency leads to
significantly more losses on power electronics, whereas the
reduction of motor losses is minor, because the multicopter
motor has relatively large electrical time constant. Therefore,
the PWM frequency 25 kHz if preferred.

2. At 25 kHz the 5-level PWM has slightly less losses in the
power stage and slightly more losses in the motor compared
to 7-level PWM. Because of the better accuracy of the out-
put voltage using 7-level compared to 5-level SVPWM, the
former is preferred.

That means the configuration of 7-level SVPWM at 25 kHz,
as mentioned in Table 1, is reasonable for the multicopter drive
controller.

5 Conclusion
As one of the most rapidly developed application areas of elec-
tric motors, UAVs, especially multicopters, using electric motors
have gotten a lot of attention. It is still a challenge to fulfil the
requirements for professional multicopters, for instance for industry,
agriculture and security applications. This paper focuses on these
desires. Accurate sensorless control and commutation methods are
developed in order to improve efficiency and extend the operation
speed range.

In this paper, at first, a motor controller for multicopter drives
is introduced. The technical background of electric drive systems

for PMSM is introduced briefly, with consideration of power in-
verter, general control structure, commutation methods, including
block commutation and FOC, and different modulation methods
of SVPWM. The special requirements and operation conditions of
multicopter drives are considered. Then, as the main innovative
part of this paper, a control system for electrical drives for mul-
ticopters is introduced. The control system relies on sensorless
position detection provided by a back emf observer, on a decoupling
mechanism of the motor current components in the rotor coordinate
frame, and on the compensation of the effect of sampling delay in
the current control loop. The parametrisation method of the back
emf observer is also included in order to minimise the offset of
estimated position, especially at high speed. The proposed methods
have taken requirements and application situations of multicopter
drives into consideration. The control system is implemented in a
compact motor controller. We show in simulation and experiment
that the control system can drive two motors at high speed, up to
200 el. krpm. In experiments, a compact motor drive platform,
maxon UAV-ESC 52/30, is used. High fidelity validation with pro-
peller and load with disturbance and oscillation are also included in
experiments. Furthermore, the thermal behaviour of the multicopter
drives is analysed. Measurement of the temperature of both motors
and power electronics validate the choice of PWM frequency and
space vector modulation method.

Besides multicopters, these methods can also be applied in other
systems with similar requirements.
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[20] D. Schröder, Leistungselektronische Schaltungen, Springer-Verlag, 2008.

www.astesj.com
https://dx.doi.org/10.25046/aj070607

69

https://www.astesj.com
https://dx.doi.org/10.25046/aj070607


 

www.astesj.com     70 

 

 

 

 

 

Bangla Speech Emotion Detection using Machine Learning Ensemble Methods 

Roy D Gregori Ayon, Md. Sanaullah Rabbi, Umme Habiba, Maoyejatun Hasana* 

Department of Computer Science and Engineering, Asian University of Bangladesh, Dhaka, 1341, Bangladesh 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 15 May, 2022 
Accepted: 08 October, 2022 
Online: 13 November, 2022 

 Emotion is the most important component of being human, and very essential for everyday 
activities, such as the interaction between people, decision making, and learning. In order 
to adapt to the COVID-19 pandemic situation, most of the academic institutions relied on 
online video conferencing platforms to continue educational activities. Due to low 
bandwidth in many developing countries, educational activities are being mostly carried 
out through audio interaction. Recognizing an emotion from audio interaction is important 
when video interaction is limited or unavailable. The literature has documented several 
studies on detection of emotion in Bangla text and audio speech data. In this paper, 
ensemble machine learning methods are used to improve the performance of emotion 
detection from speech data extracted from audio data. The ensemble learning system 
consists of several base classifiers, each of which is trained with both spontaneous 
emotional speech and acted emotional speech data. Several trials with different ensemble 
learning methods are compared to show how these methods can yield an improvement over 
traditional machine learning method.  The experimental results show the accuracy of 
ensemble learning methods; 84.37% accuracy was achieved using the ensemble learning 
with bootstrap aggregation and voting method. 
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1. Introduction 

Emotions play an important role in understanding human 
behaviors, thoughts, and actions. There is a plethora of 
applications such as human-to-human communication [1], 
human computer interaction [2], affective computing [3], remote 
patient monitoring system [4], etc. where emotion detection is a 
vital part for decision making, problem solving or understanding 
the mental state of a subject. Human emotions can be divided 
into primary and compound emotions. Primary emotions consist 
of eight types of emotions such as anger, fear, sadness, disgust, 
surprise, anticipation, acceptance, and joy. Compound emotions 
can be derived by conjugating two or more primary emotions. 
On the other hand, emotions may vary not only from person to 
person but also in different contexts, communities, cultures, and 
languages. This work detects emotions from Bangla speech data 
extracted from audio. 

Working with Bangla speech data to detect emotions is quite 
difficult and different in terms of accent, pitch, rhythm, 

intonation, pronunciation, and voice modulation. Selecting the 
right set of features is necessary to correctly classify emotions 
from Bangla speech data. There are several feature extractions 
approaches such as perceptual linear prediction (PLP), linear 
prediction coding (LPC) and Mel-frequency Cepstrum 
Coefficients (MFCC), which have been used for speech 
recognition from speech data. In this study, MFCC is used to 
extract features from Bangla audio speech data collected from 
Bangla speaking participants. 

Literature has documented numerous traditional machine 
learning approaches to classify an emotion from different types 
of data such as text, audio, video, image, brainwaves, etc. There 
are few notable works that detect emotions from Bangla speech 
data [5]-[9]. In [5], the authors have investigated the optimum 
number of MFCCs to recognize an emotion from speech data 
and suggested that MFCCs should be 25. In [6], the authors have 
developed a Gated Recurrent Unit (GRU) based deep neural 
network model to classify users' comments on Facebook pages. 
The authors have collected 5,126 Bangla comments and 
classified them into six classes: hate speech, communal attack, 
inciteful, religious hatred, political comments, and religious 
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comments. The accuracy of GRU based model is 70.10%. In [7], 
the Recurrent Neural Network (RNN) is used to classify six 
emotions: joy, sadness, anger, surprise, fear, and disgust from 
Bangla speech and achieved 51.33% accuracy. In [8], Gaussian 
Mixture Model-Hidden Markov Model (GMM-HMM) and Deep 
Neural Network-Hidden Markov Model (DNN-HMM) are used 
to search emotions from 49 different speakers of a vocabulary of 
500 unique words. The performance criterion of the models is 
considered Word Error Rate (WER) and achieved 3.96% WER 
for GMM-HMM, whereas 5.30% WER for DNN-HMM. In [9], 
an ensemble method of several supervised classifiers has been 
used to classify emotions from speech data and achieved 70% 
accuracy. We can see that the existing works have not achieved 
significant accuracy in detecting, and/or recognizing emotions 
from audio data. This work uses ensemble machine learning 
methods to detect four types of emotion such as happy, sad, 
angry, and neutral. Different trials of ensemble machine learning 
methods have been conducted to achieve better accuracy. The 
specific contributions of this work are as follows: 

• Bangla speech data collection with a careful avoidance in 
data biases. 

• Implementation of a noise reduction module which has been 
used during pre-processing. 

• Apply a different set of ensemble machine learning methods 
to achieve better accuracy in emotion detection. 

The rest of this paper is organized as follows. Related 
research is given in the next section. Dataset information is 
given in section 3. After that, the detail of the proposed method 
is described in section 4. Following the methodology, results and 
analysis are drawn from the experiments. Then a conclusion is 
drawn. 

2. Related Work 

From the last few decades, enormous research works have 
been accomplished in the field of emotion detection, recognition, 
and/or classification. Emotional intelligence is widely used to 
develop an emotionally aware healthcare monitoring system or a 
safe driving system or during computer games. This section will 
focus on reviewing different studies on emotion detection as 
well as studies other than the English language. 

2.1. Study of Speech Emotion Detection 

In [10], the authors developed a machine learning model for 
automatic emotion detection from speech. The model is used to 
monitor public emotions. The authors chose a manually annotated 
dataset and represented it as text using a vectorization method. 
Deep learning methods, convolutional, recurrent neural networks, 
and perception are used to detect emotions in textual data. The 
accuracy of the obtained classification model is quite low, which 
is 77% for random forest, 74% for regression, and 73.5% for 
naive Bayesian classifier. 

In [11], the authors presented an ANN approach to predict 
emotion in the field of Music Emotion Recognition. 167 voices 
were analyzed, and 76 features were extracted from International 
Affective Digital Sounds Dataset (IADS). This audio dataset was 
segmented into three parts for the purpose of training (70%), 
validation (15%) and testing (15%). In the prediction stage, the 

ANN model accounted for 64.4% in arousal and 65.4% in 
valence. The result showed that the shallow neural network 
performs better than the regression model. 

In [12], the authors presented a method for detecting emotion 
using speech using IoT based deep learning. The authors 
implemented a real time system based on IoT, and then 
classified emotions. The authors proposed an integrated deep 
learning model named Speech Emotion Detection (SED) using 
2D convolutional neural network. The accuracy rate achieved by 
SED is approximately 95%. 

In [13], the authors presented a new set of acoustic features 
for automatic emotion recognition from audio. The author 
proposed a feature based perceptual quality metric which is 
based on the masked perceptual loudness. The features 
computed emotion based on emotional difference such as 
“happy/excited”, “angry/anxious”, “sad/bored”, and 
“relaxed/serene” in the reference set of data. The authors used 
the proposed set referred as a perceptual feature set that consists 
of a 9-dimensional feature vector with 7 low level and 2 
statistical descriptors. GMM and SVM classifiers are used for 
computing emotions. A decision rule to be interpreted as an S-
MV rule was proposed by the authors and it showed an 
improved recognition performance specially for valence which 
was valid in both acted and natural emotions. 

In [14], the authors explained architecture for modeling 
conversation through language models encoding, and 
classification stages. The authors used transfer learning through 
the universal language modeling that is composed of Bi-LSTM 
units. The authors also list the hyperparameters which are used 
for building and training these models. The F1-score of this 
model is 0.7582. 

The EmoDet2 system is presented in [15] to detect emotion 
using a deep learning approach. EmoDet2 takes English textual 
dialogue as an input, and from text it detects four types of 
emotion such as happy, sad, angry, and others.  The authors 
combined neural network architecture and BiLSTM neural 
network to obtain substantial improvement over the baseline 
model. The performance of EmoDet2 is quite satisfactory, with 
an F1-score of 0.78. 

In [16], the authors developed a system to detect emotion 
from the Roman Urdu text. The authors developed a 
comprehensive corpus of 18k sentences that converged from 
distinct domains, and annotated it with six different classes. The 
authors also applied different baseline algorithms like KNN, 
Decision tree, SVM, Random Forest on their corpus. The 
authors gained an accuracy rate of 69.4% and an F-measure of 
0.69. 

A method to recognize emotion collected from social media 
like Twitter is described in [17]. The authors classify English 
text into six different emotions which are happiness, sadness, 
fear, anger, surprise, and disgust. The authors used natural 
language processing and machine learning classification 
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algorithms. The authors also managed to create a large bag of 
emotional words along with their emotion-intensities. The 
authors achieved an accuracy of 91.7% for SMO and 85.4% for 
J48. 

In [18], the authors presented a model to detect multiclass 
emotion detection from Bangla text. The authors used a 
Multinomial Naïve Bayes (MNB) classifier with various features. 
The model can classify three emotions: happy, sad, and angry 
from text with an accuracy of 78.6%. 

In [19], the authors explained a machine learning method to 
recognize four major types of human emotions which are anger, 
sadness, joy, and pleasure. The authors incorporated 
electrocardiogram (ECG) signals to recognize emotions. The 
authors combined four ECG signal-based techniques which are 
heart rate variability, empirical mode for decomposition within 
beat analysis, and frequency spectrum analysis. The frequency 
spectrum analysis used in this work is proposed in this work. By 
comparing it with the best biosensor-based model, this ensemble 
model attained an accuracy rate of 10.77%. 

In [20], the authors presented a framework of Long Short-
Term Memory (LSTM) and 2D Convolutional Neural Network 
(CNN) to detect emotion from physiological signals acquired 
using wearable, low-cost sensors. In [21], the authors used two 
ensemble classification schemes: stacked generalization and 
unweighted voting for spoken emotion recognition. Stacked 
generalization is an approach to combining predictions from 
multiple classifiers. In an unweighted voting method, the class 
predictions of the base-level classifiers are abridged and the class 
which gets majority votes is selected as the final class. Numerous 
deep learning architectures have been used in [22] for emotion 
detection from both speech and text data. 

Most of these works have been conducted to recognize 
emotions in English language, which could not be useful for 
detecting emotions in languages other than English. 

2.2. Study of speech emotion detection in languages other than 
English 

Beyond the English language-based speech emotion 
detection studies, researchers have worked on many other 
languages such as Persian [23], Urdu [24], Arabic [25], Hindi 
[26], etc. Since each language has different kind of expressions to 
show emotional states, generalizing emotions for all languages 
would be a difficult task. Hence, speech emotion detection 
systems are generally developed language-dependently. As native 
speakers of Bangla language, we choose to work on emotion 
detection from spoken Bangla using our own dataset.  

3. Dataset 

To detect different emotions from speech audio data, we 
needed to develop an emotion speech dataset. In this work, we 
have collected data from 20 participants, of which 12 are males, 
and 8 are females. All participants are native speakers of Bangla 
language. Table 1 and Table 2 show the detailed information of 
participants’ age, gender, and occupation. We have collected data 
from different age groups ranging from 18 to 32 years, and with 
different occupations such as job holder, student, businessman, 

and self-employed. We have collected 452 samples and the 
duration of each sample is from 3 to 5 seconds. We have labeled 
these samples in four emotional categories based on the type of 
speech data. The emotion categories are angry, happy, sad, and 
neutral. We have recorded the speech audio data on smartphones. 
Since the participants had different models of smartphone, we 
had to convert the recorded data into one common audio format. 
In this work, we have converted the data into wav format. The 
volume of our dataset is not large compared to other datasets such 
as RAVDESS multimodal database [27]. However, we could 
achieve a good accuracy with fewer samples of data that is 
discussed in the result section. 

Table 1: Age and gender of the participants 

Gender Age Total 
18-22 23-27 28-32 

Male 04 05 03 12 
Female 03 04 01 08 

Table 2: Occupation of the participants 

Gender Occupation 
Job 

Holder 
Student Business Self-

Employed 
Male 02 06 01 03 
Female 01 05 00 02 

4. Methodology 

Voice is the prominent medium to communicate. Our 
objective is to detect the emotion from audio data using several 
machine learning models including traditional, and ensemble 
models. We have gone through a number of pre-processing steps 
before training our dataset. The pre-processing is done to 
remove any unwanted noises from the audio data. We will 
discuss each phase of pre-preprocessing in the next subsection.  

 
Figure 1: Architecture of the proposed methodology 
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A block diagram of emotion detection methodology is shown 
in Figure 1 where the pre-processed data go through the feature 
extraction phase. Here, we extract several voice features such as 
MFCC, MEL, contrast, tonnetz, etc. After the feature extraction 
phase, the audio data are sent to ensemble machine learning 
models for training. After training the models, our next step is to 
detect different types of emotions from test data. 

4.1. Pre-processing 

Pre-Processing is a technique that transforms raw data into 
understandable format. It is not suitable for feature extraction 
modules with raw data directly because the data are collected 
from different platforms and environments. Our dataset was 
collected in various formats such as MP3, MP4 AAC, M4A, 
WMA, FLAC, OGG, etc. Also the dataset was not properly 
labeled, and was contaminated with a lot of extra unwanted 
noises. In order to simplify the further steps, we processed the 
dataset and cleaned them as follows: 

• Data Labeling: Our dataset is formatted based on RAVDESS 
multimodal database [27] of emotional speeches and songs. 
Each of the 452 samples has been labeled based on the 
speech emotion data. The filename consists of a 7-part 
numerical identifier (e.g., 03-01-05-01-02-01-12.wav). These 
identifiers define stimulus characteristics of the speech data. 
Third identifier of the filename is defined as Emotion (e.g., 
01 = neutral, 03 = happy, 04 = sad, 05 = angry). For example 
in the filename: 03-01-05-01-02-01-12.wav, the 3rd 
identifier is 05, and is referred to emotion angry. The other 
identifiers are not necessary for this study. 

• Audio Transcoding: We have used the librosa module to 
convert the audio data. This module returns WAV audio 
format from raw data such as MP3, MP4 AAC, M4A, WMA, 
FLAC, OGG etc. Audio transcoding is done to convert 
different audio formats to one common audio format. 

• Noise Reduction: Noise reduction is the process of removing 
noise from a signal. Noise reduction techniques exist for 
audio and images. In this work, a python module pydub is 
used for audio segmentation to remove extra noise from 
audio data. 

• Stereo to Monaural: Monaural or monophonic sound (mono) 
reproduction is sound intended to be heard as if it is 
emanating from one position. Mono channel is used when 
there is only one source of audio, and the stereo channel is 
used when there are multiple sources of audio. Since we are 
only taking speech data without contamination of any music 
or instruments, we have converted stereo to mono channel to 
reduce the usage of bandwidth and storage space. We have 
used FFmpeg multimedia framework for converting our 
audio data from stereo to mono.  

• Frequency Downsampling: We downsampled the  audio data 
to adjust frequency to 16kHz using FFmpeg multimedia 
framework. 

4.2. Feature extraction  

Choosing a suitable set of features is an important step in 
detecting emotions from speech data.  Speech features can be 

divided into spectral, excitation, acoustic features [25]. We have 
selected several features such as MFCC, Chroma feature, LFCC, 
LPC, RC, Contrast, Tonnetz, etc. We use a minimal set of 
features to reduce the complexity in emotion detection. Since 
there is no general agreement on the right number of features for 
detecting emotions from speech data, we have chosen features 
that are effective and computationally efficient. 

4.3. Train model 

After the feature extraction phase, the extracted features are 
used to train machine learning models. In this stage, different 
machine learning models are trained using the dataset. For this, 
the dataset is split into 85% for training and 15% for testing. 
Since the volume of our dataset is small, we have split the 
dataset based on empirical findings. After training a model, the 
dataset is gone through the testing phase to evaluate model’s 
accuracy.  

4.4. Detection of emotion  

Machine learning classifiers have been used in predicting, 
recognizing, and detecting the desired target of a given dataset. 
In this work, we have trained and tested traditional and ensemble 
machine learning models to detect emotions from Bangla speech 
audio data.  

4.4.1. Traditional Machine Learning Models 

Five traditional machine learning models are used in this 
work. They are Multi-Layer Perceptron (MLP), K-Nearest 
Neighbors (KNN), Decision tree (DT), Random Forest (RF), and 
Support vector machines (SVM). These machine learning 
approaches are used in detecting different emotional states such 
as happy, sad, angry, and neutral from the extracted speech data.  

4.4.2. Ensemble Machine Learning Model  

Ensemble machine learning model is a combination of 
different sets of models. It provides a final output by combining 
several outputs of different ML models. Hence, ensemble 
machine learning model gives more accurate performance. The 
final decision can be taken by the ensemble model by using 
different methods such as hard voting, bootstrap aggregations, 
boosting, etc. It provides more accurate results by relying on a 
decision tree rather than one model as shown in Figure 2. 

 

In Figure 2, there are 5 weak learners that are L1, L2, L3, L4 
and L5. They are going through training models to become a 
vigorous learner as L*. 

Figure 2: An example ensemble method 
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In this work, we used a bagging ensemble model. Bagging 
(Bootstrap Aggregation) is generally used to reduce the 
contradiction. In bootstrap aggregation, multiple similar 
algorithms are trained separately, and then merge them all to 
determine the model’s average. We used five different types of 
algorithms for the bootstrap aggregation method. In Figure 3 
shows ensemble method with bootstrap aggregation. 

 
Figure 3: An example of Bootstrap Aggregation 

In Figure 3, we have provided an original dataset. The 
bootstrap aggregation process generates multiple subsets which 
are D1, D2, D3, … Dn from the given dataset. On each subset, a 
machine learning algorithm is fitted. The fitting algorithm is 
then trained using multiple subsets to produce various models 
which are C1, C2, C3, … Cn. The produced models are called 
weak learners or base models. Now, we have our multiple base 
models which are trained in parallel at this stage.  In the last 
stage, the multiple predictions made by the base models are 
combined to produce a single final model which is C*. The final 
model C* will have low variance and a high accuracy score. 

5. Result and Discussion 

In order to evaluate the performance of our work, we have 
considered precision, recall, and F1-score for each emotion class 
and then we have calculated the average accuracy. We have 
experimented with different ML models to find out which model 
performs better in terms of detecting emotions with higher 
accuracy. 

We have tested multiple machine learning models for our 
work. Since these machine learning models failed to give our 
desired result, we go with ensemble methods with bootstrap 
aggregation that not only give the better accuracy but also 
improve the stability of machine learning models, prevent model 
overfitting, and reduce variance. 

Table 3 gives the precision, recall and the weighted-average 
F1-scores for the multiclass classification using ensemble model 
with SVM, MLP, KNN, DT and RF classifiers for training 
dataset. In Table 3, DT with ensemble model performs better 
than other classifiers with an average accuracy of 99% 
approximately. 

Table 4 shows the precision, recall and the weighted-average 
F1-scores for test dataset. The RF model gives slightly better 
accuracy than other models, which is 78%. Here, we also see 
that, DT has the accuracy score of 77%, while KNN has 74%, 

and MLP has 71% accuracy. On the other hand, precision, recall, 
f1-score and accuracy percentage are quite low for the SVM 
classifier compared to other classifiers. SVM gives only 65% 
accuracy. 

Table 3: Comparison of different ensemble ML models for training dataset 

ML 
Model 

Emotion Precision Recall F1- 
score 

Average 
accuracy 

Decision 
Tree 

angry 1.00 0.98 0.99 0.99 
 happy 0.94 0.98 0.96 

neutral 0.99 0.97 0.98 
sad 0.98 1.00 0.99 

Random 
Forest 

angry 1.00 0.98 0.99 0.96 
happy 0.89 0.97 0.93 
neutral 0.92 0.96 0.94 
sad 0.97 0.99 0.98 

KNN angry 1.00 0.98 0.99 0.98 
happy 0.94 0.98 0.96 
neutral 0.99 0.97 0.98 
sad 0.98 1.00 0.99 

MLP angry 0.96 0.98 0.97 0.93 
happy 0.90 0.95 0.93 
neutral 0.91 0.93 0.92 
sad 0.95 0.86 0.90 

SVM angry 0.98 1.00 0.99 0.97 
happy 0.93 0.97 0.95 
neutral 0.97 0.99 0.98 
sad 0.95 0.97 0.96 

Table 4: Comparison of ensemble ML models for test dataset 

ML 
Model 

Emotion Precision Recall F1- 
score 

Average 
accuracy 

Decision 
Tree 

angry 0.85 0.73 0.79 0.77 
happy 0.79 0.75 0.77 
neutral 0.71 0.79 0.75 
sad 0.75 0.81 0.78 

Random 
Forest 

angry 0.64 0.94 0.79 0.78 
happy 0.95 0.57 0.76 
neutral 0.69 0.71 0.70 
sad 0.79 0.94 0.87 

KNN angry 0.76 0.80 0.78 0.74 
happy 0.83 0.57 0.70 
neutral 0.68 0.78 0.73 
sad 0.67 0.81 0.74 

MLP angry 0.63 0.73 0.68 0.71 
happy 0.79 0.71 0.75 
neutral 0.77 0.69 0.73 
sad 0.65 0.77 0.71 

SVM angry 0.55 0.69 0.62 0.65 
happy 0.61 0.71 0.66 
neutral 0.65 0.57 0.61 
sad 0.76 0.69 0.71 

As we progressed, we see that we are not getting our desired 
result. So, we have applied an ensemble voting classifier for 
better accuracy. The intuition behind using hard voting is that to 
label the emotion that has been chosen most frequently by the 
classification models.  
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Hard voting is the simplest case of majority voting. Here, we 
label a class ŷ via majority (plurality) voting of each classifier Cj: 

𝑦𝑦 � =  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚{𝐶𝐶1(𝑥𝑥),𝐶𝐶2(𝑥𝑥), . . . ,𝐶𝐶𝑚𝑚(𝑥𝑥)} 

Here C represents the models. We combine our five models 
in the voting classifier to get better performance in detecting 
emotions. 

Table 5: Accuracy of ensemble methods with voting 

In Table 5, we have calculated the F1-score of four types of 
emotions: a79.5% for angry, 86.25% for happy, 84.75% for 
neutral and 87% for sad emotions. The average accuracy is 
84.37% using the voting classifier. So, we can say that if we test 
any sample of Bangla speech data, we can get the success rate of 
emotion detection of 84.37%. During evaluation of ensemble 
model in our work, we have found that the size of the dataset, 
the number of features, and the classifiers affect the detection of 
emotions to some extent. 

In Figure 4 and Figure 5, we have showed the ensemble 
bootstrap aggregation model accuracy for training and test 
dataset respectively. In our emotion recognition journey, we try 
to find out which classifier detects emotion accurately, so we 
have compared the ensemble classifiers and traditional 
classifiers. In Figure 5, we clearly see that our ensemble 
classifier gives better performance compared to traditional 
classifiers. 

 
Figure 4: Ensemble bootstrap aggregation training model accuracy 

In Figure 6, we have shown the emotion detection success 
rate using ensemble model with voting. From our observation, 
we can say that by using ensemble voting method, we can get 
better accuracy in compared to traditional methods, which is 
84.37%.  

 

 
Figure 5: Comparison between begging classifier and traditional classifier 

 
 Figure 6: Accuracy of ensemble method with voting 

6. Conclusion 

In this work, we have explored emotion detection in Bangla 
language. We have presented an ensemble machine learning 
model with voting to detect emotion from speech data. The 
ensemble learning model with voting outperformed traditional 
machine learning models with better accuracy. However, our 
dataset has fewer samples of speech data. The amount is not 
sufficient to achieve a better result. Therefore, in future, more 
data samples would be considered for detecting broad ranges of 
emotions from Bangla speech data. 
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The knowledge and understanding of the technology of quantum computers and their superiority
over classical computers are still insufficient or uncertain for many communities of researchers,
manufacturers, investors and the general public. For this reason, we try in this article to
present and explain some of the basic concepts of quantum computers. We explain how the
quantum phenomena may be employed to conceive a quantum computer by defining the qubit
that will represent the data entity corresponding to the bit in the classical computer and how
this computer can effectively be powerful. We address the issue of strengthening the information
system security through a simulation of a spy hunter and the importance of image processing
security using the quantum computer, which will minimize the data processing time regardless
of the amount of data to be processed. The security of the images will lead us to introduce the
new prospects of using multilevel systems instead of binary systems, which will exponentially
increase the gain in the size of the memory used.

1 Introduction

This paper is an extension of a work initially presented at the In-
ternational Conference on Recent Advances in Mathematics and
Informatics (ICRAMI) [1]. The main objective is to contribute to
attracting attention to the importance of the quantum computer in
the future for those who now use classical computers in all their dif-
ferent fields or who work in the development of technology and the
computer industry and anyone related to this advanced technology.

To be convincing, an example of a spy hunter simulation will be
presented and discussed. The relevance of using quantum computers
in image processing security will also be presented and discussed.
The impact of using multilevel or ternary quantum systems com-
pared to binary quantum systems will be presented to argue their
advantage in minimizing the memory size in image processing.

The technological evolution of the processors has considerably
improved their efficiency, namely the calculation time and the energy
consumption. However, the processor’s physical core is changing
as well as the nature of the data which will be represented by the

qubit instead of the bit, by studying quantum physics.
Studying quantum physics and aiming to make it representative

of the information will help us conceive the quantum computer and
use it efficiently. Following that idea, several laboratories invest
budgets in research to have the first quantum computer and benefit
from quantum physics.

Quantum physics history goes back to the 1940s and plays a
central role in manufacturing computers’ electronic components.
In 1982 [2], the author was the first to propose the concept of the
quantum computer, and in 1986 by another paper [3], he confirmed
his thought. However, quantum computing got its big break in the
1990s. The most important being that idea [4, 5], where the author
used a quantum algorithm for the factorization of prime numbers of
size n in a time O((n)3) and space O((log n)).

Another idea of a quantum algorithm in 1992 was developed
[6], which did not have significant importance. But in 1996, another
one [7], developed a quantum algorithm which consists in searching
one or more elements out of N elements within a time proportional
to
√

N, with a storage space which is proportional to logN.
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Security requirements are essential for a secure transaction on a
transmission canal using an asymmetric encryption algorithm. In-
formation systems exchange data over the transmission canal using
the RSA (Rivest-Shamir-Adleman) algorithm; since the encryption
key is different from the decryption key, it is difficult to break the
RSA keys.

So far, no one has been able to break RSA keys. Once we are in
the era of quantum computers, it will be possible to factorize large
numbers in a fast time and, consequently, RSA keys may be broken
and the security of the information systems would be at risk. There-
fore it will be necessary to think of a post-quantum cryptography
[8].

Quantum Image Processing (QIP) using Quantum image-based
data security techniques are more efficient and provide higher se-
curity than conventional image processing. The processing speed
and the amount of data processed in image processing are the most
advantages guaranteed by QIP. The strength of this approach is
subject to quantum physics rules which we do not have in classical
image processing.

The rest of this paper is organized as follows. In 2, Literature
review is presented. In 3, Basics of quantum computer are presented.
In 4, Computation using Quantum computer will be described. In 5,
The quantum computer and data security are presented. And finally,
in 6 The conclusion.

2 Literature review
It is noteworthy that after a rising technological revolution, it has
been quite a while since a scientific work on information processing
using quantum physics was published [2, 3, 9].

In [10], the authors presented in their survey on quantum com-
puting the basic components that are required to build a real quantum
computer. They also have pointed out the basics of each capability
to be translated from a classical environment to a quantum environ-
ment and vice versa.

In [11], the authors proposed initial ideas and several schemes
for quantum computing architectures that satisfy the physical con-
straints; the architectures restrict the way to map the logical qubits
used to describe the algorithm to the physical qubits to realize the
corresponding functionality.

In a paper [12], the authors presented the difference between
classical and quantum cryptography and have pointed out the im-
plications of quantum computing in current cryptography and intro-
duced the basic post-quantum algorithm and said that it deals with
different quantum keys distribution methods and mathematically
based solutions.

In [13], the authors discussed the connection between the strong
testing, which they referred to as the purity testing and the quantum
ciphertext authentication (QCA), and have reported that it may offer
higher security.

In [14], the authors reported on the relevance of using quan-
tum computing in the biological sciences and how the problems
posed by quantum algorithms in this area could provide increased
computational efficiency, which was much lacking.

In [15], the authors mentioned that the major challenges faced
in designing a quantum computer are related to the errors generated

by the quantum computer during computation, which decreases its
efficiency. To minimize these errors, they suggested the deployment
of quantum error-correcting code, and to achieve fault-tolerance, it
will be important to make advancement in engineering.

In their work [16], the authors compared different methods of im-
age storage, image representations and image retrievals in a quantum
system. They have also presented and discussed the advancement
in quantum image processing.

Another review article[17], the authors reported an outline of
the QIMP as well as a diagnostic analysis of the enhancement of
existing models of quantum image representations, the design of
quantum algorithms to solve sophisticated operations, and the fur-
ther development of physical hardware and software architecture to
both capture and manipulate quantum images.

In a recent paper [18], the authors highlighted that a prominent
example is secure communication and presented the cryptographic
requirement of transmitting confidential messages from one location
to another.

In [19], the authors presented in their work the possibilities that
quantum mechanics can add to strengthen the cypher code to be
unbreakable.

In [20], the authors discussed details in their work towards ap-
plying quantum computation to image processing which can be
improved through the application of Quantum Computing.

In a recent work [21], the authors presented in their paper the
role of quantum mechanics on image and data processing, they
presented three quantum algorithms for comparing the similarity
between two quantum images and declared that their proposed algo-
rithms achieve exponential acceleration than the existing quantum
and classical methods in all three cases.

Table 1 represents a summary of the different works of the
selected articles in literature in relation to our present paper.

3 Basics of a quantum computer
The item bit is the basic element for data representation in conven-
tional computer science, which can only have one value among two
values 0 or 1. In quantum physics, a third situation is possible, the
qubit (quantum bit), which represents the new item for the basic
element of data representation, can be in a superposition of two
states |0⟩ and |1⟩ that can be represented by (1):

|ψ⟩ = α|0⟩ + β|1⟩ (1)

where α , β ∈ C with |α|2+ |β|2 =1 and |ψ⟩ is a unit vector in
a complex vector space of dimension 2, whose basis vectors are
denoted as in (2):

|0⟩ =
(
1
0

)
and |1⟩ =

(
0
1

)
(2)

A geometric representation in a three-dimensional sphere called
Bloch Sphere [22] (see Figure 1), is used to describe many opera-
tions of a single qubit, for multiple qubits, there is no generalization
known of the Bloch sphere. In such a situation, in the whole sphere,
we can have an infinity of information represented by an infinity of
states.
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Table 1: A Review Summary

hhhhhhhhhhhhhhhReleted work
Focused study Quantum computer

architecture
Quantum cryptogra-
phy

Quantum Image
processing

Other Quantum in-
terests

Paper [10] ✓
Paper [11] ✓
Paper[12] ✓
Paper [13] ✓
Paper [14] ✓
Paper [15] ✓
Paper [16] ✓
Paper [17] ✓
Paper [18] ✓
Paper[19] ✓
Paper [20] ✓
Paper [21] ✓

Present paper ✓ ✓ ✓

Figure 1: Qubit representation by Bloch Sphere

In computer science, all useful information is represented using
a succession of bits of 0’s and 1’s in low-level codes that can be
decoded using low-level to high-level transcription programs for
different purposes, such as displaying, reading and writing or even
other useful purposes, each bit has to be 0 or 1 but not both.

By using a superposition of two states |0⟩ and |1⟩, the qubit have
the potential to represent both values 0 and 1 at the same time in a
state |ψ⟩ that can be noted in (3).

|ψ⟩ =
1
√

2
|0⟩ +

1
√

2
|1⟩ (3)

In Equation (3), at the moment of measurement, the state |ψ⟩
will be |0⟩ with a probability equal to ( 1

√
2
)2 or |1⟩ with a probability

equal to ( 1
√

2
)2, and this is known in quantum physics as decoher-

ence [23], which has to be exactly the same bit case of coventional
computer.

To make calculations using qubits, we must have to leave the
measurement at the end to avoid losing the state superposition due
to qubit decoherence, which means we must maintain the qubit co-
herence as long as possible, for this reason, we should eliminate the
constraints that help the qubit decoherence and especially minimize

the qubit interaction with its environment. In [24], was mentioned
five requirements, one of them being to minimize the interaction
of the qubit with its environment, otherwise, the computation will
collapse and then the complete system will collapse.

If we need a numerical analysis of the possible coherence time
of a qubit, in an experiment [25], where the authors made atoms
interact with photons one by one, measured the time it takes to
observe progressive decoherence, and they obtained a time of about
100 µ seconds for only ten atoms, and this was considered too small
to be measured which means that when we increase the number of
atoms, the time will decrease exponentially and this will affect the
coherence of the qubit.

For a given computation time and considering the microproces-
sor’s technological evolution; with 100 µ seconds we can perform a
lot of computations, but considering the gate’s latency, we will have
to increase this time so that it is appropriate to a given computation.

We can have a comparison with the frequency of a conven-
tional processor to see how many quantum processes it can manage,
for that purpose, we can convert the qubit coherence time into a
frequency that we can obtain a ratio S C/Q that we can calculate
using (4); a number which represents the number of cycles that a
conventional processor can handle.

S C/Q =
FCP

FDQub
(4)

where:

• FCP is the coventional Processor frequency,

• FDQub is the qubit decoherence rate,

• S C/Q represents the speed ratio between the conventional
processor frequency and the qubit decoherence rate.

If we consider a conventional processor frequency of 3.2 GHz,
and if we transform the qubit coherence time into a frequency, we
will have 10 KHz. By using (4), we can calculate the ratio between
the conventional processor frequency and the coherence frequency
that gives us 320000 times faster, which means that the conventional
processor can manage 320000 qubit’s cadencies (see Figure 2).
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Figure 2: Illustration of cadency of S C/Q qubits by a conventional processor rate
time

To increase the number S C/Q it is only sufficient to increase the
frequency of the conventional processor, or to reduce the decoher-
ence rate (i.e. to extend the decoherence time), and for that purpose
Chapter 10 of the book [26] discusses various approaches to extend
the decoherence time effectively.

The conventional computer’s technological evolution makes it
possible to have the classical processor’s frequency increased. But
it is a difficult mission to reduce qubit decoherence rate because it
is not easy to isolate the qubit from its environment.

3.1 Concepts and Physical realisation of the qubit and
the quantum computer

To have a quantitative evaluation and to see the measurable size
of a qubit, in [27],The authors succeeded in fabricating a 60 µm
qubit in a 6 GHz resonant system. The realized qubit is considered
giant compared with the size of an atom, which means that with
this qubit size, we have the horizon opened to the fabrication of
quantum electronic chips that are also considerably larger than the
size of an atom.

A qubit is a fundamental unit of data representation and a basic
element of the quantum computer’s hardware architecture. This
architecture, quite particular compared to the classical one, needs
to meet certain engineering requirements to be able to engineer
a quantum computer. These requirements are linked to quantum
physics specificities, which cannot be found in the classical one.

One of the relevant concepts in quantum physics is energy,
which forms discontinuous scales known as a quantum leap. In
their experiment [28], by using Barium, the authors measured the
quantum leap, which confirms that, by the quantum physics nature,
an electron can occupy two energy levels at the same time; that is
known as a states superposition.

For the concept of entanglement, where two electrons or two
photons will be linked to each other; namely, if we act on one auto-
matically we act on the other instantaneously, and if one chooses
its state whether it is |0⟩ or |1⟩ the other one automatically is in
the opposite state. This phenomenon was described as strange and
mentioned in a scientific paper [29] known as the EPR paradox,
since no velocity, until today, is higher than the velocity of the light.

In a recent experiment [30], Chinese researchers, have proven
and demonstrated that even at large distances (1203 km), photons
were entangled.

For example, taking two superposed electrons where we have
four possibilities |11⟩ |10⟩ |01⟩ |00⟩. The most relevant case is |10⟩
|01⟩ called the entangled states, where the two electrons are irre-
mediably linked to each other, when measuring one of them we
necessarily interact with the other one, i.e. the entangled systems
are linked each to other, and this is proved by experiments [30, 31].

4 Computation using Quantum computer
Computing with a quantum computer is quite different from com-
puting with a classical computer. The entanglement and the super-
position of the states of a qubit are very fragile that we can only
make measurements at the end of the calculation for fear that the
entanglement and the superposition of the states will collapse. To
overcome this problem, we can use an ingenious solution which
consists in duplicating thousands of copies of the qubit and making
the calculation, two scenarios are to be considered; we check the
calculation and it is good so we go ahead, otherwise, we stop it and
start again.

When doing computations, we cannot escape from the compu-
tational errors which are so far in the range of 1

1000 , and by taking
into account the number of qubits to be handled, we can expect to
have one million of qubits to carry out an appropriate computation.

If we assume having a decoherence time four times the time
observed in the experiment [25], i.e. a decoherence time of 400
µ seconds, which represents a frequency of 2.5 kHz and let’s take
(4) to calculate the quotient S C/Q for a conventional processor fre-
quency of 3.2 GHz, we obtain 1280000 cadences. If we duplicate
copies of the qubits and we verify at a given moment if the calcu-
lation is good or not, and let’s say that everything is good and that
the calculation we are doing is correct without collapsing as shown
in Figure 3, in this case, the total time T is equal to the time at the
end of the computation, i.e. equal to the qubit decoherence, but if
we were in the second case (see Figure 4), where the computation
is not correct and therefore we stop it and start again, in this case,
the total time is T1 and is different from T, it will be equal to m ×
Conventional Processor instruction time, where m represents the
number of repetitions.

Figure 3: Time computation T: Computation verification without errors

Figure 4: Time computation T1 : Computation verification error with stop and restart

We point out that even though the calculation is correct, this
does not mean that there are no errors; this is due to the probabilis-
tic measurements and the superposed states that occur each with a
probability. Also, the quantum computer runs on a different clock
separated from that of a conventional computer.

Quantum programming cannot replace conventional program-
ming completely, it is estimated only for solving some complex
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problems that are difficult to solve using a classical computer. In
[32], a list of 50 sample problems was compiled that may be inter-
esting to use as examples for writing quantum programs.

Quantum computer can be considered as a co-processor for the
conventional computer, in which our programs are divided into two
different parts; a conventional programming part for the conven-
tional computer side, and another quantum programming part for
the quantum computer as shown in Figure 5.

Figure 5: Illustration of two programming parts

5 The Quantum computer and data secu-
rity

5.1 Internet Security and the RSA encryption method

Internet at high speed is difficult to define, as what constitutes ”high
speed” changes over time as technology advances and applications
develop. There are advantages and weaknesses in each technology.
The final selection should attend to the specific requirements of the
Internet application, mainly determined by the factors that affect
Internet objectives: low power, low cost, high number of devices,
and medium-long range [33]. The high-speed of the Internet has
affected many areas, especially those that use it as a medium for
communication and data exchange.

In the era of information technology, data exchange has rapidly
progressed, especially with the availability of high-speed commu-
nication such as the internet. However, data exchange is subject to
hackers’ attacks to hack the information, which has led us to use
technical solutions to protect our information systems as well as the
data exchanged on the Internet.

The RSA encryption method [34, 35], is an asymmetric algo-
rithm used to exchange data on the Internet. This algorithm depends
on two keys: a public key and a private key. No one has been able
to break these keys, but once we have the quantum computer, these
keys may be compromised, and the information system will then be
at risk.

To address this risk, we develop quantum cryptography methods
to secure the information system and the data exchange algorithm.

The technology used to design a qubit plays a huge role in the
accuracy of computations performed with a quantum computer, but

the question arises seriously: is quantum computing accurate? In
order to provide an answer, we need to look at one of the latest
works done. In [36], the authors mentioned that quantum opera-
tions are accurately characterized using gate set tomography (GST)
, resulting in average single-qubit gate fidelities of up to 99.95%,
average two-qubit gate fidelities of 99.37%, and two-qubit prepa-
ration/measurement fidelities of 98.95%. They precised that these
three metrics are approaching the performance demanded in fault-
tolerant quantum processors. which means that by the time the first
generation of quantum computer appears, we will be able to achieve
100% accuracy.

To take advantage of quantum physics, we can benefit from the
concepts of entanglement and superposition of qubit states, and
since the measurement can only be performed at the end of the
computation to avoid the system collapse. We have simulated an
8-qubits (i.e. a quByte) code, Based on the original sample code
example [37], to illustrate how can we do to perform a secure data
exchange.

The spy hunter continuously checks and tunes the transmission
channel to get accurate information by hacking the data. They
use sophisticated tools and devices to get powerful that give them
techniques to decrypt any data. With the quantum computer, spies
can easily intercept and decipher data, and it is of great interest
to understand quantum physics to know how to manage a secure
transmission medium.

By capturing the data, they behave as if they had not caught
it and send it back to the receiver (Bob). When Bob receives the
data, and before reading, Alice informs him that she had applied a
quantum gate (and maybe a combination of quantum gates) to the
data, and then Bob applies the inverse of the quantum gate to the
received data and compares it with Alice’s data. If their data are
identical, Bob and Alice conclude that the data has not been hacked,
otherwise, they understand that it has been hacked.

In the case of applying quantum gates, and even if the hackers
intercept the data, they will not be able to read it because they will
never be able to guess the combination of quantum gates applied to
the data before sending it.

Figure 6 represents the result of the simulation using QCEngine,
and Figure 7 represents the result of the simulation using Qiskit.

For illustration presented on Algorithm 1, Alice wants to send
some data to Bob (as example here data are an arbitrary information
coded on 8 Qubits).

It is necessary to secure our information systems by thinking
about post-quantum-cryptography solutions; i.e. working a lot in
the technological field of quantum cryptography to prevent the RSA
key from being broken because 1024-bit or even 2048-bit keys will
be broken using quantum computers.

One day we will be in an era where the use of the quantum
computer will be available to everyone, and then the spies of the
computer will have the possibility to factorize long numbers, there-
after, they will be able to break the RSA algorithm keys. However,
we have seen from the presented example that it will be guaranteed
to ensure the security of our information systems and the strength
of the RSA keys, while based on the characteristics of quantum
physics.

The field of quantum programming is expanding, and we look
forward to the first real and commercialized quantum computer
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Figure 6: Illustration of spy hunter quantum program simulation using QCEngine

Figure 7: Illustration of spy hunter quantum program simulation using Qiskit
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Algorithm 1: Spy Hunter
#Use Alice’s QPU to prepare Alice’s qubit
qc.measure(alice, alice had);
qc.measure(alice, alice val);
if (apply a HAD) then

qc.h(alice)=alice had
else

qc.x(alice)=alice val
end

end
# Send the qubit!
qc.swap(alice, fiber)
# Activate the spy
spy is present = True
if (spy is present) then

qc.barrier()
end
spy had = True
if (spy had) then

qc.h(fiber)
end
qc.measure(fiber, fiber val); qc.reset(fiber);
if (fiber val) then

qc.x(fiber)
end
if (spy had) then

qc.h(fiber)
end
qc.barrier()
# Use Bob’s QPU to prepare data...
# Receive the qubit!
qc.swap(fiber, bob)
if (bob had) then

qc.h(bob)
end
qc.measure(bob, bob val)
# If the setting matches and the value
#does not, there’s a spy!
counts = result.get counts(qc);
print(’counts:’,counts)
caught = False
for key,val in counts.items() do

alice had,alice val,f,bob had,bob val =(int(x)
end
for (x in key.split(’ ’)) do

if (alice had == bob had) then
if (alice val != bob val) then

print(’Caught a spy!’) caught = True
else

not caught: print(’No spies detected.’)
end

end
end

end

to apply everything we know as quantum algorithms, but we may state that this is only for certain applications that need fast solu-
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tions, and anything we use in a conventional computer, for example,
Word or all our existing applications cannot be replaced by quantum
programs.

5.2 Quantum Image Security

In cryptography, encryption is the process of hiding information
to make it unreadable without special knowledge. In steganogra-
phy or in watermarking, the technique used to hide information
seems to be more secure because it is not easily detected by hack-
ers. However, its major problem is a large amount of information
that can be hidden inside an image without distortion of its visual
imperceptibility.

In 2012, the authors of [38] have proposed the first quantum
image security protocol, by a scheme of watermarking and authen-
tication of quantum images (WaQI ), and was based on restricted
geometric transformations on the images.

In 2013 [39], a novel watermarking scheme based on Quantum
Wavelet Transform (QWT) was proposed , and in 2014 [40],another
watermarking scheme based on Hadamard transform was proposed
.

In [41], the authors have proposed an improvement of the water-
marking protocol proposed in [39].

In the field of quantum image encryption, methods are classified
into spatial domain-based strategies or frequency domain-based
strategies, on which quantum image encryption algorithms focus
[42].

5.3 Multilevel Quantum Systems

In many works in literature, various models of quantum image rep-
resentation have been proposed, and many of the proposed models
are based on a binary quantum system.

Instead of a binary quantum system, a ternary quantum system
is a new tendency to represent and process the quantum image.

A ternary quantum system is a 3-level quantum system having
three mutually orthogonal states |0⟩, |1⟩ and |2⟩ that form a basis in
the Hilbert space H3 called qutrit.

As in a quantum binary system for a qubit, the superposition
state of a qutrit can be formulated as:

|ψ⟩ = α|0⟩ + β|1⟩ + γ|2⟩ (5)

with |α|2+ |β|2 +|γ|2=1
In [43], the authors have proposed an RGB color image repre-

sented and stored on a ternary (3-levels) quantum system. They
postulate that ”images on quantum computers can be represented
in the form of a normalized state which captures information about
colors (|c⟩) and their corresponding positions (|p⟩) in the images”.
The image can be represented as:

|I⟩ = |c⟩ ⊗ |p⟩ (6)

|I⟩ =
1
2n

2n−1∑
i=0

(cosθi|0⟩ + sinθi|1⟩) ⊗ |p⟩ (7)

where, θi ∈ [0, π], i= 0, 1, 2,. . . , 22n - 1 and θ = θ0, θ1,. . . , θ22n−1 is
the vector of angles encoding colors.

In the case of the qutrits-based quantum system, According to
Klimov qutrit phase model [44] can be represented as:

|I⟩ =
1
3n (

32n−1∑
i=0

sin(
ξ

2
)cos(

θ

2
)|0⟩+

expiϕ01 sin(
ξ

2
)cos(

θ

2
)|1⟩+

expiϕ02 cos(
ξ

2
)|2⟩) ⊗ |p⟩ (8)

where, θ and ξ represent the magnitudes of the components of |ϕ⟩,
and ϕ01 is interpreted as the phase of |0⟩ relative to |1⟩ and analo-
gously for ϕ02.

The multilevel quantum system was implemented and designed
in various works for different image processing purposes. In their
work [45], the authors designed a circuit-level implementation of
the quantum multilevel threshold-based color image segmentation
technique.

Using multilevel quantum system have more advantages com-
pared to binary quantum system in the most cases that can be stated
for example:

With the same amount of physical resources, the use of
higher-dimensional quantum states increases exponen-
tially the available Hilbert space.

An n-qutrit quantum system can be represented by a
superposition of 3n basis states, thus a quantum register
of size n can hold 3n values simultaneously, in the other
side an n-qubits register can only hold 2n values.

More efficient ternary logical gates implementation are
used in multilevel quantum system.

For representing, storing and processing the color im-
ages, ternary quantum system is more beneficial than
binary quantum system.

6 Conclusion

In this paper, we describe how we can profit from the quantum
computer to strengthen the security of our data on the Internet using
quantum physics, based on the principles of quantum physics that
we do not have in classical computers.

The unequalled power of the quantum computer led us to think
of using it to represent and process big-size images. We have
presented the new tendency of using ternary quantum systems com-
pared to binary ones.

In future work, we will use the idea of sending a scrambled im-
age with a ternary quantum system, which will guarantee us better
security and an exponential gain in processing time and memory.
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 The paper aims to describe a new technological and organizational approach in order to 
manage teleconsultation and telemonitoring processes involving a Physician, who remotely 
interacts with one or more Specialists, in order to evaluate and discuss the specific clinical 
conditions of a patient, based primarily on the sharing of digital clinical data, reports and 
diagnostic images. In the HINT project (Healthcare INtegration in Telemedicine), a 
teleconsultation and telemonitoring cloud platform has been developed using a Hub and 
Spoke architecture, based on a Business Process Management System (BPMS). The 
specialized clinical centres (Hubs) operate in connection with the territorial hospital centres 
(Spokes), which receive specific diagnostic consultations and telemonitoring data from the 
appropriate Specialist, supported by advanced AI systems. The developed platform 
overcomes the concepts of a traditional and fragmented teleconsultation and consequently 
the static organization of Hubs and Spokes, evolving towards an integrated clinical workflow 
management. The project platform adopts international healthcare standards, such as HL7 
FHIR, IHE (XDS and XDW) and DICOM for the acquisition and management of healthcare 
data and diagnostic images.  A Workflow Management System implemented in the platform 
allows to manage multiple and contemporaneous processes through a single platform, 
correctly associating the tasks to the Physicians responsible for their execution, monitoring 
the status of the health activities and managing possible clinical issues. 

Keywords:  
Telemedicine 
Teleconsultation 
Telemonitoring 
Business Process Management 
Workflow Management System 

 

1. Introduction  

This paper is an extension of work originally presented in the 
10th International Conference on Information Systems and 
Technologies (ICIST 2020) entitled “HINT project: a BPM 
teleconsultation and telemonitoring platform” [1]. It is focused on 
the implementation of a telemedicine (teleconsultation and 
telemonitoring) platform, based on diagnostic imagines, which 
supports the Hub and Spoke clinical model.   

In particular, optimized teleconsultation processes, supported 
by proper technological infrastructures, allow: i) to share data and 
diagnostic images between several professionals; ii) to have the 

first or second opinion evaluations in a very short time; iii) to 
prevent the patient from moving between Physicians for 
consultations; iv) to provide precise evaluations and diagnoses to 
the patient by reducing waiting times. Moreover, telemonitoring 
allows to control the specific vital parameters of each patient and 
to manage alerts if necessary [2], [3].  

Over the years, many definitions of telemedicine have been 
given, based on the use of IT (Information and Telecommunication 
Systems) for remote clinical data exchange between the medical 
team (Physician, Nurses, Specialist) and patients, in order to 
provide the remote healthcare treatment. Some of these definitions 
are given below. 

The American Telemedicine Association gives a definition of 
telemedicine as “The use of medical information exchanged from 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Gianvito Mitrano, University of Salento, Department of 
Engineering for Innovation, Via per Monteroni, 73100, Lecce, Italy - 
gianvito.mitrano@unisalento.it 

Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 87-102 (2022) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

 

https://dx.doi.org/10.25046/aj070610  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj070610


G. Mitrano et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 87-102 (2022) 

www.astesj.com     88 

one site to another via electronic communications to improve a 
patient’s clinical health status” [4]. 

The World Health Organization (WHO) defines telemedicine 
as follows: “The delivery of healthcare services, where distance is 
a critical factor, by all healthcare professionals using information 
and communication technologies for the exchange of valid 
information for diagnosis, treatment and prevention of diseases 
and injuries, research and evaluation, and for the continuing 
education of healthcare providers, all in the interests of advancing 
the health of individuals and their communities” [5].  

The outcomes of telemedicine services can be: i) accessibility 
to healthcare in remote areas, allowing consistent and reliable 
communication; ii) fast, affordable, and reachable care; iii) h24 
diagnosis (also known as night-hawking); iv) efficiency in care 
delivery like telestroke scenario; v) cost and time optimization and 
saving; vi) better collaboration between Specialists [6].  

Telemedicine can also reduce the risk of hospitalization, thanks 
to its ability to decrease in-clinic visits, promoting remote services 
for patients [7]. Another important outcome can be a more 
effective patient engagement and evolvement, which could help 
users to be informed overtime about their care plan and become 
more aware of their health. Telemedicine can also represent an 
effective way to treat depression and other mental health 
conditions, helping patients with mental disorders unwilling to 
seek any treatment in normal circumstances, and making use of 
video or remote controls.  

Telemedicine services can be divided into synchronous and 
asynchronous services. In the former case, the service establishes 
an interaction and connection in real time (through audio or video-
conferencing technologies) between the parties requiring their 
presence at the same time; in the latter case, clinical and medical 
data are temporarily stored and later transmitted to the Physician 
or medical Specialist for an offline assessment. Synchronous 
telehealth models can help to provide timely care, especially for 
emergency care or urgent situations. On the other hand, 
asynchronous models are ideal for evidence-based and not 
emergency care [8].  

In healthcare, especially in telemedicine, some fundamental 
aspects concern the quality of data, clinical documents, diagnostic 
images and the modality to exchange. Physicians and healthcare 
professionals need to access and share all the patient’s information 
and clinical data, also deriving from telemonitoring activities, and 
it is, therefore, necessary the interconnection between different 
Information Systems and the consequent interoperability based on 
clear and possibly open rules and standards [9], [10]. 

Interconnected and interoperable systems are defined as 
integrated if, thanks to the use of standard languages, protocols and 
formats, they allow to define the methods of transmission and 
reception of data, as well as their representation (syntax) and their 
semantics [11].  

In the healthcare sector, there are several models and open 
standards for the information and clinical data management and 
exchange, among which, for the best of authors’ knowledge, the 
most widely used are IHE (Integrating the Healthcare Enterprise), 
DICOM (Digital Imaging and Communications in Medicine) and 
HL7 (Health Level Seven) for the diagnostic images sharing [12]. 

 These standards are used in order to have an effective 
interoperability between the Health Information Systems 
(HIS)such as hospital RIS (Radiology Information System), PACS 

(Picture Archiving and Communication System) and booking 
centers (e.g., the Italian CUP) [13]. 

Alongside the standards and new healthcare information 
technologies mentioned above, it is important to define and 
optimize clinical processes through the use of management 
approaches such as the BPM (Business Process Management), 
which allows to model, define, organize, execute and monitor the 
clinical activities of interest.  

In this paper, after an initial overview of the motivation behind 
this work, section two provides a narrative literature review about 
telemonitoring and teleconsultation applications. The third section 
describes the HINT project, that has developed a cloud platform 
based on a Hub and Spoke architecture where telemedicine 
processes are managed by a BPM workflow system. The fourth 
section illustrates these processes modelled through the BPMN 
notation, with a detailed analysis of the following scenarios: 
Neuro-Radiological Teleconsultation, Dermatological 
Teleconsultation and Obstructive Sleep Apnoea Syndrome 
Telemonitoring. Finally, discussion and conclusions close the 
paper. 

1.1 Motivation  

Different telemedicine projects propose generic solutions with 
static Hub and Spoke architecture [14], [15], in which the 
teleconsultation and the exchange of clinical data and information 
take place through traditional clinical assessment, in absence of a 
single management platform and digitalized telemedicine 
pathways for the real time sharing of reports, diagnostic images 
and documents. To overcome a typical static organization, the 
HINT project envisages the use of a workflow engine for the 
complete routing and management of the consultation request and 
parameter monitoring to the appropriate and available Hub.  

Moreover, the Hub Specialist can be helped in his/her clinic 
evaluation by Decision Support Systems (DSSs) based on Deep 
Learning, which can analyse and classify dermatological images 
and to manage out-of-threshold values with alerts. Specifically, the 
project proposal is an advanced teleconsultation and 
telemonitoring system, in which Physicians can: i) receive 
technological support through DSSs; ii) are aware of the consulting 
request status in every moment and iii) provide detailed clinical 
information to make assessments and final diagnoses. The HINT 
Hub and Spoke system allows the identification of the most 
appropriate available Specialist for the dermatological case to be 
treated, who responds on a single, integrated platform with his/her 
second opinion evaluations. It is particularly valuable in all the 
cases requiring high healthcare specializations, especially in 
remote areas where they are not immediately available.   

Furthermore, the HINT platform wants to guarantee timely and 
constant monitoring of specific vital parameters in the treatment of 
sleep apnoea through UWB devices.  It is supported by the 
implementation of a Workflow Management System for 
healthcare process digitalization through the application of the IHE 
standard (XDW) for the definition and traceability of all the steps, 
actors and documents produced in the clinical care processes.  

2. Literature review 

In this section, a literature study is carried out to analyse the 
different telemedicine services implemented in the HINT system, 
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which are teleradiology, teleconsultation and telemonitoring. A 
review on information systems and standards is also provided. 

Teleradiology is implemented in different countries in order to 
face the following  issues [1], [16]: 

1. out-of-hour coverage by means of intramural services 
(at-home control); 

2. out-of-hour coverage by means of extramural services; 
3. rural or regional hospital coverage; 
4. Specialist’s second opinion. 

In [16], the authors summarize some of the key aspects in 
image acquisition, transmission, and interpretation, with a 
discussion of the clinical practice of teleradiology. 

A survey [17] states that 44% of the European radiologists use 
at-home control instead of call referral. In many cases this 
procedure is not based on a structured Hub and Spoke architecture, 
but only on the diagnostic image transmission to the Radiologist 
who sends the referral to the Physician by email or phone (79% of 
the cases).  

It is also important to mention the Kaiser Permanente hospital 
[18] where, during the out-of-hours, there are only 2 radiologists 
sending medical reports for 11 different image acquisition sites, 
instead of having a specific Radiologist, called when needed, in 
each hospital. 

In the U.S., it is estimated that over than 50% of the hospitals 
use out-of-hours reporting or night-hawking [19]. It is possible to 
gain an advantage from the different time zones by using 
extramural services. For example, in [20] radiologists from Sydney 
are called by a Swedish hospital for emergency; while in [21] an 
American hospital requests a consultation to radiologists located 
in India. Moreover, in [22] the authors report that radiology delays 
are shorter when teleradiology is used [1]. 

In [23], the authors delineate the main reasons for the medical 
imaging demand growing in Europe and U.S., explaining why 
teleradiology is critical to support this development in Europe. In 
particular, the paper presents three different teleradiology case 
studies regarding successful data sharing and innovative workflow 
models through single imaging implementations.  

Furthermore, radiology is becoming increasingly specialised in 
recent years. The studies [24], [25] illustrate the improvement 
associated with producing a subspecialist report compared to a 
general one. In this context, teleradiology can be used to gain 
access to radiologists who are well trained in a particular field.  
Regarding this aspect, [26] underlines that teleradiology is an 
important component in radiology field for many aspects, one of 
which is the possibility to facilitate seeking a second opinion from 
an expert,  improving in this way the efficiency and effectiveness 
of healthcare system. In particular, the paper presents a model 
based on second opinion teleradiology consultation service, which 
involves an Israel health insurance company and a premier medical 
center in San Francisco, showing in detail the operational 
procedure of this second opinion service [26]. 

In [27], the authors state that fast wireless network and mobile 
technologies allow to evaluate diagnostic images with a 
comparable accuracy to PACS workstations. In [28], the authors 
design and develop an economic web based platform for the 
diagnostic images referral by means of IT technologies. For more 
details about this approach, [29] gives a complete historical 
overview of the applications in the teleradiology sector [1].  

Moreover, the tele-imaging application represents a significant 
chance for the future and it is a central practice for telemedicine. 
In particular, it includes the transmission of medical digital images 
and has an important role in all fields of telemedicine, such as 
expertise, consultation, teaching and research activities [30].  

Another field of tele-imaging concerns teleconsultation, whose 
overall goal is to overlook geographical and functional distance 
between two or more geographically separated healthcare 
providers, using information and communication technology [31]. 
Surgery and general medicine are among the most common topics 
in adult teleconsultations. In particular, surgery teleconsultations 
are generally performed by sending radiology images 
(teleradiology), clinical pictures or videos, in order to reduce 
unnecessary patient transfers or travels with related costs, and also 
to support prompt decision making with high diagnostic accuracy, 
improving the future of the healthcare delivery [31].  

In this context, teleconsultation is increasingly becoming an 
integral part of the hospital procedures. A European survey [14] 
estimates that 65% of all radiologists currently use teleradiology 
for the  images sharing within the organisation and for on-call 
readings from home [32].  

Moreover, some hospitals, especially in the United States, use 
teleconsultation to manage out-of-hour reporting by adopting a 
complete Hub and Spoke architecture. The architecture involves 
configurations which are centers of excellence opened 24 hours a 
day, providing highly complex diagnostic-therapeutic services 
(Hubs), and other configurations which aim to create a territorial 
network of services for the management of patients once overcome 
a certain clinical severity threshold (Spoke) [1], [33]. 

Additionally, teleconsultation is also applied in emergency or 
urgent situations, for example during pre-hospital critical care 
situations [34] or for emergency orthopaedic patients by mobile 
phone messages [35] or even for ophthalmic emergency 
consultation, through the use of a smartphone App or PC and a 
webcam [36]. 

There are also many studies about telemonitoring application; 
in particular, an analysis presented in [37] and conducted on 65 
studies in the field of telemonitoring for cardiovascular, 
pulmonary, hypertension and diabetes  diseases, describes the 
maturity and reliability of remote monitoring technologies [1]. 
Telemonitoring has also demonstrated the ability to identify 
changes in the condition of chronic patients at an early stage of 
their disease, obtaining fast intervention and avoiding 
complications [31]. An example is reported in [38], which refers 
to diabetic patients affected by a reduction in haemoglobin A1c 
and a significant blood glucose increase. For patients affected by 
hypertension, [39] reports how to respond through telemonitoring 
to a systolic and diastolic blood pressure reduction. In [40], [41], 
the authors report a high level of satisfaction of telemonitoring 
processes and [42], [43] emphasize the positive contribution given 
by telemonitoring to the decrease of hospital admissions for heart 
and pulmonary diseases. 

Through telemonitoring it is also possible to analyse the 
Continuous Positive Airway Pressure (CPAP) in patients with 
Obstructive Sleep Apnoea (OSA) [44]. In particular, a study [45] 
based on [46], [47], shows that CPAP compliance is significantly 
higher in the Telemonitor (TM) care group compared with the 
usual care group, thanks to current technological advances and to 
the use of innovative medical devices which allow patients to 
control some vital parameters at home. 
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Telemonitoring is also applicable in the cardiology sector, for 
example through the development of a phone-based and rule-based 
expert system for heart failure telemonitoring, designed to provide 
remote clinical support for patients with cardiological problems 
[48], [49]. Another important field of application of telemonitoring 
concerns the control of elderly people [1], [50]. 

A complete review of telemedicine, is proposed into [51], 
which contains detailed information about: telecardiology, 
telestroke, teleradiology, teleoncology, teledermatology, 
telepathology and telemonitoring.  

2.1. Health information systems and standards 

An Information System (IS) can be defined as a technical and 
organizational system designed to collect, process, store, and 
exchange information and data [52]. 

In healthcare organizations (i.e. hospitals, radiology 
departments), IS manages all clinical data, diagnostic images, and 
reports. HIS (Hospital Information System), RIS (Radiology 
Information System), PACS (Picture Archiving and 
Communication System) are some of the most important clinical 
Information Systems applied in healthcare organizations [53], 
[54]: 

• HIS: system based on IT used in healthcare to manage 
the administrative and clinical flows of a hospital; 

• RIS: system used to manage the radiology data flow, 
with the purpose to collect, manage and display data and 
information produced in the Radiology Department; 

• PACS: system used for archiving images acquired from 
modalities applications, managing worklists, and 
accessing images from reporting stations (workstations) 
[55].  

The RIS is a HIS subsystem, while the PACS, an independent 
system integrated with the others, deals with the diagnostic images 
management.  

The integration among the different systems and, in particular, 
between the RIS and the PACS within Radiology Department 
should lead to: i) use a single medical registry; ii) have a 
simultaneous display of images and reports; iii) facilitate the 
automatic distribution of images through departments [56]. 

Generally, every healthcare organization has a PACS which 
manages the various modes of digital image acquisition. A 
structured PACS comprises an image acquisition system and a 
secure network connecting radiology workstations (on-site or off-
site) with a centralized archive [1]. The DICOM standard is used 
in order to simplify the interoperability of different devices in 
acquisition, transmission and saving of images.  

Digital Imaging and Communications in Medicine (DICOM) 
was developed by the American College of Radiology and the 
National Electrical Manufacturers’ Association [57], in order to 
use fully digital images with high resolution instead of physical X-
ray films [58]. 

DICOM is an international standard for all clinical images and 
relevant metadata and concerns the handling, storing, printing and 
transmitting phases [59], [60]. This standard allows to manage 

 
1 Intervention co-financed under the POR Puglia FESR-ESF 2014-2020 - 
Priority axis 1 - Research, technological development, innovation - Innonetwork 
Call 

different types of medical images with other data such as: patient 
name, reference number, study number, dates and reports [61].   

The DICOM standard is widely adopted in radiology, 
cardiology and radiotherapy imaging, and it is progressively 
expanding in other medicinal areas, like ophthalmology and 
dentistry [62].  

Health Level Seven (HL7) is another important standard which 
allows the standardisation of the exchange of electronic health 
information. It is focused on data communication and not on data 
storage and presents the following versions: HL7 v2, HL7 v3 and 
the most recent FHIR (Fast Healthcare Interoperability Resources) 
which uses real-time RESTful interfaces [1]. In particular, HL7 v2 
is chosen from local hospital for the exchange of healthcare 
information, including electronic medical record information [63]. 
HL7 v3 is designed to be the successor to v2 and overcomes the 
v2’s shortcomings. Finally, FHIR combines the features of HL7 v2 
and v3 with the modern web technologies such as the REST 
architecture, in order to facilitate its implementation [63], [64]. In 
particular, differently from v2, FHIR is not based on the exchange 
of messages when certain events occur but on the availability of 
data and information exposed through a server, defining in this 
way the Resources (patient, encounter, condition, observation, 
procedures, care plan, goal and appointment), which are organized 
into modules, each representing a different functional area.  

Modules are structured in 3 groups and 5 levels: infrastructure 
(levels 1 and 2), content (levels 3 and 4) and reasoning (level 5) 
[65]. 

In order to support the adoption of international standards such 
as DICOM or HL7, a consortium of professionals and industries 
named Integrating the Healthcare Enterprise (IHE) has been 
defined. IHE preserves a list of domains such as cardiology, 
radiology, pharmacy, IT system and patient care. In this context, it 
is important to mention the Cross Enterprise Basic eReferral 
Workflow Definition Profile (XBER-WD), which defines and 
standardises the workflow related to an eReferral Document, the 
actors involved and the digital documents related with the process 
[66]. XBER-WD is a standard based on a document type called 
Cross-Enterprise Document Workflow (XDW), in which the tasks 
completed in the workflow, the inputs and the outputs are stored 
[1].  

The XDW standard supports participants in a complex 
environment to track and manage tasks related to clinical 
workflows, providing a common interoperability infrastructure to 
support them. All the documents can be exchanged between 
organisations through Cross-Enterprise Document Sharing (XDS) 
repositories, which facilitate the registration, sharing and storage 
across health enterprises of the patient electronic health records, in 
order to associate documents containing medical data to a specific 
workflow [67], [68].  

3. HINT project  

The HINT (Healthcare INtegration in Telemedicine)1 project 
aims to implement a clinical support network both in cases 
requiring high specialization and to cover areas without specific 
expertise. The project develops a platform for the management of 
cases requiring access to diagnostic images, with the possibility of 
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applying specific medical expertise even when no one is physically 
present where the images are produced. Specifically, the project 
envisages the realization of technological solutions aimed at 
optimizing the communication between the multi-disciplinary 
teams involved in a clinical case. Research activities also focus on 
defining tools which improve clinical data collection and 
healthcare information management, as well as on the clinical 
workflow efficiency, supporting the Physician in the decision-
making process. HINT aims to realise a multi-target approach by 
integrating Physician support with the suggestion of diagnostic 
pathways, relying on a computational architecture capable of 
managing large data sets and algorithms for process mining and 
deep learning [1].  

The research topics addressed by the project concern 
innovation in the area of: 

• Cloud architectures in the clinical health field; 
• Clinical Decision Support Systems and Computer Aided 

Diagnosis systems; 
• Deep Learning models and algorithms; 
• Integration and management standards for clinical 

processes; 
• Secure data storage.  

3.1 The BPM approach and lifecycle applied to the project 

Looking at the approaches used in recent years, it is possible to 
note that there have been health and telemedicine projects which 
have used Workflow Management Systems based on the Business 
Process Management (BPM) approach and on the Business 
Process Model and Notation (BPMN) [69]. The BPM and BPMN 
tools allow to optimize clinical processes, tracking the key health 
parameters of an individual patient, organizing and monitoring all 
the healthcare activities, in order to support health organizations 
[70], [71]. 

The business processes are intended as “logically related tasks 
performed to achieve a defined business outcome” [72]. The BPM 
approach embodies methods and technologies which enable 
organizations to analyse, manage and optimize business processes  
[1], [73]. 

In [74], the authors analyse three BPM lifecycle proposals: the 
BPM lifecycle defined by Van der Aalst, the BPM lifecycle 
proposed by Netjes, and the BPM lifecycle proposed by Weske.  

The first author  proposes the BPM lifecycle with four steps: i) 
process design; ii) system configuration; iii) process enactment; iv) 
diagnosis phase, concerning processes’ monitoring and analysis 
[75]. 

The second approach  includes five steps: i) design; ii) 
configuration; iii) execution; iv) control; v) diagnosis, which 
provides information in order to identify opportunities for 
improvement, workflow bottlenecks and any other critical points 
[76].  

The last approach presents a cycle consisting of the following 
four steps: i) design and analysis; ii) configuration; iii) enactment; 
iv) evaluation of the business processes’ performance [77]. 

Taking the cue from the models proposed, the lifecycle of the 
health processes managed in the project (starting from modelling 
to optimization) are described and shown in the following revised 
phases and in Figure 1 [1], [78]:  

1. Process analysis and modelling; 

2. Process implementation; 
3. Process execution; 
4. Process monitoring. 

 In the analysis phase, a business problem is highlighted and 
studied, in order to identify and analyse the related processes. The 
outcome of the process analysis is a new or updated process model 
which makes available a complete overview of the organization 
processes. In the modelling step, the current state of processes and 
the related activities are designed and modelled using tools and 
notations as BPMN, DMN (Decision Model and Notation), 
CMMN (Case Management Model and Notation) [1].  

Then, in the implementation phase, the changes required to 
shift from the As-Is process to the To-Be process are defined and 
performed [63]. In particular, this phase involves two different 
aspects: the organizational change management and the process 
automation. Once the process has been mapped and illustrated, 
during the execution phase, it is run and tested, allowing its 
adaptation to the users’ needs. Then, a series of logs and 
measurements are collected and used in the monitoring phase, in 
order to analyse the process performance through specific Key 
Performance Indicators (KPI) and targets [1]. The notations 
mentioned above can be used for the process modelling: BPMN, 
CMMN and DMN, which can support the clinical process 
management. 

  In particular, an application example can be seen in [79], 
which recreates a guideline for stable ischemic heart disease, and 
considers the advantages and limitations of representing clinical 
pathways with these three notations. Moreover, [80] presents a 
clinical pathway for living donor liver transplantation using a 
combined approach which involves the event processing (BPMN) 
and the case management (CMMN) [81]. Another applicative case 
is presented in [82], which reports a study in healthcare sector, 
using DMN and BPMN approaches in an integrated manner, 
analysing a pediatric surgery process in a mid-size hospital. 
Finally, [83] combines the BPMN and DMN notations for 
modelling care pathways in a standardised manner. 

As previously analysed, the BPM proved its usefulness to 
improve the design and therefore the telemedicine processes’ 
implementation. Indeed, there are some cases of the BPM 
application in the field of telemedicine projects, regarding, for 
example, de-hospitalization services with focus on e-Health 

Figure 1: BPM lifecycle phases in HINT project 

http://www.astesj.com/


G. Mitrano et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 87-102 (2022) 

www.astesj.com     92 

solutions [84], or related to chronic pathologies such as Chronic 
Obstructive Pulmonary Disease (COPD) with a patient-centered 
approach based on telemedicine devices [85]. There is also a study 
concerning the use of the BPM methodology in healthcare with 
reference to the end-user interaction with EHR interface [86], as 
well as a study involving patients with hypertension whose 
healthcare processes are modelled using the BPM paradigm in 
order to identify weaknesses and mitigate them, for a better patient 
empowerment [87]. These studies underline that BPM applied to 
telemedicine is an efficient approach which can improve the 
management of the all-internal processes, the work of healthcare 
operators, with a positive impact on the quality of care and life of 
the patients. 

In fact, in recent years, different clinical organisations have 
applied a BPM-based technology approach in order to improve the 
process management in healthcare sector.  

 In this way the quality and efficiency of processes can be 
increased, ensuring a better and continuous relationship with the 
patient. The use of BPM can also support medical practices by 
monitoring care processes, managing and analysing the clinical 
workflow and specific activities. A structured knowledge of the 
business context could be useful for the analyst in these activities 
[88], [89].  

Table 1 summarizes and describes the BPM lifecycle phases in 
telemedicine processes, outlines the possible actors involved 
(Physicians, Specialists, Developers, Analysts) and identifies the 
clinical profiles, the standards (i.e. HL7, IHE, DICOM) and 
notations for process modelling and rule management [1]. 

 

 

 

 

 

 

3.2 HINT architecture 

The HINT project intends to develop a cloud platform with 
Hub and Spoke architecture for telemedicine based on imaging, 
which, by using international standards (DICOM, HL7, IHE), 
allows the integration of processes, health data and diagnostic 
images [1].  

The cloud platform developed includes components which 
support Physicians and healthcare workers in the clinical cases 
management, enabling them to authenticate and authorise users, to 
manage roles, to search and consult the patient list, to manage 
examinations, to consult documents in the patient medical record, 
to open a clinical case, to record data in the required formats and 
to initiate and manage predefined diagnosis and treatment paths 
through the Workflow Manager functions whose interrelations 
will be highlighted later.  

The core components developed, and described below, are: 
Portal, Hub and Spoke applications to manage Telemedicine 
services, DSS (Decision Support System), Workflow Management 
System, ESB (Enterprise Service Bus), VA (Virtual Archive) 
(Figure 2). 

These components ensure [1]: 
• user access to the different applications;  
• the availability of basic record management services; 
• access to integration services, allowing messages to be 

converted into the standard formats used in the health 
field;  

• access to the necessary terminology management 
services; 

• standard access to document archiving services.  

 BMP Lifecycle  Description Actors Standards 
1. Business process analysis 
and modelling 

The phase involves the 
identification and study of 
the relevant business 
processes and the As-Is 
process definition 

Business/Process Analyst 
Clinical domain experts 
(General Practitioner, 
Specialist, Healthcare 
Manager) 

BPMN 
CMMN 
DMN 

2. Business process 
implementation 

The phase involves changes 
preparation needed to move 
from the As-Is process to 
the To-Be process in terms 
of process automation and 
management 

Software Developer 
Process Developer  
 

CDA 
HL7 
DICOM 
XBER-WD (IHE) 
XDS (IHE) 
DSUB (IHE)  

3. Business process 
execution 

The phase involves To-Be 
process running and testing, 
with measurements and 
logs collection needed in 
the monitoring phase 

Physician and Specialist 
Users 
RIS/PACS systems 
DSS 
UWB devices 

DICOM 
XDW (IHE) 
FHIR 

4. Business process 
monitoring 

The phase involves the 
collection of relevant data 
in order to define the 
process performance in 
relation to its KPIs 

Clinical Data Analyst 
Clinical Risk Manager 
 

XDW (IHE) 
AUDIT LOG 

Table 1 – BPM lifecycle phases, with related actors and clinical standards applied in the HINT project 
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Portal  

The HINT Portal provides the general services of the platform. 
It consists of a web interface hosting all the user applications (Web 
Container), such as the Patient Folder, the agenda management, the 
visit management, etc. and allows access to  the specific 
applications for Hub and Spoke telemedicine processes described 
in the scenarios. 
The Portal allows basic consultation to the patient medical record, 
in which it is possible to examine the patient's documents, the 
active pathways and the visit management through acceptance 
and discharge procedures.  
The Portal offers a layer of back-end services to the other 
applications of the platform and has a local archiving component.  
This layer mainly offers: 

• Single Sign-On services (SSO); 
• services for the univocal patient data management 

(Master Patient Index) and for the patients’ 
identification; 

• EHR services. 

Spoke 

The Spoke represents a set of platform applications which 
enable the implementation of specific functionalities of a particular 
clinical-health task. Basically, a Spoke application identifies, for a 
requesting structure, the hardware and software equipment used to 
digitally record and archive the patient's physiological data, 
documents and clinical studies, i.e. to make use of that set of 
information to perform the task and obtain a diagnosis. For HINT, 
Spoke functionality also includes the generation of requests for 
examinations and consultations (Neuro-Radiological and 
Dermatological teleconsultation). 
The Spoke hardware and software equipment can be represented 
by a specific software application and by the following devices: 
medical devices (including UWB devices - Ultra Wide Band), 
diagnostic apparatus, RIS/PACS system. 

Hub 

The Hub represents a set of applications of the platform which 
allows to receive the notification and proceed to the completion of 
a particular clinical-health task. Basically, a Hub application 
identifies, for the supplying structure, the system used to consult 
data, documents and images and to record the diagnosis in a 
medical report. The Hub may be the display component of a 
teleconsultation, telemonitoring or teleassistance system, or even a 
RIS/PACS system. 

ESB 

The integration services of the HINT platform enable 
communication between the different components by sorting and 
transforming messages into formats supported by the final 
components. 
The Enterprise Service Bus (ESB) component implements 
services dealing with the exchange of information between the 
front-end of the Portal together with the user applications 
(including Hub and Spoke) and the back-end components of the 
platform.  
These services implement, when required, the transformation of 
the messages sent by the clients in JSON (XML format) for data 
and documents, and in JPEG format, for images, into the health 
standard formats (HL7, CDA, DICOM). 

DSS 

The Decision Support System (DSS) component allows the 
following activities: feature extraction; image classification and 
diagnostic support by means of a neural network (iDSS); 
diagnostic logs analysis for the identification of the diagnostic 
process patterns (pDSS); control of physiological data and alerts 
reporting (xDSS) [1]. 

Workflow Management System 

The Workflow Management System is responsible for 
managing the execution of clinical processes modelled in BPMN, 
which comply with the specifications of the workflow definition 
profile standard defined by XBER-WD and for the storage of 
workflow documents in the XDS. 
The Workflow Management System consists of these sub-systems: 

• Workflow Engine and related services; 
• Workflow Document Management and storage system. 

The Workflow Engine manages the execution of processes and 
controls activities involving actors and applications. It receives 
communications which allow tasks to be updated through services 
compliant with the FHIR standard. Moreover, it manages the 
assignment of tasks, the progress of processes and the 
notifications to external components. 

Virtual Archive 

The Virtual Archive implements repository services for 
archiving clinical-health data, documents and images. The VA 
defines a unique interface layer for the portal and identifies the 
applications which need to archive data and documents generated 
during the execution of the processes supported by the platform. 

 

 

Figure 2 – HINT project architecture components 
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4. HINT telemedicine processes 

4.1 Neuro-Radiological Teleconsultation  

This process describes the remote consulting activity between 
Physicians (Requesting Physicians and Clinical Specialists) who, 
being in two different places, can communicate with each other via 
ICT systems. In the specific case, the specialized organization 
(Hub), where the Clinical Specialist provides health services, 
gives, when required, medical consultations to the local 
organization (Spoke), which has available clinicians providing 
only some basic health services. 

The principal activity regards the evaluation of the patient’s 
condition for first or second opinion by a Clinical Specialist, based 
on shared diagnostic images and clinical reports.   
The entire process can be divided into the following phases [1]: 

• Creation of a Referral Request; 
• Consultation Scheduling; 
• Clinical data control and evaluation by the Clinical 

Specialist (creation of report). 

The HINT portal can manage the initial step concerning the 
admission of the patient to the clinical organization, the acquisition 
of the exam reports (MRI, PET, CT, diagnostic tests) carried out 
and the subsequent neurological evaluation during the first control 
visit. If the Requesting Physician of the Spoke Organization needs 
to perform a neuroradiology consultation by contacting the Hub 
Clinical Specialist, he/she can use the HINT system based on a 
workflow engine to create a Teleconsultation Referral Request. 
The Requesting Physician enters all the data regarding the 
teleconsulting request in the first free Hub.  

The data to be entered in order to define the Request are: the 
patient’s personal data, request type (e.g., first neuro-radiological 
control, diagnostic valuation for second opinion), clinical history 
(e.g. trauma, potential stroke, dementia), urgency level, the list of 
past clinical exams (reports and digital images). 

The Scheduling task creates a list of Hub structures (and related 
Clinical Specialists) which can take charge of the teleconsultation 
execution. The Requesting Physician can then select one of them 
from the list. A decision table based on specific rules (for example 
Physician specialization, his/her time-sheet and available days and 
times, intervention mode type) will create the list of potential Hub 
organizations which can take responsibility for the clinical 
services. The request is repeated until the referral has been 
assigned and executed by the available Hub. 

When the Hub organization takes charge of the teleconsultation 
request, the Clinical Specialist performs the consultation and sends 
the file reference containing the diagnosis and the related report. If 
the Hub does not take charge of the request within a predefined 
time interval based on the case urgency, it is sent to another 
organization. The Clinical Specialist can acquire and display all 
the patient’s data and information regarding his/her clinical case.  

After a thorough study of the specific case, the Clinical 
Specialist provides his/her consultation by first or second opinion. 
The Spoke application which has started the process receives a 
notification of final diagnosis, so the related Requesting Physician 
can analyse the consultation report provided by the colleague [1]. 
The BPMN model of the teleconsultation process, realised with the 

open-source Signavio software, is represented in Figure 3 and 
Figure 4, the latter represents the related sub-process. 

4.2 Dermatological Teleconsultation  

The periodic check of the moles is fundamental for prevention 
and early detection of the presence of any skin cancers or 
melanomas, and it can improve significantly the chances of cure. 
In fact, early diagnosis is an important factor to treat this type of 
skin pathologies in time. 

Another teleconsultation process analysed and implemented in 
the project, regards specifically the melanoma pathologies, which 
is similar to the one described for the neuro-Radiological 
teleconsultation. In fact, the process steps are based on these 
phases: Dermatological image acquisition, Request for 
teleconsultation referral and its Scheduling, in order to find a 
specific Dermatology Clinical Specialist and the clinical 
evaluation through artificial neural network with the final report.  
In this process, the platform must acquire the patient’s data in 
order to perform analyses through a neural network and to provide 
predictions referring to the type of skin lesions and related 
statistics. 

Unlike the previous scenario, a DSS is used by the 
Dermatology Clinical Specialist to support the evaluation of the 
clinical situation. It is focused on the analysis of images 
assimilated in previous diagnostic cases of melanoma. The 
imaging DSS (iDSS) is based on specific images fingerprint 
extraction (features) and it permits a diagnostic image 
classification through the neural network [1]. 

The application can acquire all biometrics data (phenotype, 
ethnicity), personal data (region and province of residence, age, 
sex) and dermoscopic images (png, jpeg, jpg or DICOM) of a 
patient. In this way, it is possible to carry out analyses based on 
these data through a neural network, to return the predictions 
referred to the typology of the cutaneous lesions and to 
characterize any melanomas. 

In this clinical scenario, the Spoke Requesting Physician visits 
the patient and enters in the platform all his/her personal data and 
past clinical information (exams reports, dermatological images). 
The Requesting Physician may indicate the diagnosis regarding the 
specific case, if the clinical situation is clear after the first visit.  
If necessary, the Requesting Physician can send a teleconsultation 
request to the Dermatology Clinical Specialist of a Hub for a first 
opinion (when the initial diagnosis has not been made and the case 
is sent to the Dermatology Clinical Specialist immediately) or for 
a second opinion after the diagnosis. The Dermatology Clinical 
Specialist who takes over the case can be supported in his/her 
analyses by a neural network which can: 

• request the prediction of specific skin pathology 
evaluation returned as the most likely disease class; 

• check the 5 similar cases retrieved from the dataset and 
compared with the image linked to the patient. 

In this way, the Requesting Physician is supported in detecting 
the presence of possible melanomas. Thanks to the neural network 
(DSS), the Dermatology Clinical Specialist has the opportunity to 
compare the new dermoscopic images acquired regarding the 
suspected lesions or moles of a patient with those present in the 
system dataset. A comparison is then made to identify any 
similarities and consequently to provide the Requesting Physician  
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Figure 3 – NeuroRadiological Teleconsultation 

 
Figure 4: NeuroRadiological Teleconsultation Subprocess: Clinical evaluation 
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Figure 5: Dermatological Teleconsultation 

 
Figure 6: Dermatological Teleconsultation Subprocess: Clinical evaluation 
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Figure 7: Telemonitoring process - Scenario 1 

 
Figure 8 – Telemonitoring process - Scenario 2 
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Figure 9 – Telemonitoring process Subprocess: Control through telemonitoring 

with specific classes and coefficients of cosine similarity 
(fingerprints comparison). 

The steps of the Dermatology Clinical Specialist for the 
evaluation of a clinical case via neural network and 5 similar cases 
are: 
• the Dermatology Clinical Specialist selects the clinical case 

for which he/she wants to obtain a prediction regarding the 
acquisitions of data and images he/she has made; 

• the neural network returns the predicted class with the 
probabilities of all other similar classes; 

• the Dermatology Clinical Specialist can also request the 5 
most similar acquisitions; 

• the neural network returns the 5 images acquisition having 
the greatest correspondence with the patient’s image, in order 
to be evaluated on the basis of a coefficient of similarity.  

The Requesting Physician may use the results provided by the 
system to write the Dermatology Clinical Specialist diagnosis 
regarding the selected clinical case. In addition, statistics can be 
extracted by analysing biometric and personal data using DSS 
techniques. Also in this scenario, the Spoke organization which has 
initiated the process, receives a notification of completed diagnosis 
made by the Hub organization. The BPMN model of the 
dermatological teleconsultation process is represented with the 
open-source Signavio software in Figure 5 and Figure 6, the latter 
represents the related sub-process.  

4.3. Telemonitoring – OSAS Syndrome Diagnosis 

This process analyses the telemonitoring of the patient’s heart 
and respiratory rate during sleep time to diagnose the Obstructive 
Sleep Apnoea Syndrome (OSAS). The system uses a non-invasive 
Ultra-Wide Band (UWB) technology, thanks to which it is possible 
to acquire data related to the patient’s heart and breathing rate 
during sleep time in a non-invasive way.  

The Physician of a health organization (public or private 
hospital) forwards the request for sleep monitoring in order to 
analyse the clinical situation of the patient, while a specific health 
operator of the Hub/Spoke assigned to the service, responds to this 
request. The service can also be provided at patient’s home by 
activating a monitoring system based on digital devices. This home 
system is able to acquire, in contactless mode, clinical data from 
the patient during sleep. In addition, there is a tablet acting as a 
gateway, which receives the recorded data from the UWB device 
and retransmits them to the system [1].  

The processes for this telemonitoring case are basically two 
and both involve the Physicians, the Clinical Specialists, the 
healthcare operators and the patients as follows: 

1. the diagnosis formulation based on sleep data collected 
in a predefined period; 

2. the subsequent real-time sleep telemonitoring finalized 
to continue the evaluation of the clinical case over time. 

Formulation of diagnosis by telemonitoring 

The steps of the first process leading to the formulation of the 
diagnosis by telemonitoring and to the subsequent report definition 
are specified below: 

• Creation of pre-diagnosis sleep telemonitoring request; 
• Receiving pre-diagnosis telemonitoring request; 
• Configuration and installation of sleep telemonitoring 

kit; 
• Start and end of data collection; 
• Sleep monitoring data recovery for the patient; 
• Diagnosis and report formulation. 
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After the request has been sent, the system assigns the task to 
the most suitable Hub/Spoke operator, who can manage the 
activity and supervise the process until its conclusion, with the 
production of the final report by the Hub Clinical Specialist. 

The Physician who started the telemonitoring request, can 
recover the patient’s monitoring data in order to evaluate his/her 
clinical condition. In the first phase regarding the Pre-diagnosis, 
the initial clinical information about the patient’s condition and the 
data collected from the monitoring for a given time interval (time 
series of hearth and breath rate) are recorded in the local database 
and indicated as reference model to the patient. 

After this monitoring phase, the Clinical Specialist can 
examine the patient’s pattern to diagnose the eventual Obstructive 
Sleep Apnoea Syndrome and produce the associated report which 
will be saved in the system. Once the diagnosis has been defined, 
the Physician, consulting with the Clinical Specialist, can decide 
to perform a successive telemonitoring phase to record the patient's 
sleep apnoea episodes for an extended period. If further 
telemonitoring activity is not necessary, the Physician 
communicates the final diagnosis to the patient (Figure 7 and 
Figure 9, the latter represents the related sub-process) [1]. 

Telemonitoring and real-time evaluation 

If the patient is afflicted with OSAS or the Physician needs to 
further investigate the patient's clinical situation, he/she can decide 
to set up a telemonitoring process, in order to control the evolution 
of the medical case in a medium or long period. 

In this second scenario (Figure 8 and Figure 9, the latter 
represents the related sub-process), the activities regarding the 
telemonitoring and real-time evaluation are defined. They are 
aimed at detecting any critical situation on the basis of clinical data 
acquired which show a deviation from normal values (reference 
pattern) and, consequently, provide indications for a timely 
intervention and a possible change of care plan. 

The steps of this second process are: 
• Telemonitoring plan definition; 

• Creation of sleep telemonitoring request; 
• Receiving of telemonitoring request; 
• Telemonitoring kit configuration; 
• Start of telemonitoring activities and data collection; 
• Data processing from xDSS; 
• Management of possible alert sent to the system and their 

visualization by the Physician; 
• Control phase for a possible extension of telemonitoring 

service at the end of the predefined period;  
• Final clinical evaluation by the Specialist. 

In this situation, there is an initial phase of telemonitoring 
programme definition, followed by its subsequent referral to the 
Hub/Spoke operator, who then configures the telemonitoring kit.  

After the telemonitoring process has been defined and started, 
the real time data collected from the patient’s UWB device, with 
the standard model data collected during the pre-diagnosis 
monitoring, are given as input to the platform’s xDSS. The xDSS 
allows the analysis of patient data from the activated monitoring 
and, in case of significant deviations between the data collected in 
the pre-diagnosis and the data acquired through real-time 

telemonitoring, an alert message is sent by the system to the deputy 
Physicians. In this way, the system processes the real-time data and 
compares them with the patient’s standard pattern, promptly 
notifying the presence of its deviation, such as an ongoing night 
apnoea episode [1]. The potential alert generated by the platform 
can, then, be viewed and managed by the Physician. At the end of 
the process, the Specialist makes an assessment of the OSAS data 
from the telemonitoring and makes it available and viewable to the 
requesting Physician.  

 
5. Discussion and Conclusions 

The use of telemedicine systems, supported by an efficient 
territorial health service, can reduce the number of admissions and 
inappropriate hospitalization, making home monitoring and 
treatments more effective [90]. This approach can allow a better 
interaction with Specialists and an accurate control of patients’ 
clinical situation through the use of medical IoT devices.  

The HINT project fits perfectly this context, as it has provided 
a comprehensive and optimized framework based on a flexible and 
workflow-focused teleconsultation and telemonitoring platform. 

The new Hub and Spoke architecture proposed in this project 
allow Physicians (Hub) to find Specialists (Spoke) for a 
consultation even in remote areas, where medical specialists are 
not physically present, thanks to innovative teleradiology, 
teleconsultation and telemonitoring solutions. 

An important innovation in the HINT project concerned the 
introduction of a Decision Support System for dermatological 
teleconsultation within a cloud telemedicine platform, which 
allows the classification of dermoscopic images of skin lesions, 
thanks to Artificial Intelligence and Deep Learning techniques.  

Another important innovation, in the field of Obstructive Sleep 
Apnoea Syndrome, concerned the introduction of advanced 
monitoring devices.  

Moreover, a workflow management component within the 
HINT platform, based on BPM, allowed the automated 
management of the clinical processes’ activities and related data 
sharing. The steps of the BPM lifecycle were implemented 
specifying, for each phase, the healthcare standards used and the 
actors involved, in order to re-engineer the clinical processes 
analysed (see Table 1).  

The technological and organisational innovations led to the 
definition of a prototype, whose components and functionalities 
have been tested but not in a real clinical setting. However, the 
HINT technological applications have been successfully used in 
the Italian LHA (Local Health Authority) by some partners after 
the project conclusion. 

Many potential advantages deriving from HINT telemedicine 
solutions, involve different end-users. In particular, Physicians can 
be supported in finding the most suitable patient’s diagnostic 
process, through telemonitoring and telehealth appointments.  

Furthermore, in emergency situations, telemedicine can 
represent a guidance for Specialist Consultants (SPs) and for 
hospital admission, since, thanks to telemonitoring systems 
combined with possible teleconsultations with other Physicians, it 
is possible to know the patient's clinical situation before he/she 
arrives at the hospital. For private or public healthcare 
organisations, telemedicine systems can give the possibility to 
ensure an effective coverage of the largest number of clinical cases 
as well as a service homogeneity offered on the territory, thanks to 

http://www.astesj.com/


G. Mitrano et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 87-102 (2022) 

www.astesj.com     100 

the support of integrated platforms enabling advanced care 
systems. The support in the diagnosis phase through IT systems 
based on telemedicine services can help the Specialist Physicians, 
who can work also remotely in a more efficient and effective way 
[1].  

The advantages for patients can concern the availability of 
more specialist services within the hospital or territory healthcare 
processes. They can also benefit from the empowerment process 
ensured by telemedicine services, thanks to which they can be 
more involved in their diagnosis processes and in healthcare 
treatments. 

Finally, using telemedicine systems, patients can reduce time 
and costs needed to get efficient medical care. 
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 Having reasonable inventory control is a priority for any company because a lack of 
inventory could incur economic losses. Not having the necessary stock for the timely 
production of your orders could generate dissatisfaction in your customers and possibly 
cause them to lose them. Likewise, reasonable inventory control allows quick decision-
making for the company's benefit. The study's objective was to improve the management of 
the request process, and quality control of the raw material of a textile supplier exporter of 
Peruvian alpaca yarn and an exporter of the textile company focused on transforming 
alpaca fiber and other natural fibers into high-value-added products. It was redesigned 
under the Process Management approach, developing and implementing software to 
control raw materials and requests following the Scrum framework and using the Oracle 
Apex tool. The results obtained with the new system were very positive, increasing workers' 
productivity, eliminating manual tasks and calculations, avoiding confusion in the 
allocation of material to scheduled orders, and the response time of the delivery date of 
orders and, therefore, customer satisfaction. Concluding that, it was possible to lower from 
an initial 30% to 0.08% of the requests answered in a period greater than 48 hours with 
the application of the developed system that allows rapid decision-making. 
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1. Introduction  

The quality control of the raw material is one of the most 
critical issues in the manufacturing process of products with the 
advancement of technology [1]. To meet the high technical 
requirements, effective quality control at the initial stage of raw 
material can significantly reduce the quality risk during the 
manufacturing process [2].  

This problem is not unrelated to the textile industry [3]; one of 
the most important companies in the textile industry, a supplier of 
Peruvian alpaca yarn and internationally recognized for its fine 
quality products, in one of its critical processes for handling orders: 
the control and request of raw material, this process is obsolete and 
takes a long time (hours/worker) to be able to carry it out correctly, 
for this reason, said control is reviewed once a week, and on certain 
occasions depending on the urgency, it is it can review up to three 
times maximum, also generating a delay in the other activities of 
the worker, which is critical for the company since it strictly 
depends on the availability of raw material to be able to produce 
and deliver its orders on time. 

On the other hand, inventory management represents a key 
factor within any organization. A company's poor inventory 
management practices influence its productivity, leading to raw 
material shortages, production delays, rework, and material loss 
[4]. 

For this reason, the research seeks to satisfy the need of a textile 
company to improve its control process and raw material request 
to achieve better productivity [5] in its workers, keeping the 
information updated and available for decision-making and high 
command decisions. The contribution and novelty of the work is 
to analyze and redesign the process under the Process Management 
approach, to develop and implement software that adapts to the 
new process flow, following the agile Scrum framework and using 
the Oracle APEX tool. 

The new flow of the process will seek to: improve the response 
time to requests for the delivery date of new orders to avoid loss of 
sales due to a slow response to requests or avoid delays in the 
delivery of orders, also contributing to an improvement in the level 
of customer satisfaction. Likewise, it will seek to avoid errors in 
allocating material for scheduled orders, increase the productivity 
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of the users involved in the process, and speed up decision-making 
when dealing with orders. 

2. Related Work 

 Inventory control in an industrial company has become a 
critical process since inventories represent a considerable 
investment on the company's part. Their absence generates delays 
in order delivery dates, loss of sales or customers, and economic 
losses. 

According to [6], reasonable inventory control allows one to 
have a broad knowledge of the rotation of the products and, based 
on that, to be able to make purchasing decisions; where they 
indicate that the benefits of an Inventory Control System are a 
better cash flow in the company, improvement of the quality 
indicator of customer service, customer loyalty, recognizing 
products with little demand, higher inventory turnover, theft 
detection and optimized space in warehouses. 

Comprehensive inventory management is critical to efficiently 
operating any facility that uses and stores products. Since today's 
technologies are essential to support all processes within a 
company, In [7], the author indicates the benefits of having 
inventory management software. Most of the inventory 
management software available in the market focuses on 
regulation or acquisition and usually comes with monthly or 
upfront fees. 

To use technologies as a support tool, it is first necessary to 
have a well-defined process that will be automated; for this, there 
is Process Management. Today is critical for any organization 
since processes are the heart of it; automating, optimizing, or 
redesigning these processes saves time and money, representing a 
notable competitive advantage over any other organization. 

In [8], the author mention that Purpose Comprehensive 
management systems, such as ISO 9001 or ISO 14001, are 
designed to help organizations improve processes, ensure 
customer satisfaction, efficient information flow, efficient use of 
resources, and many other thriving management areas. These 
systems can also have unintended direct and indirect effects on 
organizations.  

Once the process is well defined, it is proceeded to automate 
with software that suits the needs of the same and the users; given 
the complexity of the type of business of the company in question 
and the size of it would be much more efficient and effective if the 
software is custom developed. Today there are different 
methodologies for implementing this, which support us when 
performing this task. Like any organization, the most sought-after 
is a straightforward methodology to understand and, above all, 
very efficient, such as the well-known Agile Methodologies. In 
[9], the author indicates that since the agile manifesto was created 
in 2001, the research community has paid much attention to agile 
software development. 

Specifically, they delineate the conceptual framework 
underlying agile scholarship by analyzing authors who have made 
notable contributions to the field. Agile methodologies are born 
from the need to respond rapidly to change to increase customer 
satisfaction by delivering operational functionality and continuous 
feedback to the customer during the project. 

Nowadays, using these methodologies is essential since they 
help reduce the project's completion time because everything 
would already be very well organized, and the tasks would already 
be ordered by priority. These methodologies help to have an exact 
idea of what is being done at any point in its development and, in 
turn, encourage constant communication between the project 
members so that the result is successful. 

In [10], the author state that to optimize and improve processes, 
in most cases, information systems have been developed using 
traditional methodologies that have fulfilled their function over 
time but that, however, have a lower probability of success. Not 
meeting all the needs of the client because the requirements may 
have changed, and these changes cannot be alerted or validated at 
the end of the project. The same authors refer to the fact that agile 
methodologies show promising results in projects that present 
constant changes in the definition of their requirements due to the 
different business environments; the agile team works much better 
from the moment they understand that a product that gives value 
to the client, and therefore they will have to consider that after each 
review with the client and after the development of each 
deliverable, changes could be requested. They also mention that 
agile teams are self-organized and multidisciplinary since they can 
develop their skills, knowledge, and experience, which means the 
same level of responsibilities for the entire team; It should also be 
noted that constant communication allows the team to make timely 
decisions. 

Likewise, in the study [11], work points out that software 
development depends significantly on team performance, as does 
any process involved. According to [12] point out that within the 
Peruvian economy, there are critical business sectors, such as 
mining, mainly because their products are in great demand as 
essential components used by other industries, such as 
construction, mining, and textiles, which includes evaluating 
productivity in terms of growth rates and levels. They use Lean 
Manufacturing tools to measure these indicators and propose 
improvements or solutions to generate added value for the 
company. 

In addition, the work of [13] indicates that in Peru, many small 
and medium-sized companies (SMEs) do not have a system 
focused on Human Resources because companies do not have the 
necessary technology to implement it, they do not know it, or the 
prices are pretty high. That is why they designed a payroll control 
and monitoring system based on the Agile Scrum Methodology, 
taking as an example the textile company Chalicen S.A.C, which 
is within the range of small companies. 

On the other hand, Oracle Apex has become an exciting tool 
for developing effective and efficient applications. In [14], the 
author presented a technology solution integrating Oracle Apex 
and Python development software, where open-source libraries 
powered by Python provide an approach to Big Data analysis. On 
the other hand, the powerful database management offered by 
Oracle, powered by Apex application creation software, requires 
the cooperative use of such intellectual processing tools. Similar 
work on inventory management software developed with Apex 
was presented in [15]. 

Given the references, we will seek to redesign the current raw 
material control and request process based on process management 
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and, in turn, develop and implement software based on the Scrum 
framework. This software should cover the company's needs to 
improve the time hours/worker, keeping the information in real-
time and available for any decision-making of the high command. 
It should be noted that it will be developed under the Oracle Apex 
tool. 

3. Material And Method 

The analysis of the process will be carried out with the 
following activities. 

3.1. Description of the Company 

The textile company under study is classified as a macro-
company. It is one of the most important companies within the 
exporting suppliers of Peruvian alpaca yarn, internationally 
recognized for its fine quality products. It is worth mentioning that 
it is also one of the pioneer companies worldwide in offering 100% 
certified organic alpaca. 

According to its vision and mission, this company aims to 
transform alpaca fiber and other natural fibers into products with 
high added value, satisfying the world's needs, promoting its use 
globally, and caring for the community and the environment. It 
aims to be the world leader in providing warmth and shelter with 
the best alpaca and natural fiber products. It offers unique 
experiences to our customers and community sustainably and 
innovatively through a committed and empowered team. 

In Figure 1, its traceability circle is shown; it begins with the 
raising of alpacas on its farm, then it goes through a fiber treatment, 
and finally, it goes through the spinning of these. They have 
industrial processes of washing, carding, combing, spinning, 
dyeing, and weaving, ending in the dispatch of the product. 

 
Figure 1: Traceability of the textile company 

Figure 2 shows the dynamics of the company: the alpacas 
raised on the farm go through a shearing process to extract their 
wool, which goes through a treatment process, thus becoming 
Alpaca fiber Tops; mention that the company not only uses fibers 
extracted from the farm but also works with other fibers such as 
sheep, silk, cotton, nylon, linen, among others, which are acquired 
from other national or international suppliers, these fibers are 
mixed between yes, according to the percentages requested by the 
client through the spinning processes, obtaining three yarn 
presentations: yarn for machine weaving in cones and skeins and 
yarn for hand weaving in balls and skeins, they also offer 
accessories and garments made of fabric knit and flat knit. 

 
Figure 2: Dynamics of the textile company. 

3.2. Process Discovery 

Within the three disciplines of value: product leadership, 
operational excellence, and intimacy with the client, the value 
proposition of the company in question are based on the discipline 
"Product Leadership," which is this: supply the best product menu 
diversified in terms of quality, fineness, and color of alpaca fiber 
to the world, through systems, efficient processes and committed 
personnel that is capable of providing the best service; according 
to this, Figure 3 shows the process map, since the problem occurs 
in the current process of Control and Request for Raw Material, 
the areas involved have been highlighted: Programming and 
Control, Industrial Development, Warehouse, Inputs and Parts, 
and Logistics. 

 
Figure 3: Process map of the textile company. 

The process map of the textile company under study is 
presented, highlighting the processes involved in the investigation 
in red color.  

• Initial process model: With the Bizagi tool's help, the initial 
raw material control process diagram is presented, referring 
to scheduled and pending orders or to be scheduled. Figure 
4 shows the graph of the initial process of raw material 
control. Figure 5 shows the initial process of requesting raw 
materials for alpaca and national sheep. 

In the general process of raw material control, where the 
following waste is observed: 

• Overprocessing: By breaking down all the orders again 
each time the information is required, the correct thing 
would be to store a history of previously made 
breakdowns. 

• Defects: As the order breakdown process is not well 
defined, the end of the data generation presents errors or 
shortcomings that must be corrected or added manually by 
the user. 

• Waiting: It is evident that there is a very high waiting time 
since it is impossible to make any decision without the data 
generated from the said process. 
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Figure 4: Diagram of the initial raw material control process. 

 
Figure 5: Diagram of the initial process for requesting raw material for alpaca and national sheep. 

 

Figure 6: Diagram of the improved raw material control process. 

Then there is the process of requesting raw material for alpaca 
and national sheep, where the following waste is observed: 

• Overprocessing: By constantly modifying the production 
order, generating a stack of physical documents to control 

the delivery of the material, and requesting the creation of 
the batch number. 

• Defects: By having an inefficient process, there is 
confusion with the material's assignment to the scheduled 
orders, causing their delay. 
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• Waits: The most significant delay occurs when waiting for 
the confirmation of the batch number to finish 
programming the production order. 

In both raw material request processes, it is evident that there 
is a more common waste, and that is the waste of human talent, by 
outsourcing activities. 

3.3. Process Redesign 

An improved raw material control process is carried out 
regarding scheduled and pending orders or orders to be scheduled. 
Figure 6 shows the diagram of the improved raw material control 
process. Figure 7 shows the enhanced process for requesting raw 
materials for alpaca fiber and national sheep. 

The new raw material control process begins when a new order 
is entered in the Commercial area and is transferred to the 
Programming and Production Control area in the request of a 
delivery date, automatically entering decomposition by the system 
with the help of a defined Master of Qualities and bases, in this 
way when the user requires it, he will already have the stored 
information of the decomposition of all the orders. 

Before generating the report, a prior review should be given to 
see if any order was partially decomposed or if one was not since 
a new quality may have been created in some order, which has not 
yet been considered in the Master of Qualities and bases. The user 
must add the unique quality to the master; once added, the system 
will automatically decompose all the pending orders that contain 
this new quality. 

Once the report is generated, there should be complete 
information on all breakdowns and the stock of raw materials: 
stock in a warehouse, stock in production, supply in request, and 
missing stock; with this information, the user will be able to make 
decisions quickly. 

3.4. System Development with Scrum and Oracle Apex 

The agile Scrum methodology [16] will be used to construct 
the software. The Scrum guide was recently updated by its authors 
Ken Schwaber and Jeff Sutherland in November 2020, making it 
intelligible since they decided to reduce the prescriptive language 
and point to a general language applicable to different areas and 
not only to technology areas; It is also highlighted that the guide 
shows how essential it must be to implement it; however, it is 
possible to complement it with other processes, techniques, and 
methods [17]. 

Given the need of the company in question and the 
characteristics of the process analyzed, it is decided to take the 
strategy of division by process flow, thus leaving a division of five 
Sprints ordered by priority based on the collected user stories. 

Within the five sprints, the following non-functional 
requirements will be taken into consideration: a) System 
accessibility, b) System portability, c) Friendly user interface, d) 
Reliable information, e) System scalability, f) System flexibility, 
and g) Can be integrated into the current system. 

 

Figure 7: Diagram of the improved process for requesting raw material for alpaca and national sheep. 
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• Data Model: Figure 8 shows the data model of the base 
tables for the Master of Qualities, where the names of the 
fields are observed together with the type of data, data 
length, and the relationships between the tables. 

 
Figure 8: The master relational model of qualities. 

• Oracle APEX: Oracle APEX, being a low-code graphical 
tool, as mentioned by Baggia1, Leskovar, and Rodič [18], 
allows us to prototype while it is being developed, 
representing significant time savings in the development 
of the project. These pre-prototyped interfaces can be 
adjusted or modified in a matter of minutes, which fits 
with the Scrum framework regarding the adoption of 
changes by the customer. 

Before starting with the development documentation, it should 
be clarified that the project was led and developed by the same 
person due to the mechanics of the Systems and IT area in the 
textile company. 

When entering the interface of the master of qualities shown in 
Figure 9, three columns will be observed: the first shows the header 

of the master, the second that shows the detail of the decomposition 
of qualities, and the third where the similar attributes will be 
registered; All the related information will be displayed from the 
header, selecting the magnifying glass icon, the rate will be painted 
green when it has similar qualities registered. 

Figure 10 shows the deliverable of the data model of the table 
that will store the history of the decompositions of the orders 
transferred to the plant; from this history, it is that the summary 
report of the raw material can be generated for correct control. 

• Iterative algorithm: As part of the second deliverable, the 
quality decomposition procedure is presented; this will 
start when there is a transfer of an order from the 
commercial area to the plant; the order will automatically 
enter decomposition and will generate the information that 
will be stored in the decomposition history table. Figure 
11 defines the algorithm that was developed to decompose 
the orders. 

To better understand the decomposition of qualities, a practical 
case of the decomposition of an order is shown in Figure 12. The 
order is entered with three mandatory data: the rate, the mixture, 
and the number of kilos requested. In this case, the order is entered 
with mixed quality, and the mixed data corresponds to the 
percentage of participation of each pure quality identified in the 
mixed quality. The first step would be to break down the mixed 
quality into its pure qualities according to the order of the chain 
with the highest number of characters, with the pure quality W24.5 
being found first, then AC-F, and finally FS. For each pure grade, 
its blend % is assigned according to the blend data received in the 
order; then, the grade is searched for in the graded master, 
assigning its yield % and identifying if the grade has 
decomposition. If the quality has decomposition, a % of 
participation must also be given for each component. Finally, the 
calculation is made according to the established formula, thus 
obtaining all the details of the order. 

 
Figure 9: Oracle APEX interface of the quality master. 
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Figure10: Entity relationship history model of quality decomposition. 

The logistics raw material requirements interface shown in 
Figure 13 is like the Topería requirements interface because it also 
has editable fields and an option to send the requirement. Still, it is 
handled in a different way distinct. 

This interface can send several requests in a single order to 
Logistics and cancel the request in a cascade. The fields title, 
weight, kilos required, reference batch type, and good service code 
must be filled in before sending the request. In the same way as the 
interface to Topería, there is the option to download the 
information to excel, create a manual submission, and display the 
date and kilos of the material entered. 

Figure 14 shows the interface of the raw material referring to 
the Top type qualities. Links have been added in the QUALITY 
and ORDER fields to access detailed information. Similarly, in the 
upper right part of the interface, a couple of buttons were added to 
access the information on the stock in production and the lots with 
virtual kilos. Below these information buttons are links to report 
downloads. in PDF formats. A region is highlighted in red; this 
indicator will alert the user that these orders are not covered by the 
existing stock or any raw material requirement. You can break 
down an order again if the user requires it 

4. Results 

4.1. Analysis of the Average Time of the General Process 

The average time it would take to execute the general Raw 
Material Control process was analyzed as part of the system 
evaluation. Figure 15 shows that the previous process took 
approximately 3 hours and 15 minutes, plus 2 hours for a 
coordination meeting between the different areas of interest. 
Whereas, with the new approach, it takes 10 minutes to control raw 
material correctly. 

 
Figure 11: Flowchart of the iterative algorithm of the quality decomposition. 

 
Figure 12: A case study of the decomposition of an order. 
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Figure 13: Time analysis of the Raw Material Control process. 

 
Figure 14: Time analysis of the Raw Material Control process. 

4.2. Analysis of Response Time to Delivery Date Requests 

In analyzing the process problems, the indicator of response 
time to delivery date requests was implemented, which classifies 
why the response exceeds 48 hours. In 2020, it was found that 

approximately 31% of the proposals that exceeded the 48-hour 
response time were due to a pending raw material request. 

Figure 16 shows the analysis of the response time so far in the 
year 2021; the level of response exceeding 48 hours per raw 
material request seems to have decreased. 
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Figure 15: Time analysis of the Raw Material Control process. 

 
Figure 16: Response time to delivery date requests. 

In Figure 17, we compare the values for 2020 against those 
obtained for 2021 concerning the response time for raw material 
requests exceeding 48 hours. It is confirmed that the percentage 
was considerably reduced from 30% to 0.08% of requests 

answered over 48 hours. With this, we can say that the objective 
of improving the response time for delivery date requests has been 
met. 

 
Figure 17: Comparison of response time per raw material request 2020-2021. 

5. Discussion  

Our results show that with the developed system, we obtained 
a considerable reduction in the execution time of the process; 
likewise, we were able to reduce from an initial 30% to 0.08% of 
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the requests answered in a period longer than 48 hours, in addition 
to eliminating different tasks and manual calculations such as the 
calculation of yields, manual control of the number of lots in the 
warehouse, decomposition of yarn qualities, among others. It was 
also possible to avoid confusion in assigning material to 
programmed orders. Likewise, the control and the raw material 
process were successfully optimized by redesigning its flow, 
developing a system in Oracle APEX, and implementing it through 
the SCRUM methodology. 

These results coincide with those of [4]. They demonstrate that 
implementing the management model in the textile company in 
their study can increase effective operational productivity from 
82.61% in the current system to 130.43% in the proposed 
approach. Similarly, a reduction in the rate of defective products 
from 20.83% to 6.25% is identified. Finally, 100% compliance 
with scheduled deliveries was achieved; in other words, the order 
was delivered within the agreed time. Likewise, it coincides with 
the importance of analyzing the inventory life cycle in textile 
equipment and its evaluation using the software as input data, 
among others, the raw material [19]. 

Through the analysis of the operation of the raw material 
control and request process of the textile company, the main flows 
were identified, as well as their critical points: Raw material 
control, raw material request (alpaca and domestic sheep), and raw 
material request (imported sheep and yarn). 

Under the Process Management approach, it was possible to 
redesign the raw material control and request process, eliminating 
the identified wastes of over processes, defects, and waiting times 
in the process flows. 

Using the Scrum methodology, we were able to meet the needs 
of the users and the textile company: (i) improve the response time 
to delivery date requests, (ii) avoid the loss of sales due to a slow 
response to requests, (iii) avoid errors in the allocation of material 
in scheduled orders, (iv) avoid delays in the delivery of orders, (v) 
improve the level of customer satisfaction, (vi) increase the 
productivity of the users involved and finally (vii) facilitate rapid 
decision making. 

The software necessary for the new flow of the raw material 
control and request process was developed and implemented, 
proving that the tool used (Oracle APEX) allows the development 
of basic applications, as well as much more advanced applications, 
which makes its use possible in small, medium, and large 
companies. This coincides with the work of [20], where Oracle 
Apex facilitates the creation of secure and scalable applications 
with outstanding features. Likewise, comparing it with other works 
that showed the benefits of using Oracle Apex as in [21] where the 
use of the APEX Oracle platform for the development of their 
application and analysis of the data set gave them a data accuracy 
of 78% compared to any other existing technique, which is similar 
to the results achieved in the present study. Other studies highlight 
the benefits of using Oracle APEX as [22] and [23]. 

6. Conclusions 

The study has covered the process of controlling and requesting 
raw materials from a textile company in Arequipa-Peru. 

After the implementation of the proposed system, the main 
result was a considerable reduction in the execution time of the 
process; likewise, it was possible to lower from an initial 30% to 
0.08% the requests answered in a period greater than 48 hours, In 

addition, different tasks and manual calculations were eliminated, 
such as the calculation of yields, manual control of the number of 
batches in the warehouse, decomposition of yarn qualities, among 
others. Confusion in assigning material to scheduled orders was 
also avoided. 

It can be concluded that the implementation of the new raw 
material control and request process flow was successful and 
facilitated the work of the users involved; likewise, the new flow 
improves the response time to delivery date requests. 

For future work, it is recommended to carry out a continuous 
improvement cycle in all the company's processes, under the 
Process Management approach, in order to ensure the quality of its 
systems and obtain growth opportunities. Likewise, applying the 
same raw material request procedure in the Research and 
Development area is proposed since it would be the only link not 
considered in the analyzed flow. From this area, raw material 
requests are made with a few kilos because they are used for testing 
new fabrics; however, it is essential to account for these raw 
material revenues. 
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 Many consequences can be resulted in mismanagement of crowd, which might get people 
injured or even lose their lives. Thus, crowd management helps in controlling overcrowded 
areas during events, and allowing authorities to monitor, manage and reduce incidents. 
Space science and technology have made huge leap in crowd management, let alone when 
this technology integrated with Artificial intelligent. Hence, space-based systems like 
CubeSats are seen as the best approach to help monitoring and providing various reasons. 
For instance, wide coverage footprint, collect specific area data simultaneously, assist in 
aerial photography, as well as providing wide range of wireless communications services 
that can integrate appropriately with AI and wearable devices. This work aims to design a 
CubeSat vehicle to manage crowds during short-term, large-scale events. The proposed 
system is, also, coupled with AI framework along with the camera and wearable devices to 
monitor the crowds’ performance continuously by relying on two aspects: Firstly, aerial 
imaging (e.g., photos and videos). Secondly, using wearable devices that can be worn to 
monitor vital signs of crowds. Moreover, the proposed system can independently relieve 
congestion, as well as notify the ground controller of all problems to take further actions. 
The obtained results confirm that the proposed innovative solution is for crowd management 
with accuracy reached 95%, and MSE equal to 0.049.  
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1. Introduction 

CubeSats are small cubic shape satellites designed in 1999 
orbits around the earth in the (LEO) layer with is the low earth at 
+400 km height form the sea surface. These aerial nano vehicles 
can do missions despite their differences in size and structures 
(e.g., 1U, 2U, up to 6U), where mass ranges from 1k to 6kg. A 
CubeSat has two types of components Payload (which are the 
physical components of the CubeSat) and Platform (which are 
several systems to fulfil the mission). Unquestionably that CubeSat 
is less expensive than large satellites in terms of manufacture and 
launch, besides its close distance to the ground that gives 
advantages of rapid data transmission. Noticeably, these nano 
satellites are more accessible to various companies or even 
individuals since its affordable cost and short time to development 
and implementation [1-3] . 

 
 

Figure 1:  CubeSat wide range of applications. 
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The Fourth Industrial Revolution conceptualizes fast change to 
technology, industries, and societal patterns and processes in the 
21st century. Where it changes the way businesses operate in daily 
tasks with information technologies, allows improving operations, 
decreasing costs, improving the quality of life and processes. 
Including Artificial Intelligence (AI), Internet of Things (IoT), 
Internet of Medical Things (IoMT), and wearable devices. These 
technologies can integrate with CubeSat and deliver wide range of 
smart applications. Figure 1 demonstrates Cubesat wide range of 
applications that around topics like telecommunications, science 
space, and earth observations [4-6] . 

Temporary event or short-term large-scale events (e.g., sports, 
social, cultural) require an extra measure of planning, 
coordination, and management; thus, they can heavily benefit from 
CubeSat and its wide range applications such as commercial 
applications (e.g., telecommunications, remote sensing, high-
resolution aerial imagery, ship tracking and monitoring). 
Additionally, such small satellites help in more domains like [7-9]: 

• Technology demonstration in strict environment of space to 
test new instruments or materials. 

• Academia and educational projects to get a unique hands-on 
experience in emerging space undertakings from design to 
launch and operations 

• Crowd management via integration between an aerial imaging 
capability with AI that help to describe crowd movements, 
issue early warning, and then take actions. Where authorities 
and countries need to manage the crowds’ events especially 
those large-scale short-term events, where the safety and 
security of people must be ensured.  

Many authors have stressed the that the research on CubeSats 
for communications is still in its early phase. IoT, Internet of Space 
Things (IoST), low-power long-range networks, Iridium 
communications, earth-remote sensing, and machine learning are 
opened research areas for CubeSats. The following section 2 
presents related study review work in support to the design; then 
concludes by highlighting research gaps and our own research 
motivations. Section 3 describes the proposed model design from 
communication and serious gaming perspectives. Then, evaluation 
of the proposed framework and discussing results is presented in 
section 4. Section 5 concludes. 

2. Related Study 

This section presents a representative illustration of the related 
research works in the literature, where a set of criteria have been 
used to meet this research’s scope. The criteria of this related study 
include different aerial platform type, aerial imaging and crowed 
management using AI techniques at low-altitude missions. This 
section concludes by highlighting research gaps and draw our own 
research motivations. 

Researchers in [10] have proposed a framework via Unmanned 
aerial vehicle (UAV) for Crowd Control and Health Management 
System (CCHMS). The CCHMS system consists of two 
subsystems. The first is a Disaster Control and Management 
System (DCMS), which aimed at reducing the risk of stampedes 
and other disasters; while the second is a Healthcare Management 
System (HMS) to ensure safety and wellbeing of people in 
crowded zones. Their system is used various kinds of wireless and 

mobile tools including: Fog Computing, Smart Phones, Smart 
Digital Street, IP-Cameras, Radio Frequency Identification 
(RFID), Voice Alarm, Light Alarm, and Global Positioning 
System (GPS). The Proposed Algorithm for Stampede Detection 
(ASD) depends on integration among the number of objects, edge 
detection, and Hough transformation to ensure higher reliability 
when sending notifications to human observer in order to take 
suitable decisions and actions promptly. We noticed that the 
accuracy of headcount by ASD was more than 94% in most of 
ASD applied to a virtual image.  

Authors in [11] followed a predictive approach to crowd 
analysis via ground camera, where they tend used geometric 
methods such as ORCA system to struggle in medium density 
scenarios where agile manoeuvres are important and it is provide 
to estimate the accuracy of the simulation for a particular crowd 
situation. This technique is based on scanning the area and then 
identifying the crowd and its density, finally tracking it.  

A crowd counter technique is introduced in [12] that counts the 
crowds’ heads using a Canon crowd counting technology. 
Obtained results show that using this a high-quality network 
camera in conjunction with AI framework offered a notable 
advantage of minimal distortion and a high-resolution result.  
Attention-Based Real-time CrowdNet (ARCN) decoding model is 
presented in [13], which is a computationally efficient density 
estimation-based crowd counting model that perform crowd-
counting from UAV images in real-time with high accuracy. The 
key idea of this model is to add a “Convolution Block Attention 
Module” (CBAM) blocks between the bottleneck layers of the 
MobileCount architecture to focus on crowds and ignore 
background information of the obtained images. The proposed 
ARCN model achieved low error rates as it was a Mean Absolute 
Error (MAE) of 19.9 and Mean Squared Error (MSE) of 27.7. 

Researchers in [14] presented a study for crowd monitoring 
system using UAV that equipped with sensors, and 
communication infrastructure to transmit sensory data to a control 
station. This can be done by estimating and geo-referencing of the 
crowd density levels using image processing tools. The process 
starts with people detection using image segmentation and geo-
referencing for mapping the crowd levels. Then, the density of the 
crowds can be estimated through converting segmented images 
into binary images. Where these imaged appear as white region, 
while other images feature appear in black colour to calculate 
image properties (e.g., area). The proposed work showed that the 
image segmentation used can detect and distinguish people and 
estimate crowd-level density with good results. However, the 
position and direction of camera movement on the UAV should be 
optimized. 

Authors in [15] use a real-time crowd monitoring and 
management system to classify social distance using YOLO V4 
object detection technology. The detected people are tracked by 
surrounding boxes using Deepsort, overlapping sites become 
symbolize high density. The whole system is about social distance 
detection, network design, deep sorting-based tracking, and 
distance classification algorithm. Results seem reasonable only for 
short range distances using cameras installed via ground camera. 

Researchers in [16] propose a method to manage the crowd by 
keeping track of the count of the people. They have developed a 
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system using a Raspberry Pi 3 board that consists of an armv8 CPU 
to detect human heads as dots and provide a count of humans in 
the region using OpenCV-Python. Human tracking is achieved by 
indicating the direction of movement of a person. The obtained 
results showed an average level of accuracy where not every head 
in the frame was detected . 

Researchers in [17] proposed an approach for crowd counting 
method called SCNet via drone images. The method based on 
cascaded deep convolutional neural networks (CNN). It works by 
extracting high-level features to generate density maps that 
represent an estimation of the crowd count with respect to the scale 
variations in the images.  A dataset named ViseDrone2020 used for 
training and testing of the proposed method. The evaluation 
process was done by comparing the proposed method with ten 
state-of-the-art methods, in addition to testing the proposed 
method on different datasets and noisy images. The experiments 
shows that the proposed model (SCNet) was more efficient for 
crowd counting and the quality of the density map. Besides the 
quantity of the crowd count estimation was comparatively better 
than other existing methods without the presence of noise.  

In [18], low-altitude aerial images collected by a UAV that 
integrated with an AI model was presented to count crowds in a 
specific situation. The basic idea of their approach was to deploy 
an end-to-end CNN model to generate a density estimation map on 
edge of AI devices. They evaluated a range of neural network 
architectures to find ones appropriate for on-board image 
processing using edge computing devices. Through these 
experiences, it has been concluded that using a Xavier NX 
platform shows a sufficient computational power with good 
accuracy. Also, noticed that the accuracy of the input image greatly 
affects the prediction quality and should be considered an 
important factor before moving on to a more complex neural 
network model to improve accuracy. 

Authors in [19] proposed an approach for tackling crowd 
management via satellite. Many modules have been proposed for 
crowd management, some were visual sensing methods such as 
satellite images, video sequences or infrared thermography; while 
others were non-visual sensing methods such as smart bracelets or 
hotspot Wi-Fi in smartphones. The proposed collaboration was 
between satellite images, thermography, and wearable devices. 
Results of the proposed system showed high accuracy for proper 
crowd management. Yet, crowd density should be calculated in a 
real-time to make decisions. 

Authors in [1] proposed a novel lightweight and fast 
convolutional neural network (FCN) to learn a regression model 
for crowd counting via images captured from drones. A learning 
system was initially based on a multi-input model trained on two 
different views of the same input. First, real-world images; 
Second, corresponding synthetically created “crowd heatmaps”, 
which was used to help the FCN focusing on the most important 
parts of the images. The derived model achieved promising results 
on the tested images. Researchers in [20] developed an automatic 
people counting system using digital image processing technique 
that integrate with a drone called “Otsu’s method”. The captured 
images were firstly compared between RGB and HSV colour 
model. Then, the HSV colour model has been chosen for the 
thresholding process due to its high accuracy. Results of the 

proposed system has achieved a good image processing with total 
accuracy of 91%. 

Authors in [21] present a multi-UAV for crowd monitoring 
system to monitor group of moving walking individuals using an 
auction paradigm that distribute targets among UAVs and genetic 
algorithms. The monitoring aims to track and record the position 
of targets, where all targets should be visited during a surveillance 
period and reducing time between the visits made to each target. 
The system can be used for law enforcement applications, helping 
authorities monitor crowds to identify and track suspicious 
individuals. System results show a good performance under 
various situations. 

A decision-making process on board a UAV was proposed in 
[22] to enhance search and rescue operations during natural or 
man-made catastrophes via multi-agent architecture. It was used to 
deploy multi-agent systems aimed at retrieving and analysing 
information by using mobile robots, which are usually UAVs, and 
for providing support to the decision-making process in 
environments affected by natural disasters. The architecture has 
been structured into layers provides communication and 
cooperation mechanisms among agents and envisages defining a 
set of agents with different roles. This work shows a good example 
when using space-based system for aerial imaging that serve 
different purposes.   

Researchers in [23] used a Digital Elevation Model (DEM) to 
detect individuals in crowded areas from very high-resolution 
satellite images using street classification approach. The proposed 
approach aims to eliminate high objects on streets using shadow 
information, and using DEM of the region, which is automatically 
generated using stereo satellite images to eliminate buildings. 
After applying feature selection using selected local features as 
observations, a probability density function (pdf) was generated. 
Obtained pdf helps detecting crowded regions and some of the 
individual people automatically. Results indicate the possible 
usage of the proposed approach in real-life for mass events to 
provide a rough estimation of the location and size of crowds from 
satellite data. Table 1 shows a comparison of the related research 
windup. 

Table 1: Related study wind-up. 

Ref. Platform Intelligent 
Framework Contribution Issues 

[1] UAV FCN 

Lightweight and fast 
convolutional 

method to create heat 
maps of crowds to 
enrich the semantic 

contents 

Images should be 
enhanced, while 

maintaining 
computing power & 
real-time response 

[10] UAV CCHMS Higher reliability and 
accuracy of headcount 

Short distance, and 
limited crowds 

[11] Ground 
Cameras ML 

Crowds are 
represented as dots 

for better crowd 
management 

It is not clear if the 
crowd is passing 

through a confined 
space 

[12] UAV AI 

A counter on several 
cameras that count 
crowds & represent 

them as dots 

Coordination and 
well- mounted 

cameras are needed 
for better coverage 

[13] UAV CNN Good level of 
accuracy 

Complexity and 
Giga flops increase  
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[14] UAV 
Image 

processing 
tools 

The control station 
processes the sensory 
data and if any urgent 

situations noticed, 
alert the field staff 

Similarity in 
colours of the 

surrounding setting 
lead to less crowds 

management 

[15] Ground 
Cameras 

DL 
& 

Tracking 
Techniques 

Prevention of Covid -
19 in public places 

Due to short 
monitoring distance 

complexity 
increases and more 
cameras is required 

[16] A camera 
on walls 

OpenCV-
Python 

Average level of 
accuracy 

The camera cannot 
track in large or 
crowded places 

[17] UAV CNN and 
VGG-16 

Density map quality 
and crowd count 

estimation are 
comparatively better 
than other existing 

methods without the 
presence of noise 

Increase UAV 
altitude, and 

weather conditions 
would affect 
accuracy and 
increase noise 

[18] UAV CNN Good level of 
prediction accuracy 

UAV altitude affect 
the quality of the 

prediction, it should 
be optimized 

[19] Satellite 
Image 

processing 
tools 

Combination between 
two or more different 

image processing 
tools creates accurate 

results. 

- High complexity, 
so optimization is 

needed 
- High altitudes 

reduces resolution 

[20] UAV Otsu’s 

Successful estimation 
of crowds and good 

image processing with 
total accuracy 

Difficulty to 
remove the 

unwanted objects 
from images less 
than 2500 pixels 

[21] UAV GAs 

Good level of 
monitoring the 

position of individual 
targets  

Complexity and 
delay for processing 

[22] UAV Multi-agent 
Good performance for 
fusing info to assess 

the level of risk 

Natural disasters 
could affect the 

UAV performance 
due to low altitude 

[23] Satellite DEM 

Detect crowds 
automatically and 
remotely with very 

high-resolution 

DEM images lead 
to the inability to 

determine the 
crowds properly 

Based on the wind-up related studies on Table 1, the research 
gaps have been identified, so we draw our own research 
motivations and proposed model.  To our best knowledge and 
based on the related study, no work has been done to have a fully 
CubeSat that integrate with integrate properly with AI and 
wearable devices for crowd management in short-term large-scale 
events and help in making smart decisions. Therefore, our 
proposed novel contribution is motivated to cover this gap, and to 
achieve such an aim the following objectives need to be pursued: 

O1. Designing CubeSat platform with its software and hardware 
capabilities for crowed management. 
O2. Developing an AI framework to integrate with CubeSat and 
wearable devises to monitor crowds and their health status.     
O3. Manufacturing and implementing intelligent CubeSat. 

3. Proposed System Model 

The consequences of poor crowd management are catastrophic, 
where people can be injured or lose their lives. Therefore, crowd 

management aims to provide a healthy environment that adheres 
to the highest standards of prevention and safety. It is rational to 
consider advanced technologies to design a system that can fulfil 
the crowd management. This paper is aimed to manage crowds and 
monitor their health status in temporary events using integrated AI 
framework, and wearable devices that worn by terrestrial crowds. 
This has been done by coupling a fully autonomous CubeSat that 
paired with Histogram of Oriented Gradients (HOG) and OpenCV 
techniques that work harmoniously together to enhance crowed 
management. Using wearable devices that can be worn to monitor 
vital signs of crowds. Moreover, the proposed system can 
independently relieve congestion, as well as notify the ground 
controller of all problems to take further actions. This section is 
mainly focusing on two parts, which are:  conceptual model, 
followed by mathematical calculation of the proposed system.  

3.1. Conceptual Model 

The proposed system has a CubeSat with its payloads to 
manage crowds of temporary events using integrated AI 
framework, and wearable devices that worn by terrestrial crowds. 
The integrated system can be visualized as per Figure 2, which 
consists of the space segment and ground segment. The former has 
a CubeSat platform with its payloads including an ultraHD camera 
paired with the proposed AI framework, a GPS sensor, a 
transceiver module, which is responsible for wireless 
communication between the CubeSat and ground segment before 
transmitting the gathered data to the cloud for further storage and 
analysis. The latter segment includes a Ground Control Centre 
(GCC), which acts as a focal point between two segments and host 
gateways to external networks. This segment deals with the 
wearable device that worn by terrestrial crowds to monitor vital 
signs, which in turn help detecting health status of them and then 
give solutions and/or take actions when needed.  

 
Figure 2:  Proposed Work System.  

The CubeSat is responsible for collecting multimedia data and 
then transmitting them to the cloud for proposing and storage. The 
CubeSat along with its integrated AI system will take a picture of 
the crowds and treat them as dots. Additionally, the proposed 
system includes a crowd counter algorithm to calculate the 
crowded area. Then, analyses of these data to make appropriate 

http://www.astesj.com/


F.A. Almalki et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 114-125 (2022) 

www.astesj.com     118 

decision, which can be predefined actions, which makes crowd 
management much easier as there is no need for human 
intervention in some situations. For instance, guide the crowds 
towards empty paths, open and /or close the doors. Through 
wearable devices that allow us more accurate results not only by 
monitoring health status of the crowds, but also in counting them 
via Wi-Fi sensors that can be distributed in the target area. It is 
worth to mention that the cloud should deal with two inputs: input 
from the CubeSat, which provides aerial imaging and numbers; 
input from the wearable devices. The data can be visualized and 
analysed in the database associated with the user interface.  

 
Figure 3. The Proposed System Algorithm. 

The proposed AI framework consist of two brains as per Figure 
3; First, the HOG, which is responsible for the Accumulated 
method to count the crowds and deal with them as dots. It directly 
extracts feature from the scene and uses a regression model to map 
the relationship between the extracted features and the people 
count does not need to precisely detect each individual or track 
every motion pattern. Which is more flexible and scalable. The 
HOG prosses starts by dividing an aerial image into cells and 
localize features are extract from each cell region.  Second: Using 
the OpenCV library, the SVM classification is applied to decide if 
the detection window contains a person using the block 
histograms. Every cell needs to train a regression function 
mapping localized features to local count and the global count is 
obtained by accumulating all the local counts processing speed is 
proved to be fast enough for real-time application. 

The workflow of the proposed system focuses on the 
collaboration between multimedia that obtained from the CubeSat 
and wearable devices to manage the crowd. Where the CubeSat 
can cover a large footprint area as well as participate in making 
decisions to manage the crowd; While the wearable devices 
integrate with CubeSat and help identifying people as points and 
keep them connected to the Internet and transmit their health 
status, besides help in monitoring the crowds. The proposed 
system workflow as the following steps:  

• CubeSat start operation by monitoring a targeted area, 
• CubeSat counts the crowds and consider them as dots using HOG 

framework,  
• Wearable devices start operation by monitoring the crowds’ 

health status, 
• The proposed AI framework analyses multimedia to understand 

crowd conditions and detect health status, 

• When actions needed, solutions would be either predefined 
actions, or admin actions, 

• Notifications should be sent regularly to the GCC. 

3.2. Mathematical calculation  

This subsection gives a mathematical outline of both the link 
budget predictions, as well as the proposed AI framework [24-29]. 
Regarding the link budget predictions this would include Free 
Space Path Loss (FSPL), Receiver Signal Strength (RSS), Signal 
to Interference and Noise Ratio (SINR), and Throughput. Used 
FSPL assumes a transmit antenna and a receive antenna to be 
located in an otherwise empty environment. Neither absorbing 
obstacles nor reflecting surfaces are considered. In particular, the 
influence of the earth surface is assumed to be entirely absent. RSS 
it is a measurement of the discrepancy between the data and an 
estimation model and when the receiver moves away from the 
transmitter RSS helps to estimate the coverage range when the 
signal weakens. SINR is a measure of Signal Quantity and 
Interference and Noise Quantity RSS is effective through distance, 
when distance increase RSS decrease. Throughput is the amount 
of data received by the user in a unit of time. Therefore, equations 
of the link budget predictions can be seen as per equations (1) to 
(4): 

                     𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 =  20𝑙𝑙𝑙𝑙𝑙𝑙((4𝜋𝜋𝜋𝜋
𝜆𝜆

))               (1) 

                     𝑅𝑅𝐹𝐹𝐹𝐹 =  (𝐹𝐹𝑡𝑡 + ℎ𝑡𝑡+ ℎ𝑟𝑟 − 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 − 𝐹𝐹)                     (2) 

                      𝐹𝐹𝑆𝑆𝑅𝑅 = 𝑅𝑅𝑅𝑅𝑅𝑅
𝑁𝑁+𝑙𝑙

                                                            (3) 

                      𝑇𝑇ℎ𝑟𝑟𝑙𝑙𝑟𝑟𝑙𝑙ℎ𝑝𝑝𝑟𝑟𝑝𝑝 =  (𝐵𝐵 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙(1 + 𝐹𝐹𝑆𝑆𝑅𝑅))                (4)   

where d denotes the distance beween the receiver and transmitter, 
λ  represent Wavelength, Pt denotes the Power of the transmitter, 
ht denotes transmitter antenna's height , hr denotes receiver 
antenna's height and L denotes system losses, N denotes noise, I 
denotes interference power, B denotes channel bandwidth.  

The mathematical representation of the proposed AI 
framework that include HOG and OpenCV techniques can be seen 
as per equations (5) to (25): 

                            𝐺𝐺𝑥𝑥(𝑥𝑥, 𝑦𝑦) = 𝐼𝐼(𝑥𝑥 + 1, 𝑦𝑦) − 𝐼𝐼(𝑥𝑥 − 1, 𝑦𝑦)            (5)                                   

                            𝐺𝐺𝑦𝑦(𝑥𝑥, 𝑦𝑦) = 𝐼𝐼(𝑥𝑥, 𝑦𝑦 + 1) − 𝐼𝐼(𝑥𝑥,𝑦𝑦 − 1)              (6)                            

                            𝑀𝑀𝑀𝑀𝑙𝑙𝑀𝑀𝑀𝑀𝑝𝑝𝑟𝑟𝑀𝑀𝑀𝑀(µ)  =  �𝐺𝐺𝑥𝑥2  +  𝐺𝐺𝑦𝑦2              (7) 

                           𝐴𝐴𝑀𝑀𝑙𝑙𝑙𝑙𝑀𝑀(Ɵ)  = | 𝑝𝑝𝑀𝑀𝑀𝑀−1 𝐺𝐺𝑦𝑦
𝐺𝐺𝑥𝑥

|                            (8) 

where 𝐺𝐺𝑥𝑥 and 𝐺𝐺𝑦𝑦 are the coordinate of the pixel in the image, will 
be count the pixel at X with a difference of -1 and +1 on the X-axis 
and the same for Y (Y-axis). µ and Ɵ to find the size and angle of 
each pixel in the input image.  

                        𝑆𝑆𝑙𝑙. 𝑙𝑙𝑜𝑜 𝑏𝑏𝑀𝑀𝑀𝑀𝑏𝑏 = 9(0𝑜𝑜 𝑝𝑝𝑙𝑙 180𝑜𝑜 )                           (9)                

                        𝐹𝐹𝑝𝑝𝑀𝑀𝑝𝑝 𝑏𝑏𝑀𝑀𝑠𝑠𝑀𝑀(∆Ɵ) = 180𝑜𝑜

𝑁𝑁𝑜𝑜.𝑜𝑜𝑜𝑜 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
                               (10)                  

                         [∆𝜃𝜃 ∗  𝑗𝑗 ,∆𝜃𝜃 ∗  ( 𝑗𝑗 +  1)]              (11) 

                              𝐶𝐶𝑗𝑗  =  ∆𝜃𝜃(𝑗𝑗 +  0.5)              (12) 
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Each part is divided into cells (there is no specific number to 
choose cell, the larger the image, the more cells), and each cell 
contains dots, and each dot is a bin, so will be use equation 9 (No. 
Of bins) and 10 (ΔƟ) to find number of bins, equation 11 is to find 
bin boundaries, finally 𝐶𝐶𝑗𝑗 (equation 12) is to find centre of the bin, 
then will be collect all the cells, the block, the features and convert 
them to vector.  

                              𝑉𝑉𝑗𝑗 =  𝜇𝜇 ∗  [ 𝜃𝜃 
∆𝜃𝜃

 −  1
2
  ]                           (13) 

                              𝑉𝑉𝑗𝑗+1 =  𝜇𝜇 ∗  [ 𝜃𝜃 − 𝐶𝐶𝑗𝑗 
∆𝜃𝜃

 ]                                  (14) 

                              𝐹𝐹 ∗ 𝐻𝐻 ∗ 𝑜𝑜𝑏𝑏𝑏𝑏                                           (15) 

where 𝑉𝑉𝑗𝑗 (equation 13) and 𝑉𝑉𝑗𝑗+1 (equation 14) are vectors values to 
find the histogram bins for each cell, L is length , H is high (width) 
and 𝑜𝑜𝑏𝑏𝑏𝑏  is feature block so equation 15 is to calculate how much a 
2x2 square takes for the length and width. 

                             𝑜𝑜𝑏𝑏𝑀𝑀 ←  𝑜𝑜𝑏𝑏𝑏𝑏 

��|𝑜𝑜𝑏𝑏𝑏𝑏|�
2

 +∈
                                           (16) 

                             fbi =  [b1/k, b2/k, b3/k, …  b36/k]           (17) 

                             k = √b12 +  b22  +  b32  +  … +  b362    (18) 

                             fbi =  [b1, b2, b3, …  b36]                            (19) 

where values of 𝑜𝑜𝑏𝑏𝑏𝑏   for each block to normalize it, equation 16 
and 17 same as equation 18 but using the k coefficient and its 
equation, collecting all feature vectors to get the HOG feature as 
per equation 19. Equation 20 to 25 are related to the OpenCV 
technique. First step is to manipulate the source image duo to code 
ability. In equations (20) & (21) dilates the source image using 
structuring element that determines the shape of a pixel 
neighbourhood over which the maximum limit is:  

  𝑀𝑀𝑏𝑏𝑝𝑝(𝑥𝑥, 𝑦𝑦) = 𝑚𝑚𝑀𝑀𝑥𝑥(𝑥𝑥′,𝑦𝑦′):𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑏𝑏𝑡𝑡(𝑥𝑥′,𝑦𝑦′)≠0𝑏𝑏𝑟𝑟𝑠𝑠(𝑥𝑥 + 𝑥𝑥′,𝑦𝑦 + 𝑦𝑦′)     (20)         

  𝑀𝑀𝑏𝑏𝑝𝑝(𝑥𝑥, 𝑦𝑦) = 𝑚𝑚𝑀𝑀𝑀𝑀(𝑥𝑥′,𝑦𝑦′):𝑒𝑒𝑙𝑙𝑒𝑒𝑒𝑒𝑒𝑒𝑏𝑏𝑡𝑡(𝑥𝑥′,𝑦𝑦′)≠0𝑏𝑏𝑟𝑟𝑠𝑠(𝑥𝑥 + 𝑥𝑥′,𝑦𝑦 + 𝑦𝑦′)      (21) 

where src is the input image; the number of channels can be 
arbitrary, dst is output image of the same size and type as src. 

Then, by using equation (22) the horizontal and vertical 
lines are detected over the image and the lines intersection point. 
The histogram of src is calculated. Considering that the sum of 
histogram bins is 255. 
                                𝐻𝐻𝑏𝑏′ =  ∑ 𝐻𝐻(𝑗𝑗)0≤𝑗𝑗<𝑏𝑏                            (22) 

Now equation (23) is used to find the bins value and vectors 
of image blocks for corner detection. For every pixel p, the 
function considers a blockSize × blockSize neighborhood S(p). It 
calculates the covariation matrix of derivatives over the 
neighborhood as: 

                M =   �        ∑S(p)(dI/dx)²               ∑S(p)dI/dxdI/dy
∑S(p)dI/dxdI/dy            ∑S(p)(dI/dy)²

�                (23) 

After that, it finds vectors and values of M and stores them 
in the destination image as (λ1, λ2, x1, y1, x2, y2). Where λ1, 
λ2 are the non-sorted values of M, x1, y1 are the vectors 
corresponding to λ1, x2, y2 are the vectors corresponding to λ2. 
Then, for each pixel (x,y) a 2×2 gradient covariance 

matrix M(x,y) over a blockSize×blockSize neighbourhood is 
calculated as the local maxima. Then, the horizontal and vertical 
lines are used to detect people which is compute as following is 
equation (24):  
                  dst(x, y) = detM(x,y) − k ⋅ (trM(x,y))2                   (24) 

where XblockSize is neighborhood size, k size is the aperture 
parameter for the Sobel operator, and BorderType is pixel 
extrapolation method.  

Equation (25) calculates the complex spatial derivative-
based function of the source image. If the source image size was 
224x244 pixels so it will be return to 224x224 pixels after being 
manipulated to detected people. 
𝑀𝑀𝑏𝑏𝑝𝑝 = (𝐷𝐷𝑥𝑥𝑏𝑏𝑟𝑟𝑠𝑠)² ⋅  𝐷𝐷𝑦𝑦𝑦𝑦𝑏𝑏𝑟𝑟𝑠𝑠 + (𝐷𝐷𝑦𝑦𝑏𝑏𝑟𝑟𝑠𝑠)² ⋅ 𝐷𝐷𝑥𝑥𝑥𝑥𝑏𝑏𝑟𝑟𝑠𝑠 − 2𝐷𝐷𝑥𝑥𝑏𝑏𝑟𝑟𝑠𝑠 ⋅
𝐷𝐷𝑦𝑦𝑏𝑏𝑟𝑟𝑠𝑠 ⋅ 𝐷𝐷𝑥𝑥𝑦𝑦𝑏𝑏𝑟𝑟𝑠𝑠                                                                        (25) 

where 𝐷𝐷x , 𝐷𝐷y  are the source image derivatives, 𝐷𝐷xx , 𝐷𝐷yy  are the 
delivered image derivatives, and 𝐷𝐷xy  is the mixed derivative of 
them. 

 
4. Simulation and Experimental Setup 

This section aims to present the main components of 
simulating the proposed system. Then, outlining the hardware 
specifications of the experiment setup and the testbed structure. 
Figure 4 shows the CubeSat network communication architecture 
using Satellite Communications Simulation Toolbox in 
MATLAB. It is very useful tool to simulate, analyse, and visualize 
the motion and dynamics of CubeSat. This simulation toolbox 
provides standards-based tools and enormous parameters and 
network configurations for designing, simulating, and verifying 
satellite communications systems and links. This simulation step 
is vital to get early link budget predictions of the proposed CubeSat 
from perspectives of communication, size, and animation 
properties, before start manufacturing the CubeSat structure using 
3D printers.  

 
Figure 4: CubeSat network communication architecture. 

Figure 5 shows the final CubeSat installation with all its 
hardware elements. We can see that the CubeSat contains kit of 
Cubesat: Structure, Raspberry Pi 4B, lens Camera Module, GPS 
Module, Wi-Fi Module (Transceiver), Power system  includes 
power management, Solar Panel Cells and Battery; a HD camera 
is used for aerial imaging, GPS sensor for coordinating location of 
the CubeSat, a 5GHz module transceiver module to connect the 
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drone with the GCC, a power system receives power from two 
sources that have been connected to a power management: Source 
1: Solar Panel Cells that covers the CubeSat structure; Source 2 
Battery as pack up if solar power somehow gets too low.  All these 
hardware components are connected to the Raspberry Pi 4B 
microcontroller, which is fitted onboard the CubeSat. 

 

Figure 5: CubeSat Connection Diagram. 

  
(a) (b) 

  
(c) (d) 

Figure 6: CubeSat structure, components, calibration, and final CubeSat platform. 

Figure 6 (a) shows the CubeSat structure that is fabricated 
using a 3D printer, (b) represents the CubeSat structure when 
installing solar panels and other hardware components, (c) 
demonstrates the CubeSat platform under calibration and 
functional testing, (d) displays the final CubeSat platform. For the 
sake unification with global stranders, the CubeSat has been 
designed to meet the size and the weight capability of the 2U 
CubeSat, which is 10 cm × 10 cm × 22.70 cm; yet scalability is 
possible to be structure size of 3U, 6U, or 12U. The experiment 
was taken place in Taif city, Saudi Arabia, under supervision from 
Computer Engineering department at Taif university on the 9th of 

May 2022 at 15m altitudes. The experiment’s longitude and 
latitude are 40.4867323, and 21.3320348, respectively. A mission 
planner VNC software has been used when floating the CubeSat. 

 
(a) Human dataset. 

 
(b)  Non-human dataset. 

Figure 7: Samples of the dataset. 

1700 images used as dataset, where 70% for training, 15% for 
testing, and 15% for validation. Figure 7 shows a sample of the 
dataset that includes (a) human dataset, (b) non-human dataset. 
The dataset is sourced from [30-34].  The sample of these two 
types has been chosen to make the model able to differentiate 
better between people in crowds and other elements. Another 
consideration has been taken is that dataset contains different 
crowds in different places and locations to train the model more 
precisely.  

5. Implementation and Discussion  

After defining the main parts of the proposed CubeSat design 
system along with the main structure of the testbed, this section 
highlights simulation predictions and practical measurements, 
respectively.  

5.1. Simulation Predictions 

The role of this subsection is to summarize and analyse 
simulation results of the proposed system in a way that will yield 
maximum insight and help with decision-making when 
implementing the model practically. So, a simulation work of the 
proposed CubeSat system has been discussed from two angles: 

a) Communication 
b)  AI accuracy 
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5.1.1. Communication Predictions 

The simulation has considered 5G multiple-input and multiple-
output (MIMO) antenna to enhance diversity performance of the 
channel capacity, and therefore boost the reliability of wireless 
communication via the CubeSat. Such a consideration would not 
only contribute effectively to a last-mile connectivity, but also 
helps in reducing power consumption.  Simulations have been 
done using Satellite Communications Simulation Toolbox in 
MATLAB. This subsection provides a description and 
interpretation of the simulation predictions based on the 2U 
CubeSat structure.  

Figure 8 illustrates the predicted results of the PL, RSS, SINR, 
and T via the PL propagation model at CubeSat’s altitude of 
400km, where neither absorbing obstacles nor reflecting surfaces 
are considered. The PL predicted result, where this parameter is 
seen as a crucial factor to monitor channel model performance and 
footprint range. The obtained PL are below the maximum 
permissible, which is 157dB.  Clearly, PL increases with distance.  

The RSS predicted result is mathematically depends on PL, so 
both predicted results appear comparable characteristics. 
Obtaining RSS help in approximating the coverage range, so 
wireless signals get weaker as the receiver moves away from the 
transmitter (the CubeSat in our case). The produced RSS were 
within the acceptable range and below the threshold, which is 
140dBm. Boosting the RSS requires tunning of different 
parameters like transmission power to be increased. Yet, this might 
reduce flight time, so compromise should be applied. The SNR 
predicted result demonstrates a vital parameter that seen as a 
wireless link quality indicator. The SNR value is ranging between 
upper and lower bounds, where above values are viewed as wasted 
transmitter power, while lower ones are considered undesirable 
[35-38].  

The predicted result of T considers as a vibrant parameter for 
livestreaming and/or HD multimedia transmission. Predicted 
result achieved high level of T that ranges around 70Mb/s at 
altitude of 400km, where there is a negative correlation with 
distance increase. Another observation is that using 5G MIMO 
antenna with its diversity capacities has helped in enhancing the 
throughput predictions.  

 
Figure 8: Link budget parameters of simulating the CubeSat. 

Overall, the simulated propagation models and their generated 
predicted results of the full range of link budget parameters has 

been carried out at to monitor system performance, network 
planning and coverage to achieve perfect reception of the FSPL 
propagation model. Since this model is heavily depends on a Line 
of Sight (LoS) connectivity when calculating the link budgets, 
thus, it experiences less effect of shadowing and reflections, which 
in turn leads to wider coverage footprint.  Unsurprisingly, 
reasonable results of link budget parameters would help in 
bridging wireless communication links between the CubeSat and 
GCC, ground users, as well as wireless to the cloud for storage and 
analysis in an efficient and timely manner [39-43]. 

5.1.2 . AI Accuracy Predictions 
The proposed AI framework trained with dataset contains 2000 

different images that been sourced from [44-46].  The dataset was 
divided as dataset 70% training, 15% testing, 15% validation. The 
simulation conducted using Python in visual studio code software. 
Mean Sequard Error (MSE), Confusion matrix for classification, 
and overall accuracy are the main performance indicators that used 
to evaluate the proposed AI model. The proposed AI framework 
trained into two stages: 

First stage of training aims to focus on making the model 
differentiate between images that contain people or not using the 
HOG algorithm. Where after training, the accuracy reached 95% 
as Figure 9 shows. 

Second stage of training aims to focus on crowd management, 
where it divides any crowd into three situations with a different 
colour represent each one: Normal, Medium, and Dangerous, as 
Table 2 shows. The number of people is adjustable and considered 
here for simplicity. Thus, an interface that developed by 
Anaconda3 specifically QT Designer tool software to show the 
result of via a detected image, so the interface shows the situation 
and them a suitable decision can be made. 
 

 

Figure 9:  MSE accuracy of the trained AI model. 
Table 2: Three situations of crowd management.  

Situation Means Action 
Normal Situation People < 15 Watch only – no action 

is needed 
Medium 
Situation People 15-35 Warning: a crowd 

began to form 
Dangerous 
Situation People > 35 Alarm: take actions 
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5.2. Practical Measurement and Implementation 

This subsection presents the experimental results when 
implementing the proposed system. Where results are presented 
from two perspectives: Communication; then AI Accuracy, 
respectively. The launch of our CubeSat cannot be attained using 
a rocket since this need long logistics with national authorities. So 
instead, a trial launch of our CubeSat has been done with a tethered 
balloon that inflated with helium gas and anchored to the ground 
with a polyethylene rope. This simulates the aerial space 
environment with more control of the CubeSat platform.  Before 
the launch, the weather forecast has been checked to ensure 
stability of both the CubeSat and the tethered balloon; hence, better 
connectivity and high multimedia resolution.  

Figure 10 illustrators the implementation of the proposed 
CubeSat with it all payload components at 15m altitude. To check 
crowd management performance, some people have been gathered 
to check different crowding scenarios. Two communication 
software were utilized in this implementation: Acrylic, and 
Netspot. The first software uses 5G Wi-Fi Module, which is a 
complete set of Wi-Fi to diagnose the Wi-Fi performance 
including Wi-Fi coverage, security analysis and networks. The 
second software is used to collect all the details about the 
surrounding Wi-Fi networks and presents the wireless data as an 
interactive table. This allows to troubleshoot and improve your 
network coverage, capacity, performance, access point 
configurations, signal level, interference, noise, and many others. 

Results from communication perspective are shown in Figures 
11 and 12, where they present communication performance 
indicators of the proposed CubeSat to 5G Wi-Fi ground station at 
15m altitude. Figure 11 shows the RSS and signal coverage levels 
using the Acrylic tool. The obtained RSS shows a reasonable 
average -75 dBm, where wireless signals get weaker as the receiver 
moves away from the CubeSat. It is worth to mention that RSS 
depends on PL, so both results appear comparable characteristics. 
Obtaining RSS help in approximating the coverage range, and 
strength. Figure 12 shows SNR is seen as a wireless link quality 
indicator. The obtained SNR result floats around 56 dB, which is 
a desirable value and viewed as acceptable level of power 
consumption.  

  
Figure 10: implementation of the proposed CubeSat with it all payload 

components. 

 
Figure 11: RSS and signal coverage levels of the proposed system using Acrylic 

tool. 

 
Figure 12: Signal & Noise of the proposed system using NetSopt tool.  

Results from the AI framework performance perspective are 
presented in Figure 13 where it shows three crowd situations with 
a different colour represent each one. These three different 
situations have been evaluated from an altitude of 15m above the 
ground where the CubeSat locates. The first situation is being 
represented in green, which is normal status, so watch only – no 
action is needed.  The second situation is yellow, which means a 
briefed action is needed. The third situation is red, which means 
dangerous, and actions must be taken.  Where actions can be done 
by admin, and/or can be pre-defined ones, so the platform 
(CubeSat in our scenario) can act without the admin intervention 
(e.g., automatic opening or closing doors, directing people to 
alternative routes).  

To note, the proposed AI framework includes the HOG 
technology, which enables tracking and detecting the places of 
people as dots to monitor the crowds. This has been completed 
with an efficient timeframe that does not exceed 4 seconds. 
Overall, all these three different situations have performed well 
based on the thresholds that have been assigned for each one. 
Another observed point is that the proposed AI framework deal 
with crowds as dots, which means it can count the number heads 
and send emergency alerts if needs be. 
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(a) Normal situation 

 
(b) Medium Situation 

 
(c) Dangerous Situation 

Figure 13: Three situations of crowd management using the proposed AI 
framework 

Figure 14 shows that the crowds’ health status has direct link 
to crowd management. Hence, when crowds’ health status is good, 
that means no sequences happen that may affect the crowd 
management, as Figure 14 shows. On the other hand, in case of a 
health status of an individual inside the crowd is above the 
threshold (e.g., high temperature) the CubeSat take actions to 
manage the crowd correctly, which in turn can save lives. An 
example of this case, when the CubeSat locates the effected 

individual inside the crowd, send a notification to paramedics to 
provide the proper healthcare, besides if the CubeSat get linked to 
electronic doors to implement the decision to open and close the 
doors so that the congestion does not reach the stage of danger. 

For sake of validation, a comparison graphic is shown in Figure 
15 between the proposed system in relation to existing ones. Where 
it compares between to the MSE against signal to noise ratio 
(SNR). The average evaluation of the MSE at 1 × 10−5  MSE 
shows that the proposed system is better than the other ones, where 
SNR is 12dB; While FCN and CNN recorded 21dB and 13.5dB, 
respectively. Clearly, the obtained value of the proposed system 
indicates 5% to 40% of an enhancement degree.  

 
Figure 14: Crowds’ health status. 

 
Figure 15: Crowds’ health status. 

6. Conclusion and Future Work 

To produce and organize a successful massive event, it requires 
set of procedures and planning to allow the crowds move in 
harmony and order. Therefore, developing an advanced system 
plays an important role in analysing the movement features of the 
crowds in crowded events and alerting about an ensuing stampede. 
To have such a system could reduce human intervention, help in 
ensuring security and safety of individuals and manage crowded 
areas by taking the necessary decisions in an efficient and 
intelligent manners effort. This paper aims to develop to create a 
CubeSat vehicle that contains an integrated with AI framework to 
manage crowds a short-term, large-scale events.  
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Both software and hardware capabilities have been considered 
in this work to monitor and evaluate various performance 
indicators of the proposed system.  Preliminary results are shown 
the effectiveness of the proposed CubeSat with AI framework. 
Work has been done to train and test the algorithm and to ensure 
the highest accuracy rate and the lowest error rate. Developing an 
intelligent aerial inspection for crowd management can extended 
in the future to include multilayer aerial system (e.g., drone, 
balloon) for more heterogenous capability. Additionally, full 
deployment of these space-based vehicles and send them to space 
for real-life trail.  
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This paper is an extension of the work originally presented in the 26th International Con-
ference on Automation and Computing. This study regarding hardware prefetching aims at
concealing cache misses, leading to maximizing the performance of modern processors. This
paper leverages prefetch coverage improvement as a way to achieve the goal. Original work
proposes two different storage buffers to enhance prefetch coverage; block offset buffer and
block address buffer. The block offset buffer updates its contents with the offsets of a cache
block accessed, while the block address buffer contains the address of a cache block prefetch-
issued. The offset buffer is utilized to speculate a local optimum offset per page. The offset
buffer is proposed to adopt multiple lengths of delta history in observing offset patterns from
completely trained table. This paper advances to employ incompletely trained table as well,
while in other prefetching methods including original work, only completely trained candidates
are utilized. Furthermore, we construct the table on the fly. Rather than using only completely
built tables, we offer utilizing and updating table concurrently. This paper also proposes a re-
fined metric from existing prefetch accuracy metric, to measure net contribution of a prefetcher.
Compared to the original work, we have 2.5% and 3.8% IPC speedup increment with single-
and 4-core configuration, respectively, in SPEC CPU 2006. In SPEC CPU 2017, our work
achieves 4.5% and 5.5% IPC speedup improvement with single- and 4-core configuration, re-
spectively, over the original work. Our work outperforms the 2nd best prefetcher, PPF, by 2.9%
and 2.7% IPC speedup with single- and 4-core configuration, respectively, in SPEC CPU 2006.
In SPEC CPU 2017, our work surpasses both Berti by 1% and SPP by 2.1% IPC speedup with
4-core configuration in SPEC CPU 2017.

1 Introduction

IN [1], the author necessitates the implementation of memory hi-
erarchy, which attempts to greatly shorten the average memory ac-
cess time due to huge performance gap between the processor ex-
ecution speed and memory latency. The execution speed of the
processor has significantly increased while memory has pursued
higher densities that causes increased memory latency. The enor-
mous gap has been increasing due to the different objectives in de-
veloping the processor and memory. Hierarchy of cache memory
has been introduced to reduce the performance gap by improving
average memory access time, depending on two kinds of mem-
ory reference locality; temporal and spatial locality. However, the
cache memory is still limited in reducing the gap with a trade-off
between its capacity and the speed of cache hierarchy levels. That
is, the cache levels closer to the cores are smaller size but have
shorter latency. On the contrary, the cache levels farther apart from
cores are of larger size but have longer latency. So, prefetching

has been proposed as an effective technique that can bridge the
performance gap by proactively fetching data ahead of processor’s
request into the cache closer to the cores. This paper proposes an
effective technique in terms of prefetch coverage.

Prefetching is a mechanism that comprehends the memory ac-
cess pattern of the program, and speculatively predicts and issues
memory addresses ahead of the program’s access to them. Hard-
ware prefetching is to employ a standalone hardware that is dedi-
cated to the prefetching. That is, hardware prefetcher predicts the
future access to a memory data based on the observed access pat-
tern of memory addresses in the past. Then, the prefetcher requests
the data from low level of the memory hierarchy and stores it into
a higher level cache close to the processor. Thus, by prefetching
data, the prefetcher helps prevent cache misses due to the future
access to the data, hiding long latency of low level cache access.

The objective of hardware prefetching is to proactively con-
tinue to fetch useful cache blocks from low level cache throughout
run time based on memory access patterns. Usually, the algorithm
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of a hardware prefetcher observes the past memory access patterns,
predicts a future memory data access, and issues the address of the
data. The patterns of a past memory access can be found based on
the presumption of the existence of spatial and temporal locality of
memory accesses.

In this paper, we propose an extended work of one of state-
of-art prefetcher [2] with effective techniques maximizing prefetch
coverage1 at a moderate cost of prefetch accuracy. The contribu-
tions of this paper are categorized into the following three parts.

1.1 Efficient use of hardware storage

Following two buffers are employed for prefetching; one is block
offset buffer and the other one is block address buffer to store the
offset of a block and the address of prefetched block, respectively,
in a FIFO manner. The offset buffer provides a reduction of hard-
ware overhead by generating virtual tables2 for prefetching instead
of real table. The offsets of cache blocks are stored in the tables
virtually generated whenever they are needed; storing the original
offsets and generating the virtual tables can save hardware over-
head by 45%3 in terms of total hardware overhead.

1.2 Maximizing prefetch coverage

We propose following techniques for maximizing prefetch cover-
age from the two buffers as an offset prefetching: We use the his-
tory of a delta in multiple lengths to find diverse access patterns
through access history. We mine access patterns from completely
trained (virtual) table. Besides, they are also mined from incom-
pletely trained (virtual) table.4 Access patterns from the incom-
pletely trained table are utilized until the table’s training is com-
pleted. After the training is finished, access patterns from the com-
pletely trained table are used. Moreover, we also utilize an on-the-
fly table that is on-going in building its entries. Taking advantage
of the access patterns in the table under construction, prefetching
can start as soon as possible even though there are few access pat-
terns when new page is accessed for the first time. Moreover, to
expand the opportunity in exploiting access patterns, we advance
to make a use of entries of other table built for different pages. Es-
pecially, by referencing access patterns from the preceding pages,
currently accessed page can have more diversified access patterns.

1.3 Better accuracy metric

We propose a modified metric in measuring prefetch accuracy by
excluding the undetermined prefetches in existing metric. We name
the metric as ”accuracy ratio”, which is the ratio of number of use-
ful prefetches to the sum of number of useful prefetches and num-
ber of useless prefetches. The denominator of the existing met-
ric is total number of prefetches which contains the undetermined
prefetches in it. So, we construct denominator only with a deter-

mined portion, useful prefetches and useless prefetches, in order to
well reflect prefetch accuracy.

2 Background
One of the early proposed hardware prefetching techniques is the
simplest sequential prefetching, next line prefetching [3]. The next
line prefetching is to prefetch a cache line that follows immediately
the miss of the cache line. More advanced prefetching methods
employ a prediction table by means of detecting memory access
patterns. The table is used to record memory access history and
identify its pattern. Also, a prefetching method is proposed for
constant stride access pattern that refers to a sequence of memory
accesses in which the distance of consecutive accesses is constant
[4, 5]. The constant stride pattern also appears in pointer-based
data structures [6].

In [7, 8], the author is proposed to find the most likely next ad-
dress for currently accessed addresses by representing probabilistic
correlation between accessed addresses with Markov model. This
method needs not only a large storage to store the addresses into
a table but it also requires high computational cost to calculate the
correlation. Furthermore, Markov prefetching has stale data prob-
lem in the table.

Global history buffer (GHB) [9] as a FIFO manner is proposed
to reduce a storage overhead as well as to solve a stale data prob-
lem. GHB holds recent miss addresses in the FIFO buffer and
chains the same miss addresses in the buffer. Following the chain,
deltas5 are computed and adjacent deltas form a pair used as a
prefetch key.6

Recent prefetching methods adopt a learning system since these
mechanisms are possible to give a feedback of varying accuracy
and coverage, depending on workloads [10]–[12]. In [12], the au-
thor dynamically adjusts prefetching aggressiveness in both posi-
tive and negative ways through a feedback system, to achieve better
performance and bandwidth-efficiency.

Signature Path Prefetcher (SPP) [13] uses confidence value to
adjust the length of a signature path to strike a balance between
accuracy and coverage. SPP speculatively predicts memory access
patterns, based on a 12-bit signature that represents a sequence of
memory access. The 12-bit signature is calculated in the fashion
of combining consecutive strides between adjacent accessed cache
lines. The signature and a subsequent stride form a pair, used as a
prefetching key and a prefetch prediction, respectively.

Perceptron-based Prefetch Filtering (PPF) [14] proposes an ad-
ditional filter layer enhancing SPP as a way to increase prefetch
coverage. PPF is a filter that uses a hased perceptron model to
evaluate the usefulness of each prefetch generated by SPP, in order
to reach better coverage. The perceptron model uses several fea-
tures such as physical address, cache line, and page address, etc. to
train PPF layer.

Recently, many offset prefetching descendants [11, 15, 16, 19]
1Prefetch coverage means the number of memory access patterns that are detected by prefetches. The coverage will be discussed in Sec. 2
2Virtual table refers an actually generated table for prefetching but it merely needs temporary hardware storage instead of permanent one
3Hardware overhead will be discussed in Sec. 4
4Incompletely trained table indicates a table of which the training period is in progress.
5Delta is a value of address difference between two adjacent addresses
6Each prefetch key has a corresponding prefetch prediction. Different prefetch keys may make different predictions.
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have been proposed after Sandbox prefetching (SP)[20] was pro-
posed. SP attempts to find a block offset that gives high per-
formance. The offset is chosen from a set, named sandbox, of
pre-selected offset candidates, based on calculated accuracy score
of each offset candidate during run-time. Best-offset prefetching
(BOP) [11] adds timeliness consideration to SP in order to pur-
sue timely prefetching. BOP tests pre-selected offsets with arrived
prefetch-requested block to figure out which offsets fit better in
terms of latency of the arrival of prefetched block; BOP checks
if the base address of previously prefetched block are equal to cur-
rently accessed block’s address minus offset. If the equality is sat-
isfied, the score for offset will increase. Otherwise, the score will
decrease.

In [15], the author attempts better timely prefetching by calcu-
lating best offset page-by-page as compared to BOP’s global best
offset. The offset is calculated by recording access timing of each
cache line in terms of the number of cycles. The measured cycles
are referred to decide the proper latency of two arbitrary accessed
cache lines in the same page. If there are cache lines accessed
within the chosen latency, Berti uses burst mode for them.

Instruction Pointer Classifier based Prefetching (IPCP) [17]
proposes two cache level, L1 and L2, prefetching at the same time
with multiple instruction pointers to speculate different access pat-
terns and cover a wide spectrum of access patterns. IPCP classi-
fies instruction pointers into constant stride, complex stride, and
stream. IPCP suggests different prefetching methods based on the
type of instruction pointer.

In [18], the author introduces a reinforcement learning algo-
rithm of prefetching to evaluate prefetch quality, pursuing system-
aware prefetching. Observing the current memory bandwidth us-
age, Pythia intends to obtain highly accurate, timely prefetching by
correlating program context information such as cache line address,
program counter value, etc. to prefetch decision.

2.1 Useful and Useless prefetch

Usefulness of a prefetch is determined by whether a prefetched
block is accessed by a program or not. In implementation, a
prefetch bit of a block is employed to evaluate the usefulness of
the prefetch. The prefetch bit is set when a prefetched block is
inserted into cache memory. Then, it is unset when the block is
accessed by the program. If the prefetch bit of a prefetched block
is unset within the time that the block is evicted, corresponding
prefetch will be regarded as a useful prefetch. In other words, the
useful prefetch fetches a block that is accessed in the near future
so the access occurs before the block is evicted. With the access,
the useful prefetch results in eliminating a cache miss. On the con-
trary, if the prefetch bit remains set, corresponding prefetch will be
considered as a useless prefetch. That is, useless prefetch fetches
a block that is evicted with no access to it. So, the prefetch wastes
cache space and memory bandwidth.

2.2 Temporal and Spatial Locality

Locality is that a program exhibits a tendency to reference the same
data accessed recently or a data located closely to the recently ac-
cessed data. The principle of temporal locality is that recently ac-

cessed memory addresses by a program are likely to be accessed
again in the near future.[21] The principle of spatial locality is that
other nearby memory addresses have a likelihood of being refer-
enced if a memory address is referenced. For example, sequential
prefetching takes advantage of spatial locality; the simplest sequen-
tial prefetching scheme is to prefetch next cache block, one block
lookahead of current access block[3].

2.3 Physical page contiguity

An address translation is an essential mechanism that maps a vir-
tual address into a physical address to support virtual memory for
modern processors. The translation is page-based operation so each
virtual page corresponds to a physical page. The transfer between
the two different address space can be a challenge to a hardware
prefetcher since the translation can separate two contiguous vir-
tual addresses into two distant addresses in physical address space.
Hardware prefetcher has no knowledge of the translation since it is
located at the side of a cache [4, 11, 22, 23]. So, prefetching should
stop if prefetched data crosses over a page boundary of reference
address.

Figure 1: Effect of Prefetching on Miss Address Stream

2.4 Miss addresses and Prefetch hit

Miss addresses have been used for prefetching as a reference of
memory access history. The miss addresses can be affected by
prefetching; some of cache misses can be removed by useful
prefetches. That is, correct prefetching based on miss addresses
in the past changes the subsequent miss addresses, resulting in in-
correct prefetching unless the prefetching reflects the change in the
miss addresses.

Figure 1 is an example that shows the change in a miss address
stream by prefetching. We ignore access latency for simplicity. We
start with how to construct the Delta Pattern Table from the stream,
and then explain about how a prediction from the table changes the
miss address stream.

The original sequence shown in Figure 1a starts with a base ad-
dress of A and shows a Delta pattern of 1 and 2, alternatively. The
Delta Pattern Table shown in Figure 1c is constructed based on the
Deltas observed in the sequence shown in Figure 1a. It is indexed
by Delta (prefetch key) 1 and 2 accordingly. For each Delta, the
Delta Prediction is entered. For example, from A to A+1, the ta-
ble stores Delta 1. The next address is from A+1 to A+3 between
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which the Delta is 2, so the table stores in entry Delta Prediction
2. In the sequence, Delta 1 is followed by Delta 2. For the table
lookup, the entry of Delta with value 1 will find in the correspond-
ing entry, Delta Prediction, a value 2. For example, address A+6
can be predicted from address A+4 by the Delta Pattern Table since
the Delta of 1 observed from A+3 to A+4 is matched with the Delta
(prefetch key) in the first entry in the table. So, its corresponding
Delta Prediction is 2 so the table predicts address A+6 by adding
2 to address A+4. Then, the address A+6 is changed to be a hit
address (the parenthesis with A+6 shown in Figure 1b indicates a
hit address); the A+6 is no longer used as a reference. Therefore,
the Delta, +2 (circled in Figure 1a), is not observed in Figure 1b.
Due to the missing Delta, next incoming address A+7 cannot be
predicted by the table. Furthermore, next incoming address A+9
cannot be predicted since the observed delta between A+4 and A+7
is 3 that does not match with any Delta (prefetch key) in the table.
Likewise, correct prediction of address A+10 disturbs next two in-
coming addresses, A+12 and A+13, to be predicted by the Delta
Pattern Table. In Figure 1b, underlined addresses indicates such
addresses.

Reconstruction of the pattern table could be proposed as a solu-
tion to above issue due to the changed miss address stream. How-
ever, the update of the table cannot be effective in reflecting the
miss address patterns since the original sequence of the memory
access does not hold the new delta value, 3, in this example se-
quence. Therefore, it is important to keep prefetch hit addresses to
identify patterns from miss address stream. Also, it is necessary to
record which address has been prefetched by a prefetcher.

Figure 2: Pearson’s Coefficient

2.5 Evaluation Methodology

There are two metrics to evaluate the performance of prefetching;
prefetch accuracy and prefetch coverage. Prefetch accuracy mea-
sures a prefetcher in that how accurately the prefetcher predicts
which memory addresses will be accessed in the future; on the
other hand, prefetch coverage measures a prefetcher in that how di-
verse access patterns the prefetcher is capable of detecting against
variations of the access patterns.

The accuracy and coverage has a relationship of inherent trade-
off between them. For example, next line prefetcher can make a

prediction for simple access pattern having a stride of 1 with a
high accuracy but has a limited scope in coverage, meaning that
the prefetcher cannot generate diverse predictions other than the
stride of 1. On the other hand, if a prefetcher wants to achieve a
wide scope in coverage, it should sacrifice its accuracy as a cost.
This is, for a wide scope in coverage, a prefetcher should consider
a wide change in simple to complex access patterns. So, regard-
ing the broad variation on all the patterns would be more likely to
lead a prefetcher to an inaccurate prediction. The imprecise pre-
diction results in useless cache blocks to be fetched so that cache
space can be wasted as well as cache pollution and memory band-
width consumption can increase. Consequently, the inaccuracy of
a prefetcher degrades the system performance.

We propose a refined metric for prefetch accuracy in order to
make the accuracy metric more relevant to IPC speedup perfor-
mance. Existing accuracy metric is the ratio of the number of useful
prefetches to the total number of issued prefetches[12]. The numer-
ator, the number of useful prefetches, in the metric is directly pro-
portional to the IPC speedup performance since useful prefetches
hides cache miss latency. However, the denominator, total number
of issued prefetches, shows low correlation to IPC speedup per-
formance. The total number of issued prefetches counts all the
prefetches that are issued during only the “current” IPC speedup
measure period. Actually, the IPC speedup measured in the cur-
rent measure period can be affected by the prefetches issued in the
“past”(before current) measure period. During the current measure
period, the hit(or miss) of the prefetch issued in the past period in-
creases(or decreases) IPC speedup. In other words, the total num-
ber of issued prefetches does not count the prefetches that were
issued in the past period which, however, impacts the currently
measured IPC speedup

Another reason of the low correlation between the total number
of issued prefetches and IPC speedup is that the total number of is-
sued prefetches contains the number of prefetches that turn out to
be neither useful nor useless by the end of current IPC speedup
measure period. They can be determined as either hit or miss
“after” the current measure period. Thereby, in the current mea-
sure period, we do not have enough information about how those
prefetches affects IPC speedup. However, in the conventional met-
ric, such prefetches constitutes a portion of the total number of is-
sued prefetches which is inversely proportional to the IPC speedup.

The low correlation between existing prefetch accuracy metric
and IPC speedup is shown in Figure 2 with Pearson’s correlation
coefficient of -0.501. The value close to 0 means a low correlation
while the value close to +1 or -1 indicates a linear correlation. One
can see that in Figure 2 the prefetcher SPP has the lowest accuracy
in the conventional metric but the IPC speedup of this prefetcher
shows the highest IPC speedup, compared to other two prefetchers,
BOP and Berti. We run the three prefetchers, BOP, Berti, and SPP,
since they show almost the same value in the other metric, called
prefetch coverage, in SPEC CPU 2006 benchmark to exclude the
effect of prefetch coverage on the IPC speedup. We propose the
modified metric, named prefetch accuracy ratio in this paper, as
shown in Equation 1.
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Equation 1 evaluates the accuracy of a prefetcher based on
the prefetches evaluated as useful and useless during “current”
measure period only. The equation directly compares the useful
prefetches and useless prefetches that are detected during the “cur-
rent” measure time. Therefore, the metric, prefetch accuracy ratio,
can show how much the useful prefetches contribute to the perfor-
mance improvement over a performance degradation from useless
prefetches. For example, a prefetch accuracy ratio of 1 means that
a prefetcher gives only a positive effect to the system performance
by generating only useful prefetches with no useless prefetches.
As shown in Figure 2, Pearson’s coefficient value of 0.947 shows
a high correlation between the prefetch accuracy ratio and IPC
speedup, so SPP represents the highest accuracy ratio, leading to
the highest IPC speedup.

Another metric, prefetch coverage, is defined as the number
of useful prefetches over the number of cache misses with no
prefetching; prefetch coverage is proportional to the number of use-
ful prefetches as shown in Equation 2:

Prefetch coverage =
Number of Useful Prefetches

Total Number of Cache Misses
(2)

From Equation 1 and 2, we can conclude that the number of
useful prefetch can be a key factor to achieve both high accu-
racy and wide coverage at the same time. The number of useful
prefetches would not be proportional to the prefetch accuracy since
increase in the number of useful prefetches involves increase in the
number of useless prefetches in general. On the other hand, the
number of useful prefetches is proportional to prefetch coverage
since the change in the number of useful prefetches does not affect
total number of cache misses.

Based on aforementioned metrics, we evaluate existing
prefetchers and our proposed prefetcher in terms of IPC7 speedup
in section 3 and 4.

3 Design

Figure 3 illustrates the overall structure of our prefetcher, BRP.
Both L2 cache miss and prefetch hit addresses trains our prefetcher.
BRP sends a request to fill a prefetch into either L2 cache or last-
level cache (LLC); LLC is requested to be filled by the prefetch
when miss status holding register (MSHR)8 has no opening be-
cause it is full of its items.

Figure 3: Overall BRP Structure[2]

The BRP module consists of two buffers as a storage; block off-
set buffer and block address buffer. The block offset buffer stores
an offset of each block page-by-page. On the other hand, the block
address buffer stores the address of blocks that are prefetched. The
two buffers updates their data, according to FIFO manner; the old-
est one is evicted first and the latest one is stored as a last item in the
buffer, as avoiding stale data problem. In this section, we discuss
how the two buffers are employed in reaching moderate accuracy
ratio while maximizing prefetch coverage. Another feature of our
BRP is that it does not request a prefetch in the case that it traverses
a boundary of the page to which referred data belongs as discussed
in Section 2.3.

Figure 4: Example of Sigma-Delta Table generation (b) from block offset buffer (a)
with delta history length of 3.

3.1 Offset Buffer

Offset buffer stores a block offset of pages that have been accessed
recently. Based on the tag attached to the buffer, block offsets can
be stored to a offset buffer with the same tag. That is, One of the
offset buffers, of which the tag is the same as it of the page of the
block accessed, collects the latest offset of the block. If a new page

7All IPCs, instruction per cycle, are computed as arithmetic average of the IPC across the benchmarks
8MSHR holds pending load/store accesses that refer to the missing cache
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is accessed for the first time, a new tag is generated based on a base
address of the page, and a new offset buffer attached to the new
tag is also built, loading the offset on it. The storage capacity of
the buffer is set by users. If all the buffer is fully occupied by its
offsets, the buffer evicts its oldest one and stores the latest offset as
a last item in it.

The purpose of collecting block offsets is to observe the pat-
tern of deltas among offsets; the delta is the arithmetic difference
between the values of two block offsets that are successively ac-
cessed in the same page. [2] suggests a table, named Sigma-Delta
Table, to identify the delta pattern from delta sequence as shown
in Figure 4. Delta Sum, the sum of number of consecutive deltas,
is used as an index; corresponding to it is the subsequent delta, the
delta coming next.

Figure 4 represents an example of how a Sigma-Delta Table is
generated from an offset buffer containing block offsets of 0, 2, 5,
7, 10 and 12. The example shows a case that three consecutive
deltas are added up. The generated delta sequence is 2, 3, and 2
from the offset sequence of 0, 2, 5, and 7 as shown in Figure 4a,
of which the sum is 7. The next Delta is 3 (to move from offset 7
to 10). So, the sum of 7 and the subsequent delta of 3 constructs a
pair as an entry of the table shown in Figure 4b. In the table, in the
case that Delta Sum 7 is given, from the same row and next column
under Subsequent Delta, a value of 3 is read out.

In implementation, the number of consecutive deltas is set by
users with regard to hardware overhead. In fact, the Sigma-Delta
Table is built as a virtual table that does not require a permanent
hardware overhead. That is, all the entries in the table is de-
rived from offsets in the buffer only when they are referenced for
prefetching. Hardware overhead of the table will be discussed in
Sec. 4.

(a) Single Delta History Length (b) Multiple Delta History Length

Figure 5: Comparison of delta history length (a) single (b) multiple

3.1.1 Multiple delta history length

As aforementioned, the Sigma-Delta Table is built by pairs of delta
sum and subsequent delta which is calculated by deltas. The num-
ber of deltas used is equal to the delta history length. [2] suggests
a method of using multiple delta history lengths rather than a sin-
gle delta history length. So, the multiple Sigma-Delta Tables are
built according to multiple delta history lengths. For example, if
the maximum length of the delta history is set to be 4, four of the

Sigma-Delta Tables are built; That is, each table belongs to differ-
ent delta history length. Different number of consecutive deltas are
used to construct the Sigma-Delta Table. All the generated sigma-
delta pattern tables are subject to being used for prefetching.

The higher prefetch coverage is achieved by the proposed
method as shown in Figure 5b, compared to the method of using
single delta history length shown in Figure 5a. IPC speedup shown
in Figure 5a gets decreased by the coverage reduction as a single
delta history length increases. Compared to the decrease, in Fig-
ure 5b, IPC speedup is sustained as more multiple lengths of delta
history gets involved. This is because the multiple delta history
lengths cause an increase in prefetch coverage that cancels out the
IPC speedup decrement caused by accuracy ratio reduction.

Briefly, multiple delta history lengths improves prefetch cover-
age by generating more useful prefetches, resulting in IPC speedup
improvement. Several methods will be discussed to reach further
increase in prefetch coverage in the section onward.

(a) Complete trained table only (b) (Complete+Incomplete) trained table

Figure 6: Completely and Incompletely Trained Table (a) complete only (b) com-
plete+incomplete

3.1.2 Complete/Incomplete training

After a Sigma-Delta Table fills all of its entries, training session is
started to evaluate the validity of the patterns that the table stores.
Surely, we use a Sigma-Delta Table of which the training session
is completely finished with its validity for prefetching. In addition,
we propose to utilize the Sigma-Delta Table for prefetching while
its training session is in progress in order to avoid no prefetch is-
sued during the training session. Adopting the table with on-going
training helps increase the scope of prefetch coverage. Figure 6b
reflects the effect of the incompletely trained table additionally
used, as compared to Figure 6a. Figure 6b exhibits a coverage
increase by 2 to 15 times, compared to the coverage shown in Fig-
ure 6a, a result from using the completely trained table only. The
increased coverage is due to the increase in the number of useful
prefetches that a table under its training generates.

Furthermore, in Figure 6a, coverage decreases as the number of
entries increases since the increase in the number of entries in the
table requires longer training session. As a result, no prefetching
duration increases, resulting in decrease in useful prefetches. How-
ever, Figure 6b shows the effectiveness of our proposed method
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especially when more entries are employed. This is because the
increased duration of training session for the case of more entries
makes incompletely trained tables having longer time to generate
more useful prefetches.

According to our design intention, the IPC speedup increases
by 1 to 11% due to the increased coverage; IPC speedup is 1.04 to
1.11 in Figure 6b versus 1.03 to 1.01 in Figure 6a. The proposed
method is more effective in the case of greater number of entries in
a Sigma-Delta Table. One interesting observation in Figure 6b is
that the additional use of the table continuing its training provides
slight increase in accuracy ratio, as compared to Figure 6a, except
the case of single entry of Sigma-Delta Table; 3 to 7% increase
across 3 to 9 entries and 10% decrease in single entry. Another
interesting observation from Figure 6b is that the case of 3 entries
exhibits better results in both accuracy ratio and coverage than the
results of single entry.

Training mechanism adopted in this work is to check the valid-
ity of collected delta patterns stored in the Sigma-Delta Table. The
training is to compare values of entries in the Sigma-Delta Table
with subsequently accessed block offsets that update a block offset
buffer; to check if the pair of delta sum and delta prediction in the
entry is equal to a pair of them calculated from the updated offsets
in the offset buffer. If the equality happens, the table will get a hit,
so called table hit. Otherwise, the table will get a table miss.

In implementation, we employ a flag to denote whether each
Sigma-Delta Table obtains a table hit or not. On the other hand, a
table miss score is counted with 2-bit saturating counter. If a table
reaches a maximum table miss score, 3 with the 2-bit counter, all
the entries in the table will be removed and new entries will, then,
be generated by more recent offsets stored in the offset buffer. After
training is finished, the table attaining a table hit and having lowest
table miss score is used as top priority for prefetching.

(a) Sigma-Delta Table with no on-the-fly (b) Sigma-Delta Table with on-the-fly

Figure 7: Sigma-Delta Table usage (a) no on-the-fly (b) on-the-fly

3.1.3 On-the-fly table

We propose to use the Sigma-Delta Table on the fly to avoid no
prefetching issued until the table is full of its entries. That is, we
employ the table even under construction to generate a candidate
of a prefetch to reach further increase in coverage. The on-the-
fly table is effective in increasing coverage since it can generate a

prefetch while the table either accumulates its entries or replaces its
existing entries with new entries due to reaching a maximum table
miss score. Also, the table can generate prefetches sooner based on
the few patterns that belong to the new page accessed for the first
time. According to our design intention, the IPC speedup increases
by 1.3% due to the increased coverage; IPC speedup is 1.055 to
1.126 in Figure 7b versus 1.04 to 1.11 in Figure 7a.

3.1.4 Referring to other pages

Multiple Sigma-Delta Tables are generated to figure out the offset
patterns for individual page. In [2], the author proposes referring
to those tables so other near pages can reference the offset patterns
to issue their prefetches. In other words, each page refers to the
offset pattern, the pairs of Delta Sum and a Delta, in the table that
has been accessed little earlier. So, the patterns detected from both
currently accessed page and earlier accessed pages are utilized for
current prefetch issue. Especially, this referring method should be
effective in generating diverse prefetches when the page does not
have enough identified patterns due to first time access to the page,
early stage of building the Sigma-Delta Table, etc.

Figure 8: libq: Example of Spike Pattern

Figure 9: Number of Referred Pages Sensitivity

Furthermore, the referring mechanism gives a chance to mine
performance improvement from irregular pattern. For example,
spike pattern, the delta sequence with the single delta of +7, shown
in Figure 8 from leslie benchmark is hard to be predicted due to
its minority in patterns. Also, the delta spike can appear irregu-
larly and its magnitude can be variable. Based on locality property
among near pages, it is possible that preceding pages go through
both the same timing and magnitude of spike pattern. So, we lever-
age access patterns of the preceding page in generating prefetches
for subsequently accessed pages.
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Obviously, there should be a cost of an initial miss in capturing
the irregular pattern when the pattern shows up for the first time.
With the sacrifice of the initial miss, the the pattern can be identi-
fied and referred by other near pages that may go through the same
access pattern. This method is very effective to performance im-
provement for some benchmarks such as calculix, lbm, leslie, libq,
soplex, etc. through simulation. In those benchmarks, some of the
pages that are accessed sequentially tends to have the same offset
patterns.

Compared to other prefetchers, BOP[11] is not successful in
identifying the delta spike pattern since the prefetcher focuses only
on globally optimal offset, using only delta value of +2 as a major-
ity. GHB[9] could succeed in predicting the pattern as it captures
two consecutive deltas as a pair, preserving the sequence of indi-
vidual delta. By maintaining the delta sequence, GHB constructs
pairs of two adjacent deltas such as (+2,+2), (+2,+7), and (+7,+2)
that are used as a prefetch key. So, the pair, (+2,+2), is used to
predict the spike delta, +7. However, in the case that the magni-
tude of next delta spike varies, GHB is hard to predict correct spike
delta. Furthermore, GHB needs hardware storage in order to store
the pairs of two deltas.

The performance improvement from referring to other pages is
shown in Figure 9 with different number of referred pages. There
is a 39% increase in prefetch coverage between no page referred
and 16 pages referred. On the other hand, there is a 40% de-
crease in accuracy ratio between them. As a result, IPC speedup
increases by 6%. On the other hand, coverage, accuracy ratio, and
IPC speedup are almost the same among 16 to 128 referred pages.
Also, referring to 256 pages degrades IPC speedup by 3.9% due to
the decrease in prefetch coverage by 9.3%. Performance degrada-
tion occurs in the case that we refer many pages, which contains
pages accessed in the distant past. With the observation, 32 pages
are set to be referred.

Figure 10: Block Address Buffer Sensitivity

3.2 Block Address Buffer

As discussed in Section 2.4, [2] proposes recording memory ad-
dresses that have been prefetch requested, including prefetch hit
addresses. So, the access pattern can be preserved as the original

pattern of the miss addresses. The paper offers a block address
buffer to store the history of recent prefetch addresses. The record
is used for multi-degree prefetching that indicates issuing multi-
ple prefetchings per prefetch prediction. Additionally, the history
helps filter out duplicate prefetches that are issued in the past.

As shown in Figure 10, there is an IPC speedup increase of
3.7% between no prefetch buffer and 12 prefetch buffers, because
prefetch coverage increases by 76% while accuracy ratio decreases
by 14%. On the other hand, compared to 12 buffers, 32 buffers
shows 0.27% increase in IPC speedup. Also, there is no significant
IPC speedup improvement with more than 32 buffers. The result
represents that an optimal number of buffers is 32 since more than
32 buffers requires more hardware overhead with little return.

4 Performance Evaluation
We evaluate the performance of the prefetcher, BRP, with added
techniques mentioned in the previous section. We compare it with
other prefetchers’ performance in terms of IPC speedup, accuracy
ratio, and coverage, in this section.

4.1 Simulation Methodology
To evaluate BRP and other prefetchers, a subset of both the SPEC
CPU 2006 benchmark[24] and 2017 benchmark[25] is used since
the SPEC CPU 2006 benchmark is known as memory-intensive
characteristics and SPEC CPU 2017 is developed recently. We use
individual thread for a single core simulation and 4-thread mixes
randomly selected from the benchmark for 4-core simulation. Sim-
points [26], of which the interval is 10M instructions, are used
to measure the IPC speedup. We simulate 200M instructions as
a warmup and then measure the performance with the following
200M instructions. ChampSim simulator[27] is used for the eval-
uation. The framework of the Champsim simulator is the 3rd Data
Prefetch Championship.

Table 1: Processor Configuration

Core Parameters 1-4 Cores, OoO, 4GHz,
256 entry ROB, 4-wide

Branch Predictor 16K entry bimodal,
20 cycle misprediction penalty

Private L1 Dcache 32KB, 8-way, 8 MSHRs, LRU, 4 cycles
Private L2 Cache 256KB 8-way, 16 MSHRs, LRU

8 cycles, Non-inclusive
Shared L3 (LLC) 2MB/core, 16-way, LRU

12 cycles, Non-inclusive
Main Memory 4GB, 1-2 64 bits channels,

8 ranks/channel, 8 bank/rank, 1600MT/s

Table 1 summarizes the simulation configuration for the testing
systems. The CPU is clocking at 4 GHz clock rates per core with
an out-of-order scheduler. Each CPU core has its private cache; L1
and L2 cache. All the four cores shares a single L3 cache. The L1
cache is divided into instruction and data cache, of which size is 32
KB. L2 cache size is 256KB. The block size and page size of the
cache is 64B and 4KB, respectively. In the single core simulation,
single DRAM channel is adapted. In the 4-core simulation, two
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DRAM channels are adapted. Also, L1 and L2 cache contain 8 and
16 prefetch queues, respectively.

L1 and L2 cache have 8 and 16 miss MSHRs, respectively. The
prefetch queue temporarily holds the block address which is re-
quested for prefetching until it is issued. The MSHR and prefetch
queue helps CPU continue to execute following instructions of a
program since they store pending cache misses and prefetches.
Only L2 cache access initiates the prefetcher and no prefetcher ex-
ists in other cache levels. All the prefetched data are stored into
either L2 cache or L3 cache.

The performance of this work is compared with the origin
work, BRP, as well as prefetchers such as SPP, PPF, BOP, and Berti,
which are discussed in section 2. Those prefetchers are compared
in terms of following three metrics; IPC speedup, prefetch accu-
racy ratio, and prefetch coverage. We use the original code of these
prefetchers submitted to DPC-2 and DPC-3. We follows BRP’s
configuration which is set as follows: 1) Delta history length up to
3; length of 1, 2, and 3. 2) Maximum entries of 3 in sigma-delta
table. 3) Block offset buffers for 512 pages. 4) Referring 32 pages.
5) 25 block address buffers.

(a) SPEC 2006: The impact of prefetch accuracy ratio and coverage on IPC speedup

(b) SPEC 2017: The impact of prefetch accuracy ratio and coverage on IPC speedup

Figure 11: Single-core IPC speedup

4.2 Single Core Performance

Figure 11 shows the average IPC speedup of all the prefetchers
with both SPEC 2006 and 2017 benchmark. The IPC speedup is
a normalized IPC value to the IPC value of no prefetching base-
line. Our work outperforms all the other prefetchers with the best
average IPC speedup of 1.257 and 1.143 on SPEC CPU 2006 and
2017 benchmark, respectively, due to the widest prefetch cover-
age. As shown in Figure 11a, in SPEC CPU 2006 benchmark, our
work exhibits 58.2%, 50.3%, 36.3%, 15.4%, and 3.5% improve-
ment in coverage over BOP, SPP, Berti, PPF, and BRP, respectively,
as our work shows the lowest accuracy ratio according to the de-
sign intention. So, our work achieves 25.7% IPC speedup improve-
ment, which is 15.3%, 8.9%, 6.7%, 2.9%, and 2.5% more than
the BOP, Berti, SPP, PPF, and BPR, respectively. Also, in SPEC
CPU 2017 benchmark, as shown in Figure 11b, our work exhibits
50.5%, 47.9%, 35.6%, 16%, and 6.5% improvement in coverage
over BOP, SPP, Berti, PPF, and BRP, respectively. So, our work
achieves 14.3% IPC speedup improvement, which is 7.7%, 6.4%,
3.2%, 2.7%, and 4.5% more than the BOP, Berti, SPP, PPF, and
BPR, respectively.

(a) SPEC 2006: IPC speedup by individual benchmark

(b) SPEC 2017: IPC speedup by individual benchmark

Figure 12: IPC speedup by Benchmark

Figure 12 represents IPC speedup by individual benchmark. In
SPEC CPU 2006(Fig. 12a), our work shows significant IPC im-
provement from benchmarks such as GemsFDTD, leslie, libq, so-
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plex, sphinx, xalancbmk, and zeus, as compared to no prefetching
baseline. This is because our work achieves high coverage from
them by generating large number of useful prefetches as shown in
Figure 13a. Especially, our work achieves the best IPC speedup in
10 applications such as calculix, gromacs, leslie, soplex, etc., com-
pared to other prefetchers. As compared to the original work, BRP,
our work shows better IPC speedup across nearly all the bench-
marks. For example, our work exhibits 5%, 8%, and 7% IPC
speedup improvement in leslie, sphinx, and xalancbmk, respec-
tively.

In SPEC CPU 2017(Fig. 12b), our work shows outstanding IPC
improvement from applications such as cactuBSSN, pop2, and fo-
tonik3d, as compared to no prefetching baseline. This is because
our work achieves high coverage from them by generating large
number of useful prefetches as shown in Figure 14a. Especially,
our work achieves the highest IPC speedup in 16 out of 20 bench-
marks. As compared to BRP, our work also shows better IPC
speedup across nearly all the benchmarks; especially, our work ex-
hibits 20%, 8%, and 6% IPC speedup increase in mcf, x264, and
fotonik3d, respectively.

(a) SPEC CPU 2006: The number of useful prefetches by Individual Benchmark

(b) SPEC CPU 2006: Accuracy Ratio by Individual Benchmark

Figure 13: Coverage and Accuracy Ratio with SPEC CPU 2006

As shown in SPEC CPU 2006(Fig. 13a), our work generates
the largest amount of useful prefetches in the applications such
as bzip2, calculix, gromacs, lbm, leslie, sphinx, xalancbmk, and

zeus so that we have the highest IPC speedup. For those applica-
tions, high coverage is a key to predict their patterns, which would
be diverse and irregular. On the other hand, in those applications
such as gcc and mcf, our work generates the largest number of use-
ful prefetches, which brings the highest coverage on them, but our
work does not reach the highest IPC speedup. This is because that
the comparable accuracy ratio would be also required to achieve
better IPC speedup.

(a) SPEC CPU 2017: The number of useful prefetches by Individual Benchmark

(b) SPEC CPU 2017: Accuracy Ratio by Individual Benchmark

Figure 14: Coverage and Accuracy Ratio with SPEC CPU 2017

As shown in SPEC CPU 2017(Fig. 14a), our work generates the
largest amount of useful prefetches in the applications such as lbm,
omnetpp, xalancbmk, x264, pop2, deepsjeng, nab, fotonik3d, and
xz so that we have the highest IPC speedup on them, accordingly.
For those applications, high coverage is a key factor to achieve the
high IPC speedup because they would have diverse and irregular
patterns. On the contrary, in those benchmarks such as mcf and
camp4, our work does not achieve the highest IPC speedup even
though the highest coverage is reached with the largest number of
useful prefetches. This is because the enough accuracy ratio would
be also involved.
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Table 2: SPEC CPU 2006: Multi Programmed Workloads

mix0 GemsFDTD, astar, bzip2, cactusADM
mix1 calculix, gcc, gromacs, h264ref
mix2 lbm, leslie3d, mcf, soplex
mix3 sphinx, tonto, xalancbmk, zeus

Table 3: SPEC CPU 2017: Multi Programmed Workloads

mix0 perlbench, gcc, bwaves, mcf
mix1 cactuBSSN, lbm, omnetpp, wrf
mix2 xalancbmk, x264, cam4, pop2
mix3 exchange2, fontonik3d, roms, xz

(a) SPEC CPU 2006

(b) SPEC CPU 2017

Figure 15: 4-core IPC speedup

4.3 Multi-Core Performance

We generate 4 multi-programmed mixes, each consists of 4 traces
as shown in the two tables; table 2 and table 3. Each trace in the
mix is assigned to a different core for the multi-core simulation.

In SPEC CPU 2006(Fig. 15a), our work accomplishes 20.6%
geometric mean IPC speedup increment across 4 mix workloads,
compared to no prefetching baseline. Especially, our work exhibits
33.8% IPC speedup improvement in mix3 over the baseline, since

our work is effective to appllications such as sphinx, xalancbmk and
zeus in 4-core configuration as well. The performance improve-
ment of our work is the best among all the prefetchers. our work
surpasses the second highest one, Berti, by a 1.0% IPC speedup.
Compared to single core test, in multi-core test, the IPC speedup
improvement of our work over Berti reduces by 7.9% since the our
work issues more prefetches than berti, throttling LLC and DRAM
bandwidth.

In SPEC CPU 2017(Fig. 15b), our work accomplishes 22%
geometric mean IPC speedup increase over no prefetching base-
line across 4 mix workloads, which is the best performance im-
provement among all the prefetchers. Especially, our work shows
41.2% IPC speedup improvement in mix3 over the baseline, since
our work is effective to appllications such as fontonik3d and xxz
in 4-core configuration as well. Our work outperforms the second
highest one, SPP, by a 2.1% IPC speedup. Compared to single core
test, in multi-core test, the IPC speedup improvement of our work
over SPP reduces by 1.2% since the aggressive prefetching of our
work throttles LLC and DRAM bandwidth more in the multi-core
configuration by generating both high number of useful and useless
prefetches.

(a) SPEC CPU 2006

(b) SPEC CPU 2017

Figure 16: Single-Core: L1$ and L2$ prefetching IPC speedup
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4.4 Multi-level prefetching performance

We added an L1 cache prefetcher to the test configuration to com-
pare the performance of the prefetchers with IPCP which proposes
multi-level prefetching, by an L1 prefetcher and an L2 prefetcher
at the same time. We combine the IPCP L1 prefetcher with other
proposed prefetchers acting as L2 prefetchers to conduct the test.

The L1 prefetcher of IPCP provides 17.8% and 11.1% IPC
speedup in SPEC CPU 2006 and 2017, respectively, as compared
to no prefetching. As shown in Figure 16a, our work shows the
highest IPC speedup with an additional of 0.093% IPC speedup
made by the L1 prefetcher in SPEC CPU 2006 benchmark; Our
work outperforms the second highest, PPF, by 1.2% IPC speedup.
In this test, BOP receives the maximum benefit of 0.131% IPC
speedup, an increase from 1.104% to 1.235%, due to the IPCP L1
prefetcher. As shown in Figure 16b, in conjunction with the IPCP
L1 prefetcher, our work also achieves the highest IPC speedup, sur-
passing the second highest, IPCP(L1+L2), by 0.018% in the IPC
speedup. Please note, the L1 prefetcher gain here is only 0.004%,
of the lowest amount.

Figure 17: Multi-Core: L1$ and L2$ prefetching IPC speedup

In 4-core simulation, the two level IPCP prefetcher reached the
hightest IPC speedup in SPEC CPU 2017, with 1.265 in average.
As indicated in Figure 17, our work achieved the second highest
performance in average, with an IPC speedup of 1.239, surpassed
by the IPCP(L1+L2) only by 0.026%.

Table 4: Prefetcher Storage Overheads

Buffer-referred Prefetching(BRP) 5.512KB
Signature Path Prefetching(SPP) 5.507KB
Perceptron-Based Prefetch Filtering(PPF) 39.34KB
Best-Offset Prefetching(BOP) 1.85KB
Best-Request-Time Prefetcher(Berti) 22.1KB

4.5 Storage Overhead And Performance Contribution

The total hardware storage of our work is equal to the hardware
overhead of the original work, BRP, of which the overhead is
5.512KB, with each individual component shown in Table 5. Our
work does not increase the hardware overhead from the original

work. There is no extra hardware overhead required with the intro-
duced mechanism of employing incompletely trained Sigma-Delta
Tables for generating prefetch candidates. Furthermore, we utilize
the original Sigma-Delta Table under construction so no additional
hardware is needed. The component with the largest overhead is
block offset buffer (3.32KB). The buffer stores multiple 6-bit off-
sets per page. Berti holds heavy hardware overhead of 22.1KB,
because it pursues an increase in both prefetch coverage and ac-
curacy at the same time. Especially, the heavy overhead of Berti
is caused by adapting diverse features such as instruction pointer,
recorded page table, etc. in order to ensure prefetch accuracy. As
shown in Table 5, BOP has the lowest overhead since its storage
contains a few cache lines that has been requested recently. How-
ever, BOP derives low performance since the storage is employed
to find out global best offset value as a simple manner.

Table 5: BRP Storage Overhead

Structure Quantity Component Storage
Block 512 Offsets(6bit),
Offset Tag(16bit),
buffer lru(9bit), 33280 bits

burst mode(2bit),
aggressiveness(2bit),

Sigma-delta 1536 history length(2bit),
table valid(1bit),
accessories miss count(2bit), 9216 bits

hit flag(1bit)
Block 25 address(64bit) 1600 bits
Address
buffer
Total = 33280 + 9216 + 1600 = 44096 bits = 5.512KB

With the virtual Sigma-Delta Tables, nearly 45% of hardware
storage is saved against using real Sigma-Delta Tables in total stor-
age overhead. Hardware storage is allocated for storing block off-
sets in the buffers but then the table is virtually generated only when
they are used, instead of giving permanent hardware storage for
the real tables. The block offset buffers only except its accessories
occupy 2.304KB; 512 buffers exist(each for a single page), each
buffer has 6 block offsets, and each offset is 6-bit long. On the other
hand, when the real Sigma-Delta Table is adapted with assigned
constant storage, the total hardware overhead occupies 6.912KB; 3
tables exists per page (total 512 pages), there are 3 entries per table
and each entry is of 12 bits (6 bits for delta sum and the other 6
bits for delta prediction). About 67% storage is reduced in terms
of constructing pattern tables for prefetching, and about 45% hard-
ware overhead decreases in terms of total hardware overhead.

5 Conclusion

In this paper, we have shown an extended work of Buffer-referred
Prefetching, achieving high performance gain with low hardware
overhead. First of all, it provides techniques that increase the
prefetch coverage with no additional hardware overhead, compared
to the original work. With such techniques, our work helps bring
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out lots of useful prefetches from Sigma-Delta Tables under con-
struction even though the table is not complete in its training. The
technique is effective to the cases that few access patterns generated
due to new page access, pattern transfer within the same page, and
irregular patterns. This paper also offers a refined metric, called
accuracy ratio, for measuring prefetch accuracy in order to directly
take into account both performance improvement and degradation
from a prefetcher. Future work would be to add a perceptive fil-
ter as a replacement of the block address buffer to achieve better
prefetch filtering or well-tuned aggressive prefetching. Our work
accomplishes 25.7% and 20.6% IPC speedup improvement over no
prefetching baseline with single- and 4-core configuration, respec-
tively, in SPEC CPU 2006 benchmark. In SPEC CPU 2017 bench-
mark, our work reaches 14.3% and 22.1% IPC speedup increase
over no prefetching baseline with single- and 4-core configuration,
respectively. Compared to the original work, we have 2.5% and
3.8% IPC speedup increment with single- and 4-core configuration,
respectively, in SPEC CPU 2006. In SPEC CPU 2017, our work
achieves 4.5% and 5.5% IPC speedup improvement with single-
and 4-core configuration, respectively, over the original work. Our
work outperforms the 2nd best prefetcher, PPF, by 2.9% and 2.7%
IPC speedup with single- and 4-core configuration, respectively, in
SPEC CPU 2006. In SPEC CPU 2017, our work surpasses both
Berti by 1% and SPP by 2.1% IPC speedup with 4-core configura-
tion in SPEC CPU 2017.
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 The constant evolution of Information and Communication Technologies, Internet, access 
to different free software, among others; they generate problems in the management of 
information security in companies; to mitigate risks, vulnerabilities, and information 
threats, an alternative was presented considering that information security systems are the 
basis for decision-making at the government, strategic, tactical, and operational levels. The 
objective is to design a security prototype applied to business management to mitigate risks, 
vulnerabilities and threats to information. The deductive method and exploratory research 
were used for the analysis of the information. Turned out prototypes that allow mitigating 
risks, vulnerabilities and threats in information management for data control and integrity. 
It was concluded that the security prototype proposed for a commercial information system; 
it is security system suitable for public and private companies. In the simulation carried 
out, it was determined that if the number of risks and threats is high, there will be a greater 
probability that a problem will arise in the security of the system. 
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1. Introduction 
Information security problems are persistent in most 

public and private institutions according to what the 
author’s state in this document. To mitigate vulnerabilities, 
threats and information risks, they define a basic 
methodology based on Coras, Ebios, Magerit, Cramm, 
Octave, which have relevant advantages. This document is 
taken as a reference to continue with the investigation with 
the objective of presenting additional alternatives [1]. With 
the constant advances in technology and internet access, it 
has become easier to access information that is not 
protected, causing more frequent information security 
problems, putting at risk the proper management of 

information, which is one of the main assets of commercial 
companies [2]. Guaranteeing the correct functioning of the 
data and the transmission of information from one user to 
another. The misuse, modification or unauthorized access 
to information, whether commercial or of any other kind, 
can affect the privacy or well-being of an organization, 
person and society. Security models based on rules and 
policies should be used [3].  The vulnerability is a weakness 
in the operating system that allows to violate the 
confidentiality, integrity, availability, access control in 
systems [4]. The existence of vulnerabilities gives way to 
threats, which can be external or internal. The threat 
assessment process is the biggest problem in information 
security, because the source of vulnerability and threat in 
an information system can be hidden until the attack begins, 
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which generates insufficient security controls that generate 
a high level of risk to the organization [5]. To minimize the 
availability of threats and vulnerabilities in organizations, 
the risk assessment process is defined, which must be 
carried out by an expert[6]. By information asset, we mean 
any good or service used so that institutions or 
organizations can operate and meet the objectives 
established in their mission and business vision[7]. 
Adequate information security requires that organizations 
determine the risks to which they are exposed, since 
companies that are dedicated to commercial or economic 
management frequently report losses due to failures and 
attacks on their servers. Due to the problems that arise, 
controls are established for the configuration of processes, 
hardware equipment, applications and operating 
systems[8]. Currently, security prototypes must be 
implemented that determine, analyze, evaluate and classify 
risks, to implement control mechanisms and prevention 
measures that will be implemented in the short and long 
term[9]. Avoiding attacks like DDoS (DDoS attacks take 
advantage of network capacity limits, allowing them to 
send multiple requests either in the form of emails with 
malicious files or links to web pages); Black Hat, Gray Hat, 
etc. taking into account four main strategies of risk 
treatment such as: risk avoidance, acceptance, transfer and 
treatment[10].  

Why is it necessary to generate a security prototype to 
mitigate risks, vulnerabilities and threats for the control and 
integrity of data in business management? 

To mitigate risks in information systems, to avoid large 
financial losses and reputational damage from misuse of 
technology by users of an organization. 

The objective is to design a security prototype applied to 
business management to mitigate risks, vulnerabilities and 
threats to information.The deductive method is applied, 
exploratory research for the analysis of information related 
to the research topic.Turned out prototypes that allow 
mitigating risks, vulnerabilities and threats in information 
management for data control and integrity. 

It is concluded that the security prototype proposed for a 
commercial information system; it is security system 
suitable for public and private companies. In the simulation 
carried out, it was determined that if the number of risks 
and threats is high, there will be a greater probability that a 
problem will arise in the security of the system. 
2. Materials and Methods 

The information from the references detailed below was 
used to analyze the prototypes oriented to information 
security in different organizations; to determine which 
prototype is the most suitable and optimal for security. The 
design of a prototype takes into account the architecture of 
the security infrastructure validated in different layers 
using elements suitable for the infrastructure. 
2.1. Related Jobs 

Information security is important and a priority for 
business management; the threats put at risk the operations 

of the companies the same ones that the CIA can 
protect[11]. They explore the structure of knowledge, 
development and future trends in the area of information 
security; in order to provide a comprehensive review of the 
literature on information security risks; when incidents 
occur and cause serious damage to information[12]. Risk 
assessment processes are one of the most important factors 
for the development of an information system[13]. They 
present a comprehensive methodology for IT risk 
management based on globally accepted standards such as 
ISO 31000 and ISO/IEC 27005, which define the 
appropriate requirements for risk management; 
nevertheless[14]. The authors define those cyber threats 
generate risks for an organization. To quantify the risks, the 
differences between the risks of cyber threats and other 
compliance vectors are analyzed. Results determine actual 
and potential losses from cyber threats[15]. Absolute 
reliance on control, monitoring and surveillance 
mechanisms should be considered risky. They prove to be 
a useful instrument to indicate the importance of successful 
information system measures and to reveal 
weaknesses[16]. A security assessment management 
database can be used that can store and manage all available 
versions and translations of the ISO / IEC 15408 and ISO / 
IEC 18045 series, related documents and all intermediate 
products in a secure and convenient way[17]. Flexible AC 
transmission system devices and associated data exchange 
cybersecurity are necessary for the control of wide-area 
power networks. They verify published cybergraphic 
which can significantly hide data sharing[18]. This article 
focused on the vulnerability of software and the internet 
and the accumulation of raw information in big data, which 
are serious problems in computing[19]. The authors 
proposed the technological capacity they have to mitigate 
internal threats in computer security systems, with a 
systematic review of mixed methods[20]. The COBIT 
guide identifies the level of maturity in ICT management; 
that allows project management to be more effective and 
efficient in different areas such as: Information security, 
software development, etc.[21]. The Chinese Wall security 
model regulates the binary relationship "Conflict of 
interest", considers the CIR to be an equivalence 
relationship, using the Chinese Wall policy as a security 
model. A security model is a design that promotes 
consistent and effective mechanisms for defining and 
implementing controls[22]. 

In the table 1. Contains the best-known security models. 
These security models are used to guarantee the 
confidentiality of the information, because the security 
models are more precise and detailed, and are used as 
guidelines to create and evaluate systems. 

Table 1: Security Models  
Model Concept Ref. 
Clark-
Wilson 
model 

Seeks the security of data integrity, 
managing the modification of the 
access control mechanism. 

[23] 
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This model is based on the 
classification of applications 
establishing an order. 

Chinese 
Wall 
Model 

Oriented to guarantee 
confidentiality by reducing conflicts 
of interest, implementing security 
policies.  
It consists of access policies 
implemented on the data, whether 
applications or databases, 
preventing the same person from 
entering two databases of different 
companies that are in the same 
business area. 

[22] 

Bell-
LaPadula 
Model 

They focus on the roles of users and 
objects. They consider arrays to be 
able to provide access. 
In this model, it must be checked if 
the user has authorized access in the 
assigned security mode, based on 
their role or work profile. 

[24] 

The authors conclude that cloud computing is an 
emerging technology that uses the Honey Bee. Which is 
similar to cloud access control mechanism [24]. The 
authors determined an area of cognitive cryptography that 
is connected with universal cryptosystems, to link 
cognitive computational models with classical 
cryptographic procedures. With the combination of 
cryptographic techniques and cognitive approaches define 
cognitive cryptography [25]. The authors conclude that 
security solutions are centralized in the scalability of IoT 
environments. The IoT ecosystem can include DLT as a 
layer so that more devices can benefit from its features[26]. 
Define that cloud computing can provide various server 
attributes to process information in the cloud, which makes 
Smart-meter a suitable device [27], OCTAVE Allegro is a 
guide used by banks for information system risk 
management. The implementation of risk management 
focuses on the threats and vulnerabilities of each critical 
asset it owns, the bank can discover the risks, threats, 
vulnerabilities with their respective impact on each critical 
asset [28].  

Table 2:  Types of Risks 

Type Concept Ref. 
Business Risk It comes from the effect of 

uncertainty that arises from the 
organization's business 
objectives. 

[28] 

Investment Risk It comes from the effect of the 
uncertainty of the investment 
objectives of the organization. 

[28] 

Quality Risk It comes from the effect of 
uncertainty towards the quality 
objectives of the organization. 

[28] 

Operational risk It comes from the effect of 
uncertainty of the operational 
objectives of the organization. 

[28] 

Technological 
Risk 

It comes from the effect of 
uncertainty of the technological 
objectives of the organization. 

[28] 

Financial risk It comes from the effect of 
uncertainty of the financial 
objectives of the organization. 

[28] 

In the table 2. Contains the evaluation of the concepts of 
the different types of risks implemented in relation to the 
reviewed articles. 

They conclude that an artificial intelligent network is a 
new way of manipulating an electrical network, which 
combines information and communication technology; in 
order to provide more effective and efficient services [29]. 
The authors determined that large parts of an organization's 
critical data currently reside in databases, making them an 
attractive target for cyber attackers. At the same time, cyber 
attackers increased their skill set leading to sophisticated 
attacks in the recent past [30]. The authors concluded that 
real threats can be detected through the assessment of risk 
values using the expression approach based on quantitative 
values. Assessment of risk values on qualitative scales is 
easier for practical implementation [31]. They concluded 
that a cloud model is qualitative and uses three digital 
features. They determine that the use of an uncertainty 
transformation model reflects the theories of confounding 
and randomness [32]. This article focused on 
demonstrating the value that a formal risk assessment 
technique such as EBIOS can have when considering the 
use of the smart grid, with respect to security solutions [33]. 
The authors proposed the use of cyber risk insurance 
products to reduce losses from cyber risk, showing future 
financial rewards and the benefits of obtaining cyber 
insurance [34]. The authors propose a risk management 
model based on the OCTAVE-S methodology and the 
ISO/IEC 27005 standard. The model has a quantitative 
approach that calculates the residual risks based on the 
effectiveness of the assigned controls [35]. They propose a 
CMMI model that allows the identification of gaps or 
weaknesses to establish continuous improvement processes 
[36]. The authors propose that companies, in order to 
optimize ICT management, should consider a customized 
standard prototype or model to save resources; considering 
methodologies and standards such as: Cobit, ITIL, Coso, 
ISO 27001, among others [37]. They propose a MePRiSIA 
security prototype, designed as a risk prevention 
methodology; considering the human factor in all phases 
[38]. This article focuses on comparing different methods 
for measuring and evaluating security risks, highlighting 
the importance of risk management assessment standards 
and methods [39]. The authors mention that when 
administrative processes are affected by cyberattacks, the 
management of public organizations has serious problems 
in decision-making [40]. The authors proposed several 
types of methods that allow to optimize processes and flow 
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in information security; considering as a starting point the 
definition of vulnerabilities and risk analysis [41]. The 
authors analyze the practical architecture of vulnerability 
information exchange for security risk analysis in the 
automotive sector [42]. The authors propose a model to 
determine the threats and to be able to calculate the 
probability of the attacks and the costs of the attacker. They 
determine that the logs delivered by the IoTRiskAnalyzer 
program help IoT specialists to define proper system 
configurations [43]. The authors proposed an ISRM 
process model that complements information security risk 
management processes. The ISRM model was adapted 
from Endsley's situational awareness model [44]. The 
authors proposed a quantitative method for risk assessment, 
using formal mathematical distributions with historical 
data to improve granularity, and make the assessment more 
realistic with respect to cyber-physical systems in computer 
systems that use cloud services in general. This 
methodology supports risks to associated asset-based 
processes running in the cloud [45]. The authors proposed 
a quantitative model, so that the interested parties that use 
the system quantify the risks they assume with the security 
of their assets regarding the threats, so that the 
organizations make adequate security decisions. It also 
allows defining average costs for the problems that are 
generated by the failure of the systems [46]. The authors 
propose a semantically enhanced model for security 
management; classifying the security threats identified by 
the IDS. The system allows management decisions 
regarding the selection of security controls to obtain a 
maximum return on investment in security [47]. They 
propose a risk assessment method to assess quantitative 
risk, using fuzzy rules to assess vulnerabilities and 
uncertainty [48]. They propose a software system with a 
web application format, to identify, evaluate and neutralize 
the risks of information and other systems from anywhere 
[49]. The CORAS method allows the evaluation of security 
risks for hierarchical processes that can be considered as 
the basis for the analysis in this investigation [50]. The 
ISO31000:2009 that allows enterprise risk management 
(ERM), to improve security management in companies at 
the corporate level [51]. 

2.2. Methods 

The related methods are detailed below: Cyber Attacks 
List, Methodologies and security prototype models, 
Security Prototype Comparative Table, Risk Matrix and 
Methodology to generate results. 

2.2.1. Cyber Attacks List 
Computer attacks are considered as malicious attempts 

or acts by a group of people seeking to identify 
vulnerabilities with the aim of causing damage or problems 
to a computer system or network, they occur as a result of 
some vulnerability or weakness in software or hardware. 

 

 

 

Table 3:  Cyber Attacks List 
Attack Process Ref. 

Two Disables access to a system, an 
application or a machine, in 
order to block the service for 
which it is intended; This attack 
is known as HTTP DoS. 

[52] 

Cyber 
espionage 

It involves the attacker obtaining 
confidential information from a 
user without permission. 

[30] 

Black hat They are based on tricking 
search engines to obtain 
sensitive information from 
vulnerable users for malicious 
purposes. 

[53] 

Gray hat Use artificial links with natural 
patterns, to be able to access in 
an unnoticed way without using 
massive or abusive methods.  

[40] 

Unauthorized 
access 

It consists of unauthorized 
access to an information system, 
to obtain access codes or 
passwords. 

[54] 

Table 3. described the different attacks that can affect 
the different information systems. 

2.2.2. Methodologies and security prototype models 
The methodologies allow a correct analysis of 

information security risks, which allow creating security 
prototypes to mitigate security problems. 

2.2.3. MAGERIT 
It is a public methodology that belongs to the Ministry 

of Public Administrations and was developed by the 
Superior Council of Electronic Administration, 
determining the threats to generate control and improve the 
protection of assets. Magerit, supports organizations to 
carry out the evaluation, audit ertification or accreditation 
process. The only disadvantage of this methodology is that 
its implementation is expensive, since the assets are 
converted into economic values, it uses both a qualitative 
and quantitative model to perform the risk assessment[45]. 

 

 

 

 

 

 

Figure 1: Phases of the Magerit process 
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In the Figure 1. Each phase a set of equations can be 
found that will allow to find the value of the estimated 
annual loss or residual risk.  Given the MAGERIT 
methodology, the following equations can be proposed to 
find the residual risk value, taking into account the assets 
that the organization owns, threats and risks that may arise.  

* (%)I A D=                                                                         (1) 
*R I FA=                                                                                (2) 
[ *(1 (%))]*[0.1*(1 (%))]RR R S ES= − −                    (3) 

 
 
where: 
I = Impact 
A = Asset Value 
D (%) = Percentage of Degradation of a Threat 
R = Risk  
FA = Estimated annual frequency 
S (%) = Percentage of Effectiveness of Safeguards on Impact 
ES (%) = Percentage of Effectiveness of Safeguards over 
frequency 
RR = Residual Risk 
 
2.2.4. OCTAVE 

This prototype has an account of the operational risks 
regarding internal users. Identifies and assesses critical 
assets and/or threats to the organization, tracks risks, and 
establishes key components and technical vulnerabilities 
causing the risks[45]. 

Table 4: Advantages and Disadvantages of the OCTAVE methodology 

Advantage Disadvantages Reference 
Modification of the 
information system 
in the early stages of 
development. 

Its administration is 
difficult. 

[45] 

It allows the 
developer to know 
the requirements of 
the users and / or 
clients. 

It can only be 
implemented in 
medium and small 
institutions. 

[45] 

Initial changes 
during project 
development are less 
expensive. 

Unforeseen changes 
arise that slowly down 
the advance of the 
prototype. 

[45] 

Includes risk analysis 
and management 
processes in 
organizations. 

Deep technical 
knowledge is required 
for its implementation. 

[45] 

Table 4 shows the advantages and disadvantages of the 
OCTAVE methodology. 

In the figure 2. Shows the operational process of the 
OCTAVE model, which has three phases. Phase 1 deals with 
the vision of the organization, in this phase the elements are 
specified as assets; vulnerabilities; threats and security 
requirements. This phase is responsible for arranging and 
organizing the entire plan to be executed in the risk analysis. 
Phase 2: Technological vision, in this phase the key 

components and technical vulnerabilities of information 
systems are analyzed. Phase 3: planning of measures and risk 
reduction, this phase is responsible for classifying the risk 
assessment, strategies, risk weighting and the risk reduction 
network plan, in this phase an appropriate strategy must be 
sought to risk management. 

 
Figure 2. OCTAVE prototype process 

A risk assessment is very particular to each organization 
and it would not be appropriate to develop assessments based 
on results obtained from other organizations. 

2.2.5. MEHARI 
 It is a methodology that provides a set of tools that allow 

a quantitative and qualitative risk analysis to be carried out, 
it is designed to unite the processes of business risk analysis 
and future risk analysis. Its analysis is carried out based on 
three criteria [36]: 

• Confidentiality 
• Integrity 
• Availability 

 This methodology depends on the use of a database of 
information and computerized techniques to carry out the 
evaluation of each one of the risks 

2.2.6. CRAMM 

 It is a method of analysis and risk control that allows 
identifying, measuring and minimizing the attacks to which 
organizations are exposed. It performs a qualitative and 
quantitative risk analysis, known as a mixed methodology, 
in order to have a clear vision of the threats, based on a 
matrix where the rows represent the assets and the columns 
the risks that could affect the integrity, availability and 
confidentiality of the information. CRAMM is a simpler 
and lower cost methodology compared to the MAGERI 
methodology[3]. To carry out a risk analysis with the 
CRAMM methodology, elements such as: 

• Goods 
• Vulnerabilities 
• Risks 
• Threats 
• Countermeasures 
• Implementation 
• Audit 
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2.2.7. EBIOS 

 Its acronym stands for Expression of Needs and 
Identification of Security Objects; it is a methodology 
created by DCSSI (Central Directorate for Information 
Systems Security). Its objective is to facilitate 
communication with the internal and external clients of an 
organization in order to contribute to the process of 
managing information systems security risks. It allows 
organizations to have a better knowledge of their assets, 
identifying the threats and vulnerabilities to which they are 
exposed[3]. 

2.2.8. PMI 
 The PMI prototype is easy to use, because it allows an 

easy understanding of the information processes, which 
helps to improve the flaws or vulnerabilities that the 
information systems have when applying the plans and 
policies established previously. This prototype is 
compatible with the Magerit methodology and the Octave 
prototype, to achieve optimum system performance, 
successfully controlling the risks that may exist in the 
information systems for commercial management. 

2.2.9. COBIT 2019 
It is a reference framework that facilitates the use of 

information technologies from an investment approach, 
based on industry standards and best practices. 
management to provide measures, indicators and processes 
to take full advantage of the control and implementation of 
information technologies[2][21]. 

2.2.10. Risk Matrix 
The risk matrix allows us to evaluate the levels of 

information integrity risks, where a combination of key 
elements must be used, which are: risks, types of cyber-
attacks, impacts and probability of occurrence. 

To evaluate the impact of risks and the probability of 
their occurrence, we use values that are in a range of 1 to 5 

Table 6: Impact of risks 

Impact level Punctuation 
Mild 1 
Low 2 

Means, medium 3 
High 4 

Extreme 5 

Table 6 contains the risk impact classification. The chances 
of a risk occurring are: 

Table 7. Probability of Occurrence 

Occurrences Punctuation 
Unlikely 1 
Probable 2 

Very likely 3 
Highly probable 4 
Extremely Likely 5 

Table 7 shows the probability values of certain risks 
occurring. The criteria of importance of a risk are: 

Table 8: Importance of risks 

Importance level Punctuation 
Mild 1-5 
Low 6-10 

Normal 11-15 
High 16-20 

Critical 20-25 

Table 8 contains the index of importance that the risks 
may have. To find the risk value in our matrix, we are going 
to use the following formula: 

VR POxI=                        (4) 
where: 

PO = Probability of Occurrence (number of times that 
event would   the impact they may have, both qualitative 
and quantitative). 

Table 9. Risk Matrix 

Risks 

Probability of: 
Occurrence 

(PO) 
Impact 

(I) 
Risk Value 

(VR) 
Extraction, 
modification and 
destruction of 
confidential 
information. 4 5 twenty 
Inappropriate use 
of information. 5 5 25 
Red Hat and / or 
Gray Hat attacks. 4 4 16 
Information 
leakage 3 3 9 
Network crash 4 3 12 
Organization 
server failures. 3 4 12 
Computer virus 
attacks. 4 4 16 
DDoS attacks 4 3 12 
Inadequate logical 
access controls. two one two 

In the table 9. The values that are in a range of 1 to 5, 
do not indicate a security problem. If the values are from 6 
to 10, they generate a low importance level. All the values 
that are in the range of 20 to 25 are considered extremely 
high risks, to which we must find a solution immediately. 
It is clarified that the values used in table 9 come from the 
simulation of a case study of a company X that can be 
disclosed according to research ethics. 

2.3. Methodology to generate results 
2.3.1. Conceptual model 

For a security prototype, the following information was 
taken from the references: phases to obtain the value of a 
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risk [32], risk categories[6], analysis of the development of 
security strategies and plans[8]. 

2.3.2. Security prototype 
To propose a security prototype, the following 

references were taken into account[11],[14]. With these 
references, a three-phase prototype was analyzed and made 
to mitigate attacks in business management. 

2.3.4. Algorithms 
To define the algorithms, the following references were 

taken into account:[9], [35], [38], [39], [49]. In the 
algorithm of the security prototype, we demonstrate the 
phases that are required and carry out the verification by 
means of a formula that the algorithm is stable. 

2.3.4.1. Formula 
A formula was determined that with the number of risks 

and the mitigation capacity of the system can mitigate the 
attacks, based on tables of security levels in order to 
optimize the proposed prototype. 

2.3.4.2. Simulations 
The simulations demonstrated the probability of a 

security problem occurring and the risk assessment, given 
five different scenarios, which were defined by the authors.  

3. Results 

This research attempts to reduce attacks on the cloud that 
occur daily to steal data from different users.  

The following results were obtained: 

• Conceptual model to protect business data from 
attacks. 

• Security prototype to mitigate vulnerabilities, threats 
and risks of information for the control and integration 
of data in commercial management. 

• Algorithm in the flowchart to protect data from risks 
and attacks. 

• Formula to find the probability of a simulation and 
security problem occurring. 

• Risk Analysis and Evaluation 
The limitations of the results obtained is that they can be 

applied in small and medium-sized commercial companies. 
The results obtained are not oriented at the corporate level. 
The main advantage is that the five results can be applied 
independently or in turn all to guarantee the process. 

3.1. Conceptual model to protect the cloud against attacks 

With this proposed model we can analyze that the 
security information to mitigate vulnerabilities, threats and 
risks of the information for the control and integration of 
data in commercial management are: 

In the fig. 3. This model was designed to mitigate risks 
and protect the data of a business management 

organization. We develop a model where we indicate that 
we will carry out the identification of assets, vulnerabilities, 
threats and risks, we will also obtain the real mitigation 
capacity of our prototype and the probability that the risks 
found will not affect the organization's data. 

 

 

Figure 3: Conceptual model of our proposed protocol 

The objective we want to control in the process of 
finding the value of risks is data loss; the value of the risks 
will be obtained by determining the probability of 
occurrence and the impact of each of the risks. 

For the calculation of an efficient prototype of the 
presented conceptual model, the following formula is 
proposed: 

1
( )

3

n

i
D T R

x =

+ +
=
∑

                                                (5) 

where: 

X = Average of the sum of mitigation indicators 
D = Mitigation detection (range value 0 - 10) 
T = Mitigation tolerance (range value 0 - 10) 
R = Mitigation response (range value 0 - 10) 

10
x xCM

CME
= =                                                 (6) 

Where: 

ACM = Actual Mitigation Capacity 

CME = Estimated Mitigation Capacity  

( )% *100
!

R ACMACM eP R
R

−

=                         (7) 

where: 

P (R) % = Probability that risks affect the system 
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R = Number of Risks 

e = Euler 

100 ( )%EP P R= −                                             (8) 

where: 

EP = Prototype mitigation efficiency 

Table 10: Mitigation score 

Punctuation Safe level 

80-100 Excellent (E) 

50-70 

20-40 

Good (G) 

Regular (R) 

0-10 Deficient (D) 

Guide to setting measurement values 

Example 

If we have a system that has a mitigation (Detection = 
10, Tolerance = 8, Response 9), in which 9 risks were 
found.  

If we apply the formulas 5, 6, 7 and 8 we have 

10 8 9
3

x + +
=  

9x =  

9
10

XCM
CME

= =  

0.9CM =  

( )% *100
!

R CMCM eP R
R

−

=  

9 0.9(0.9)( )% *100
9!

eP R
−

=  

5( )% 4.34 10P R x −=  

5100 4.34 10EP x −= −  

99.99%EP =                                                                        (9) 

According to Table 10, our prototype for this scenario 
shows us that it is optimal. 

3.2. Security prototype  
 It is proposed to have a higher security index, this 

prototype identifies the vulnerabilities and threats that can 

generate a risk in the control and integrity of the data, 
selects mitigation strategies, prepares an action plan, 
implements and monitors the mitigation strategies 
implemented. 

Mitigation strategies are an important part of data 
security control, with their help we can reduce the number 
of information losses, modifications and destruction. 

Each section of the prototype is related to security 
methodologies and prototypes and all these resources to 
information systems. 

 

 

 

 

 

Figure 4: Security prototype  

In Figure 4. We find the four phases of our prototype. 

First phase: 

Here we find the assets that the organization owns and 
the databases where the organization's data will be stored 
(information on workers, customers, purchases, sales, etc.). 

Second stage: 

Vulnerabilities and threats are identified, which give 
way to information systems risks being generated and 
which can cause serious security problems. 

Third phase: 

If there are risks, they must be analyzed and categorized 
by levels (mild, low, normal, high and critical), in order to 
implement risk mitigation strategies prioritizing the risks 
that urgently require attention. 

Fourth phase: 

Finally, the prototype indicates that an action plan must 
be generated to carry out the mitigation strategies. Once the 
action plan is implemented, it must be monitored, to verify 
that it is being carried out correctly, avoiding loss of 
information. 
3.3. Algorithm in the flowchart to protect data from risks and 

attacks 

The proposed methodology in algorithm and data flow 
results in the steps that we must take to mitigate 
vulnerabilities, threats and risks of information for the 
control and integrity of data in commercial management.  

Figure 5. Express the algorithm in a flow diagram, the 
phases are described below: 

Description of the phases:  
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Phase 1: Profiling assets the assets and information 
containers owned by the organization must be identified 
and that can be compromised if a security problem occurs. 

Phase 2: Identify threats and vulnerabilities, with the 
identification of threats and vulnerabilities, we will be able 
to identify the existing risks in the information systems, 
since the risks are created thanks to the existence of the 
vulnerabilities and threats. In the absence of vulnerabilities 
or threats, the prototype will terminate the control and 
mitigation processes. 

Phase 3: Identify and mitigate risks, the identified risks 
must have their risk value found, the value of the risks is 
found by multiplying the probability of occurrence with the 
impact that each of the risks can generate. Given the value 
of each risk, they are categorized to know which risks can 
cause high and critical security problems, the risks that 
belong to these categories should be solved immediately. 
The risks are analyzed to be able to select the mitigation 
strategies, if there are no mitigation strategies, we must 
create them and re-analyze the risks. 

 
Figure 5: Algorithm of the proposed prototype expressed in a flow 

diagram 

Phase 4: Risk Management, the selected mitigation 
strategies must be executed and described in the action 
plan, which will then be implemented and monitored, to 
verify that security problems do not occur. 

Algorithm:  

Start 
Phase 1: Profile assets 
The assets and information containers owned by the 

organization are identified. 
Phase 2: Identify threats and vulnerabilities  
Vulnerabilities and threats are identified.  
If there are no vulnerabilities and threats, the mitigation 

process will be terminated.  
If there are vulnerabilities and threats, the risks must be 

identified. 
Phase 3: Identification and mitigation of risks. 
After identifying the risks, the value of each is found, 

categorized and analyzed. 
Once the risks have been analyzed, we must verify that 

mitigation strategies exist and are selected.  
In the absence of mitigation strategies, strategies must 

be created. 
Phase 4: Risk Management 
If mitigation strategies were selected, we can develop an 

action plan. 
This action plan will be implemented and monitored. 
End. 
We demonstrate with our proposed formulas that the 

protocol is stable: 

*

1
o

R
RP

CM

−
=                                                             (10) 

Finally, we calculate the percentage of the formula 
used: 

(100%)os P=                                                      (11) 

Where: 
R = Number of Risks 
R * = Number of high and critical risks 
Po = Security Level 
CM = Mitigation Capacity 
s = Percentage of algorithm stability 
Example:  

If we have a system that has a mitigation (Detection = 
10, Tolerance = 8, Response = 9), in which 9 risks were 
found, of which 4 are of high and critical level, as shown in 
Table 9. 

 Table 11: Security algorithm percentage 

Punctuation Safe level 
76-100 Excellent 
51-75 
25-50 

Optimum 
Regular 

0-24 Deficient 
We will calculate the percentage of safety of our 

algorithm using formula 10: 
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41
9

0.9oP
−

=  

0.6173oP =  

As a last step we calculate the security percentage: 

0.6173(100%)s =  

61.73%s =  

The security percentage is 61.73, according to table 11 
our algorithm is optimal to implement it. 

Example: 

In Figure 6, we can see the percentage of safety of the 
prototype, the number of risks identified, the number of 
high risks and the mitigation capacity. For the 
representation of the simulation, we have 5 scenarios, with 
different numbers of risks and mitigation capacities. 
Scenario 2 obtained the highest percentage of safety. 

 
Figure 6: Safety percentage in 5 different scenarios 

3.4. Formula to find the probability of a security problem 
occurring 

With the following simulations we can observe the 
probability that security problems occur due to the number 
of risks and threats presented in 5 different scenarios: 

#( ) [(# ) ] / !n RP n R e n−=                                             (12) 
 
where: 
P (n) = Probability of a security problem occurring 
n = Number of system threats  
#R = Number of System Risks 

To determine the probability of a security problem 
occurring in the system, a scenario with 9 risks was 
performed, and with 12 threats, using Formula 12, a high 
percentage of 9.48% probability of a security problem 
occurring was determined. In the system. Figure 8 shows 
the simulation of five different scenarios using Formula 12 
and shows that there is a higher probability of an 

information security problem occurring if the threats and 
risks are high. 

 
Figure 7: Simulation of the possibilities of a security risk. The 

simulation is shown in 5 different scenarios 

3.5. Risk Analysis and Evaluation 

Given the analysis carried out on the methodologies and 
security models, one of the most important and critical 
processes refers to the identification and evaluation of risk 
[14]. 

Within the existing methodologies and methods for the 
detection and evaluation of risks, MEHARI[9] and 
OCTAVE[36] are identified as the powerful methodologies 
that allow the evaluation and management of risks, with the 
objective of identifying, categorizing and prioritizing the 
probability and impact of risks on an asset or process, to 
determine the rate of security problems that risks can cause. 

Risk mitigation capacity is made up of several 
parameters[35], these parameters are defined on a 
quantitative scale defined between the values 0-10 in which 
the value 10 represents the highest value for each indicator. 

These numerical parameters are used to calculate the 
actual mitigation capacity of the system, which defines a 
simple formula for stable critical analyzes on security 
problems based on quantitative values, Formula 5 and 6. 

Through the use of the risk matrix, we will find the 
potential risks for the generation of actions that mitigate 
vulnerabilities, threats and information risks. 

4. Discussion 

In the analysis we carried out, there were cases of security 
prototypes that adopted a system similar to the one that we have 
proposed, a security model based on the Magerit methodology 
was applied to adapt the mitigation prototype. This made it easier 
for the system to identify vulnerabilities, threats and risks that 
could arise in the information systems, to have data security. 
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The proposed prototype does not define the costs for the 
implementation of the system; The costs will be according to the 
size of the company and the place where the proposal is 
implemented. 

In the article[49] algorithms were used to assess risks in a 
system, in the article[32] the probability of security incidents and 
the losses caused by security incidents allow us to find the value 
of the risks, in the article[39] algorithms were used to produce a 
risk treatment plan, selecting measures to reduce; to hold back; to 
avoid or transfer risks, in the article[11]. A risk management 
review and control model were used for information security. 

According to the information security models, it is necessary 
to carry out adequate risk management that allows knowing 
which are the main vulnerabilities that can affect the 
organization's information assets and which are the threats that 
could exploit the vulnerabilities found.  

In the simulations we have a security percentage of 
76.92%. In the simulations we have that the greater the 
number of risks and threats, the greater the probability that 
a security problem will occur.  
5. Future Work and Conclusions 

In the future, we proposed the application of security 
prototypes to mitigate vulnerabilities, threats and 
information risks for public and private organizations with 
a high rate of cyberattacks. 

It was concluded that the security prototype proposed for 
a commercial information system; It is security system 
suitable for public and private companies. In the simulation 
carried out, it was determined that if the number of risks 
and threats is high, there will be a greater probability that a 
problem will arise in the security of the system. 

According to the mitigation efficiency simulation of the 
prototype, the efficiency percentage can be high if there is 
good mitigation capacity in the system. 

In the first result, we include a concept map that shows 
us the mitigation efficiency formula of the prototype. In the 
second result, we conclude that each phase helps to avoid 
the loss of information in a commercial management 
system. In the third result, the algorithm was carried out to 
verify that our protocol is optimal against the risks that are 
obtained in a system with the proposed formula that we can 
verify. In the last result, the simulation showed us the 
chances of a security problem occurring given the number 
of threats and risks. 

Conflict of Interest 
The authors declare no conflict of interest. 
Acknowledgment 

The authors thank the: Universidad Católica de Santiago de 
Guayaquil (UCSG), Universidad Estatal de Bolívar (UEB), 
Escuela Politécnica Nacional (EPN), Gestión de Tecnologías para 
el Mundo (GTM), Research Department, Instituto Tecnológico 

Superior Rumiñahui, Universidad de Guadalajara (UDG) and 
Secretaría de Educación Superior, Ciencia, Tecnología e 
Innovación (Senescyt). 
References 
[1] J. Miranda Jiménez, Joan Noheli,Llerena Izquierdo, “Mapeo sistemático de 

metodologías de Seguridad de la Información para el control de la gestión de 
riesgos informáticos,” Universidad Politécnica Salesiana Sede Guayaquil, 
2021. 

[2] Y. Supriyadi and C. W. Hardani, “Information system risk scenario using 
COBIT 5 for risk and NIST SP 800-30 Rev. 1 a case study,” in Proceedings 
- 2018 3rd International Conference on Information Technology, 
Information Systems and Electrical Engineering, ICITISEE,  287–291, 2018,  
doi: 10.1109/ICITISEE.2018.8721034. 

[3] M. a. Tejena-Macías, “Análisis de riesgos en seguridad de la información,” 
Polo del Conocimiento, 3(4),  230-238, 2018, doi: 10.23857/pc.v3i4.809. 

[4] M. Abomhara and G. M. Køien, “Cyber security and the internet of things: 
Vulnerabilities, threats, intruders and attacks,” J. Cyber Secur. Mobil,  4(1),  
65–88,  2015, doi: 10.13052/jcsm2245-1439.414. 

[5] A. N. Kamenskih, M. a. Filippov, and A. a. Yuzhakov, “The Development 
of Method for Evaluation of Information Security Threats in Critical 
Systems,” in Proceedings of the 2020 IEEE Conference of Russian Young 
Researchers in Electrical and Electronic Engineering, EIConRus, 333–336, 
2020, doi: 10.1109/EIConRus49466.2020.9038960. 

[6] A. Alsalamah, “Security risk management in online system,” in Proceedings 
- 2017 5th International Conference on Applied Computing and Information 
Technology, 2017 4th International Conference on Computational 
Science/Intelligence and Applied Informatics and 2017 1st International 
Conference on Big Data, Cloud Compu, 119–124, 2020, doi: 10.1109/ACIT-
CSII-BCD.2017.59. 

[7] S. M. Carta, S. Consoli, A. S. Podda, D. R. Recupero, and M. M. Stanciu, 
“Ensembling and Dynamic Asset Selection for Risk-Controlled Statistical 
Arbitrage,” IEEE Access,  9, 29942–29959, 2021, doi: 
10.1109/ACCESS.2021.3059187. 

[8] R. Gómez, D. H. Pérez, Y. Donoso, and A. Herrera, “Metodología y 
gobierno de la gestión de riesgos de tecnologías de la información,” Rev. 
Ing,  1(31), 109–118, 2010, doi: 10.16924/riua.v0i31.217. 

[9] K. D. R. Gaona Vásquez, “Aplicación de la metodología Magerit para el 
análisis y gestión de riesgos de la seguridad de la información aplicado a la 
empresa Pesquera e Industrial Bravito S.A. en la ciudad de Machala,” 
Universidad Politécnica Salesiana, 2013. 

[10] M. Moyo, H. Abdullah, and R. C. Nienaber, “Information security risk 
management in small-scale organisations: A case study of secondary schools 
computerised information systems,” in 2013 Information Security for South 
Africa - Proceedings of the ISSA, 1–6. 2013 doi: 
10.1109/ISSA.2013.6641062. 

[11] J. Zarei and F. Sadoughi, “Information security risk management for 
computerized health information systems in hospitals: A case study of Iran,” 
Risk Manag. Healthc. Policy, 9(1), 75–85, 2016, doi: 
10.2147/RMHP.S99908. 

[12] X. Li and H. Li, “A Visual Analysis of Research on Information Security 
Risk by Using CiteSpace,” IEEE Access, 6,  63243–63257, 2018, doi: 
10.1109/ACCESS.2018.2873696. 

[13] M. Shakibazad and A. J. Rashidi, “New method for assets sensitivity 
calculation and technical risks assessment in the information systems,” IET 
Inf. Secur, 14(1), 133–145, 2020, doi: 10.1049/iet-ifs.2018.5390. 

[14] F. M. Arévalo and I. P. C. S. a Moscoso, “Agile Methodology for Computer 
Risk Management,” Kill. Técnica, 1(2) 31–42, 2017, doi: 10.26871/killkana. 

[15] A. J. Burns and E. Johnson, “The evolving cyberthreat to privacy,” IT Prof, 
20(3),  64–72, 2018, doi: 10.1109/MITP.2018.032501749. 

[16] B. Hauer, “Data and information leakage prevention within the scope of 
information security,” IEEE Access, 3, 2554–2565, 2015, doi: 
10.1109/ACCESS.2015.2506185. 

[17] H. Chen, D. Bao, H. Gao, and J. Cheng, “A Security evaluation and 
certification management database based on ISO/IEC standards,” in 
Proceedings - 12th International Conference on Computational Intelligence 
and Security, 249–253, 2016, doi: 10.1109/CIS.2016.63. 

[18] H. Parastvand, O. Bass, M. a. S. Masoum, A. Chapman, and S. Lachowicz, 
“Cyber-Security Constrained Placement of FACTS Devices in Power 
Networks from a Novel Topological Perspective,” IEEE Access, 8, 108201–
108215, 2020, doi: 10.1109/ACCESS.2020.3001308. 

http://www.astesj.com/


S.M.T. Toapanta et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 139-150 (2022) 

www.astesj.com     150 

[19] S. Pissanetzky, “On the Future of Information: Reunification, 
Computability, Adaptation, Cybersecurity, Semantics,” IEEE Access, 4, 
1117–1140,  2016,  doi: 10.1109/ACCESS.2016.2524403. 

[20] S. Walker-Roberts, M. Hammoudeh, and A. Dehghantanha, “A Systematic 
Review of the Availability and Efficacy of Countermeasures to Internal 
Threats in Healthcare Critical Infrastructure,” IEEE Access, 6, 25167–
25177,  2018,  doi: 10.1109/ACCESS.2018.2817560. 

[21] R. Rooswati and N. Legowo, “Evaluation of IT Project Management 
Governance Using Cobit 5 Framework in Financing Company,” in 
Proceedings of 2018 International Conference on Information Management 
and Technology, ICIMTech, 81–85. 2018, doi: 
10.1109/ICIMTech.2018.8528192. 

[22] T. Y. T. Y. Lin, “Chinese wall security policies information flows in business 
cloud,” in Proceedings - 2015 IEEE International Conference on Big Data, 
IEEE Big Data,  1603–1607, 2015, doi: 10.1109/BigData.2015.7363927. 

[23] F. Avorgbedor and J. Liu, “Enhancing User Privacy Protection by Enforcing 
Clark-Wilson Security Model on Facebook,” in IEEE International 
Conference on Electro Information Technology, 155–161. 2020, doi: 
10.1109/EIT48999.2020.9208279. 

[24] B. Balamurugan, N. G. Shivitha, V. Monisha, and V. Saranya, “A Honey 
Bee behaviour inspired novel Attribute-based access control using enhanced 
Bell-Lapadula model in cloud computing,” in Proceedings 2015 - IEEE 
International Conference on Innovation, Information in Computing 
Technologies, ICIICT, 1–6, 2015, doi: 10.1109/ICIICT.2015.7396064. 

[25] M. R. Ogiela and L. Ogiela, “On using cognitive models in cryptography,” 
in Proceedings - International Conference on Advanced Information 
Networking and Applications, AINA, 1055–1058, 2016, doi: 
10.1109/AINA.2016.159. 

[26] A. Ahi and A. V. Singh, “Role of Distributed Ledger Technology (DLT) to 
Enhance Resiliency in Internet of Things (IoT) Ecosystem,” in Proceedings 
- 2019 Amity International Conference on Artificial Intelligence, AICAI, 
782–786, 2019. doi: 10.1109/AICAI.2019.8701282. 

[27] S. J. Moon, I. H. Park, B. S. Lee, and J. Ju Wook, “A Hyperledger-based P2P 
Energy Trading Scheme using Cloud Computing with Low Capabillity 
Devices,” in 2019 IEEE International Conference on Smart Cloud 
(SmartCloud), 190–192, 2019, doi: 10.1109/SmartCloud.2019.00039. 

[28] J. S. Suroso, A. Januanto, and A. Retnowardhani, “Risk Management of 
Debtor Information System at Bank XYZ Using OCTAVE Allegro 
Method,” in 2019 International Conference on Electrical Engineering and 
Informatics (ICEEI), 261–265, 2019, doi: 
10.1109/ICEEI47359.2019.8988890. 

[29] L. Kotut and L. a. Wahsheh, “Survey of Cyber Security Challenges and 
Solutions in Smart Grids,” in 2016 Cybersecurity Symposium 
(CYBERSEC), 32–37, 2016,  doi: 10.1109/CYBERSEC.2016.013. 

[30] M. Wegerer and S. Tjoa, “Defeating the database adversary using deception 
- A MySQL database honeypot,” Proc. - 2016 Int. Conf. Softw. Secur. Assur. 
ICSSA, 6–10,  2017,  doi: 10.1109/ICSSA.2016.8. 

[31] I. V. Anikin, “Information security risks assessment in telecommunication 
network of the university,” 2016 Dyn. Syst. Mech. Mach, 1–4,  2017,  doi: 
10.1109/Dynamics.2016.7818967. 

[32] L. Huang, Y. Shen, G. Zhang, and H. Luo, “Information system security risk 
assessment based on multidimensional cloud model and the entropy theory,” 
in ICEIEC 2015 - Proceedings of 2015 IEEE 5th International Conference 
on Electronics Information and Emergency Communication, 11–15, 2015,  
doi: 10.1109/ICEIEC.2015.7284476. 

[33] B. F. Zahra and B. Abdelhamid, “Risk analysis in Internet of Things using 
EBIOS,” in 2017 IEEE 7th Annual Computing and Communication 
Workshop and Conference (CCWC), 1–7, 2017, doi: 
10.1109/CCWC.2017.7868444. 

[34] A. Mukhopadhyay, S. Chatterjee, D. Saha, A. Mahanti, and S. K. Sadhukhan, 
“Cyber-risk decision models: To insure IT or not?,” Decis. Support Syst,  
56(1),  11–26,  2013,  doi: 10.1016/j.dss.2013.04.004. 

[35] J. Porras, S. Pastor, and R. Alvarado, “Modelo de gestión de riesgos de 
seguridad de la información para PYMES peruanas,” Rev. Peru. Comput. y 
Sist., 1(1), 47–56, 2018, doi: http://dx.doi.org/10.15381/rpcs.v1i1.14856. 

[36] F. Y. H. García and L. M. L. Moreta, “Modelo para Medir la Madurez del 
Análisis de Riesgo de los Activos de Información en el contexto de las 
Empresas Navieras,” RISTI - Rev. Ibérica Sist. e Tecnol. Informação,  31,  
1–17, 2019, doi: 10.17013/risti.31.1-17. 

[37] S. M. T. Toapanta, M. A. P. Sánchez, D. W. B. Valencia, and L. E. M. 
Gallegos, “An approach of models of information technologies suitable to 
optimize management in a public organization of Ecuador,” in 2019 Third 
World Conference on Smart Trends in Systems Security and Sustainablity 
(WorldS4), 207–214, 2019, doi: 10.1109/WorldS4.2019.8904027. 

[38] I. C. Satizábal-Echavarría and N. M. Acevedo-Quintana, “MePRiSIA: Risk 
prevention methodology for academic information systems,” Rev. Fac. Ing., 
1(89),  81–101, 2018,  doi: 10.17533/UDEA.REDIN.N89A11. 

[39] N. Anton and A. Nedelcu, “Security Information and Risk Management 
Assessment,” Appl. Mech. Mater.,  809,  1522–1527, 2015, doi: 
10.4028/www.scientific.net/amm.809-810.1522. 

[40] S. M. T. Toapanta, I. N. C. Ochoa, R. A. N. Sanchez, and L. E. G. Mafla, 
“Impact on administrative processes by cyberattacks in a public organization 
of Ecuador,” in Proceedings of the 3rd World Conference on Smart Trends 
in Systems, Security and Sustainability, WorldS4 2019,  270–274,  2019,  
doi: 10.1109/WorldS4.2019.8903967. 

[41] S. M. Toapanta Toapanta, L. E. Mafla Gallegos, M. J. Chevez Moran, and J. 
G. Ortiz Rojas, “Analysis of models of security to mitigate the risks, 
vulnerabilities and threats in a company of services of telecommunications,” 
in 2020 3rd International Conference on Information and Computer 
Technologies (ICICT), 445–450. 2020, doi: 
10.1109/ICICT50521.2020.00077. 

[42] Y. Lee, S. Woo, Y. Song, J. Lee, and D. H. Lee, “Practical Vulnerability-
Information-Sharing Architecture for Automotive Security-Risk Analysis,” 
IEEE Access, 8, 120009–120018, 2020, doi: 
10.1109/ACCESS.2020.3004661. 

[43] M. Mohsin, M. U. Sardar, O. Hasan, and Z. Anwar, “IoTRiskAnalyzer: A 
Probabilistic Model Checking Based Framework for Formal Risk Analytics 
of the Internet of Things,” IEEE Access, 5,  5494–5505, 2017, doi: 
10.1109/ACCESS.2017.2696031. 

[44] J. Webb, A. Ahmad, S. B. Maynard, and G. Shanks, “A situation awareness 
model for information security risk management,” Comput. Secur., 44. 1–
15,  2014,  doi: 10.1016/j.cose.2014.04.005. 

[45] G. Stergiopoulos, D. Gritzalis, and V. Kouktzoglou, “Using formal 
distributions for threat likelihood estimation in cloud-enabled IT risk 
assessment,” Comput. Networks, 134, 23–45, 2018, doi: 
10.1016/j.comnet.2018.01.033. 

[46] M. Jouini, L. B. A. Rabai, and R. Khedri, “A multidimensional approach 
towards a quantitative assessment of security threats,” Procedia Comput. 
Sci., 52(1),  507–514, 2015, doi: 10.1016/j.procs.2015.05.024. 

[47] O. T. Arogundade, A. Abayomi-Alli, and S. Misra, “An Ontology-Based 
Security Risk Management Model for Information Systems,” Arab. J. Sci. 
Eng., 45(8)  6183–6198, 2020, doi: 10.1007/s13369-020-04524-4. 

[48] I. V. Anikin, “Information security risk assessment and management method 
in computer networks,” in 2015 International Siberian Conference on 
Control and Communications (SIBCON), 1–5,  2015, doi: 
10.1109/SIBCON.2015.7146975. 

[49] A. Boranbayev, S. Boranbayev, A. Nurusheva, K. Yersakhanov, and Y. 
Seitkulov, “A Software System for Risk Management of Information 
Systems∗,” in IEEE 12th International Conference on Application of 
Information and Communication Technologies, AICT 2018 - Proceedings,  
1–6, 2018,  doi: 10.1109/ICAICT.2018.8747045. 

[50] Y. Qi, L. Xiao, and Q. Li, “Information security risk assessment method 
based on CORAS frame,” Proc. - Int. Conf. Comput. Sci. Softw. Eng. CSSE 
2008,  3, 571–574, 2008, doi: 10.1109/CSSE.2008.1001. 

[51] B. S. Y. Choo and J. C. L. Goh, “Adapting the ISO31000:2009 enterprise 
risk management framework using the six sigma approach,” IEEE Int. Conf. 
Ind. Eng. Eng. Manag., 39–43, 2014, doi: 10.1109/IEEM.2014.7058596. 

[52] T. Hirakawa, K. Ogura, B. B. Bista, and T. Takata, “A Defense Method 
against Distributed Slow HTTP DoS Attack,” in 2016 19th International 
Conference on Network-Based Information Systems (NBiS), 152–158, 
2016,  doi: 10.1109/NBiS.2016.58. 

[53] X. Ma, “Research on Black Hat SEO Behaviour Measurement,” in 2018 
IEEE 3rd Advanced Information Technology, Electronic and Automation 
Control Conference (IAEAC), 1041–1045, 2018 doi: 
10.1109/IAEAC.2018.8577831. 

[54] D. Kim, D. Shin, and D. Shin, “Unauthorized Access Point Detection Using 
Machine Learning Algorithms for Information Protection,” in 2018 17th 
IEEE International Conference On Trust, Security And Privacy In 
Computing And Communications/ 12th IEEE International Conference On 
Big Data Science And Engineering (TrustCom/BigDataSE), 1876–1878, 
2018 doi: 10.1109/TrustCom/BigDataSE.2018.00284.  

http://www.astesj.com/


 

www.astesj.com     151 

 

 

 

 

 

Process Mining in Healthcare: A Systematic Literature Review and A Case Study 

Fabrizio Striani*,1, Chiara Colucci2, Angelo Corallo1, Roberto Paiano1, Claudio Pascarelli1 

1University of Salento, Department of Engineering for Innovation, Via per Monteroni, Lecce, 73100, Italy 

2National Interuniversity Consortium for Informatics, Via Ariosto 25, Roma, 00185, Italy 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 27 July, 2022 
Accepted: 26 October, 2022 
Online: 08 December, 2022 

 Process mining is an innovative technique through which inefficiencies in production 
systems can be eliminated. This technique has therefore become very important 
internationally in recent years and is also useful for pursuing the improvement of 
production systems by extrapolating process knowledge from event logs recorded by 
information systems. Process mining has easy application in production systems as current 
business processes are integrated with information systems and this makes data available 
immediately. This makes the complex nature of industrial operations understandable and, 
for this reason, process mining could also be used in the healthcare field where cost 
containment and the quality of service increasing offered to the community has become 
paramount. The problem is that in this sector, it is much more complex to identify useful 
data in order to extrapolate the relevant log file. The article aim is to examine the state of 
the art of the application of process mining in the healthcare sector in order to understand 
the level of diffusion of these techniques. In the light of this analysis, a case study will then 
be analysed on the application of process mining techniques in the healthcare sector, and 
in particular in medical teleconsultation in the field of neuroradiology. 
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1. Introduction  

This paper is an extension of the work originally presented in 
“Application of Process Mining in Teleconsultation Healthcare: 
Case study of Puglia Hospital” [1]. 

Process mining is a recently applied research discipline 
which combines data mining and computational intelligence on 
the one hand with process analysis and modelling on the other [2], 
[3].  

Despite the relative youth of this discipline, many techniques 
and methodologies have been implemented. The most widely 
used are: Fuzzy and Heuristic Miner. The first algorithm allows 
the process model to be made simpler, as this technique reduces 
the model to a desired abstraction threshold and is, therefore, 
particularly suitable for the extraction of less structured processes 
with a large amount of conflicting behaviour [4]. The second uses 
frequencies and parameterisation so that the main behaviour can 
be recorded in an event log. Considering the dependency measure, 
it takes into account frequencies and causal dependencies, making 
it suitable for many real logs [5]. 

In particular, process mining involves the discovery of 
processes, the monitoring of compliance through the analysis of 
deviations (which can be either negative or positive) from best 
practices and the optimisation of the model based on the 
deviations found. 

Indeed, process mining was born with the aim of extracting 
knowledge from current information systems (using event logs 
that can be easily accessed), and through this, to be able to 
discover, monitor and improve real processes [6]. This technique 
consists of three phases:  

1) discovery (process models are extracted from an event log); 
2) conformance checking (or check of any deviation between the 
model and the log by making a comparison); 
3) enhancement (using the information in the logs, improves or 
extends a process model) [7].  

Consequently, the application of these techniques is 
particularly useful in industrial scenarios where there is the 
production of complex goods, and, therefore, the analysis of a 
large amount of information becomes necessary for the 
development management of new applications.  
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Another natural application field of process mining analysis is 
healthcare [8], [9]. Several case studies exist in which process 
mining techniques and tools are applied in this sector [10], [11]. 
Among these, the oncology and the hospitalisation sector show 
the maximum number of successful cases [12]. Hospitals, for 
example, need to focus on managing their processes to have high 
quality services while reducing costs, especially when patient 
demand unexpectedly increases (as was the case with the COVID-
19 pandemic crisis) [13]-[15]. The biggest problem in the 
healthcare sector is that the patient care process (“care flow”) very 
often differs even if the patients have a similar diagnosis. The 
techniques under consideration offer an interesting possibility 
through which this problem can be solved: process mining has 
already been used to a very significant extent in service companies 
and could therefore also be a good solution in the health sector 
[16], [17]. 
Another problem is the existence of several systems which store 
events and data. An intensive care unit, for example, is very often 
equipped with its own system to store patients’ treatments or 
examinations, while the radiology department has another system 
to store the entire patient process. It becomes, therefore, crucial 
that all information is amalgamated in a single source. However, 
given the great multiplicity of systems involved, which makes 
data collection complex, process mining techniques could prove 
very useful as they would allow, starting from the individual 
events carried out in each division, to obtain the entire process, 
which could provide an overview that, for example, could ensure 
good reporting of the examinations performed [18], [19]. 
In this paper, the first two sections we introduce, explain and give 
a systematic literature review which evaluates the process mining 
tools applications in the healthcare scenario. According to its 
definition, a systematic literature review is “A review of a clearly 
formulated question that uses systematic and explicit methods to 
identify, select, and critically appraise relevant research, and to 
collect and analyse data from the studies that are included in the 
review. Statistical methods (meta-analysis) may or may not be 

used to analyse and summarise the results of the included studies” 
[20]. 

With this systematic search process, we identify studies 
addressing a specific research question and we make a systematic 
presentation and synthesis of the characteristics and outcomes of 
the research findings. The criteria by which studies are excluded 
or included are objective, consistently applied and explicitly 
stated, so that when certain studies are included or excluded from 
the review, this decision is clear to the readers; or if another 
researcher decides to use the same criteria, he or she is likely to 
replicate the same decisions [21]. 

In the second section we present the Tranfield approach that 
is used to conduct the systematic literature review, allowing the 
identification of the most interesting documents in the analysed 
context. In the third section we show up our case study: an 
analysis of the log file extracted from the Apulian hospitals’ 
repository. In section 4, we illustrate the use of process mining 
techniques on the log file (using Disco software [22]) and analyse 
the results achieved with these techniques.  Then, in this section, 
the AS-IS process is represented with BPMN notation (using the 
Signavio tool). In the last section, the results of our case study are 
compared with data related to the Piedmont Region (representing 
a virtuous Italian region), which are taken from the official source 
of the Ministry of Health. At this point, we modelled a TO-BE 
process to optimise the current process.  

Finally, there are our conclusions and the references used. 
Ultimately, our analysis aim is not to investigate new issues but, 
based on the state of the art, to highlight that Process Mining 
techniques are useful in healthcare applications. From the above, 
we can extrapolate the following research question:  

“RQ - Provided the state of the art obtained from the SLR, and 
aimed at identifying the scope of application in healthcare, does 
the use of teleconsultation optimise the performance of the 
healthcare service in the field of neuroradiology?” 
  

Figure 1: The process of systematic literature review  
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2. Research Method 

Since this is a review article, we will now apply the Tranfield 
approach to conduct a systematic literature review (SLR), 
finalised to highlight the usefulness of Process Mining techniques 
in healthcare applications.  

In clinical disciplines, the method theorised by [23] is used to 
implement a systematic review (SR). We apply the Tranfield 
approach to develop the “Study Selection” phase of Egger’s 
method, a phase through which the various studies identified are 
evaluated, so that it is possible to assess whether or not the 
inclusion criteria are met. The Tranfield approach uses three 
phases: planning, execution, reporting and dissemination. 

In the planning phase, we enter the terms “Process mining” 
AND “Healthcare” to search for the keywords, abstract and title. 
Starting to execution, the initial Scopus search, (we are selected 
the Scopus database to guarantee the review’s quality) on the basis 
of the selected words present in keywords, abstract and title, found 
a total of 1533 publications. Then, we are limited the analysis to 
the last 11 years (2011–2021), as our research interest is based on 
these years, resulting in 1309 publications [21]. 

By restricting the search to “Article”, “Book chapter”, 
“Review”, and “Book”, we found a total of 637 publications. 
Considering only the publications in Journals and Books, we 
identified 608 documents. However, to achieve the aims set 
initially, we selected only documents included in the fields of 
Computer Science, Engineering, Business, Management and 
Accounting, Economics, Econometrics and Finance finding a total 
of 353 publications.   

The selected fields are the one of interest which refer to the 
case study analysed in the paper. In fact, as mentioned before in 
the RQ, the aim is to analyse the impact of teleconsultation from a 
technical point of view (hence the choice of the fields “Computer 
Science” and “Engineering”), and from a monetary point of view 
(hence the choice of the fields “Business, Management and 
Accounting”, “Economics, Econometrics and Finance”). At this 
point, given the important number of articles found, and 

considering that the ones of greatest interest would be those 
incorporating the keywords, we applied a new filter (the keywords 
selected were: “Data Mining”, “Health Care”, “Process Mining”, 
“Healthcare”, “Health Care Application”, “Healthcare Services”, 
“Telemedicine”, “Decision Making Process”, “Health Care 
Quality”, “Healthcare Domains”, “Health Service”, “Healthcare 
Process”, “Health-care Managements”, “Health-care System”, 
“Healthcare Industry”, “Health”, “Health Care System”), 
obtaining 291 publications. After choosing the English language 
(284), and the Open Access documents, we found 121 documents. 
Figure 1 shows the SLR process. Finally, we faced the last phase 
of the Tranfield approach, namely reporting and dissemination. 

As we show in Figure 2, the number of publications has 
increased in the last three years: 14 in 2019, 22 in 2020, 26 in 
2021. In the previous years, there was an average of 6 publications, 
with a marked increase in 2018 (21 publications).  

This trend highlights the growing attention to these topics in 
recent years. In addition, 65 journals published the topics analysed, 
11 out of which published two or more articles (59), representing 
49% of the total. Analysing the Scopus impact evaluation of 
sources with most publications, 78% were in the first quartile 
(which represents the highest quality of the publication magazine); 
15% in the second; and only 7% in the third, demonstrating the 
high standard of the publications, and the level of interest in the 
subjects (Table 1 and Figure 3) [24], [25]. 

 
Figure 2 – Documents by year. Source: Scopus 

Table 1: Journals with two or more documents published 

Source Documents Ranking Scopus 
“IEEE Access” 21 Q1 
“Journal of Biomedical Informatics” 13 Q1 
“IEEE Journal of Biomedical and Health Informatics” 4 Q1 
“International Journal of Advanced Computer Science and 
Applications” 

4 Q3 

Sensors (Switzerland) 4 Q2 
Applied Sciences (Switzerland) 3 Q2 
Artificial Intelligence in Medicine 2 Q1 
Computers Materials and Continua 2 Q1 
Expert Systems with Applications 2 Q1 
Plos Computational Biology 2 Q1 
Sensors 2 Q2 
Other  62 

 

Total 121 
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Figure 3: Documents per year by source. Source: Scopus 

Moreover, we observed an increase in the number of 
publications for IEEE Access Journal (Q1) in the years 2018, 
2019 and 2020, from 4 in 2018 to 7 in 2020, which again reflects 
the increasing interest in these themes in recent years.  

The Affiliation Identifier allows us to identify and distinguish 
publications in relation to the reference institutions or 
organizations. In this case, we noted that the majority of 
publications comes from the Education area (University, Institute, 
Laboratory, School, College), followed by other areas: Company, 
Health Management, Research and Government (Figure 4) 

 
Figure 4: Documents by affiliation. Source: Scopus 

 

Figure 5: Documents by country or territory. Source: Scopus 

 

Figure 6: Documents by type. Source: Scopus 

Another interesting aspect is the publications on the analysed 
topics by countries. In particular, most publications were 
produced in Asian territories (China and Middle East), followed 
by Europe (United Kingdom, France, Netherlands, Italy), and 
finally by America (principally United States). This may be 
further incentive to increase publications in our area (Figure 5).  

 

Figure 7: Documents by Subject area (Source: Scopus) 

Moreover, as shown in Figure 6, publications consisted mainly of 
articles (106 – 87,6%), and some reviews (12 – 9,9%). In line with 
the selected Subject areas for the SLR, the majority of publications 
were in the Computer Science (110 – 34%) and Engineering (61 – 
19%) areas. The areas “Business, Management and Accounting” 
and “Economics, Econometrics and Finance” counted 13 (4%), 
and 4 (1%) publications respectively (Figure 7). These findings 
shows that process mining applied to the healthcare sector has 
become very useful and relevant [26]. In particular, of the 27 
papers about Medicine, the majority (17 – (63%)) concerned 
research activities in the field of healthcare using innovative 
approaches, such as: Health Surveillance Software Framework, 
Time Series Data Mining, Electronic Medical Record Search 
Engine, Intelligent Personal Health Record. Part of them regarded 
studies and applications of process mining in the field of 
neurological pathologies (2 – (7%)), cardiological pathologies (2 
– (7%)), and in the radiology sector (2 – (7%)). In the remaining 
part of this sample, the authors discussed application cases on 
psychiatric diseases, diabetes and cancer. Since the review process 
we carried out have not delivered any paper on medical 
teleconsultation analysis in the neuroradiology field, in this paper 
we decided to analyse a case study on this subject. This case study 
is presented in the following section. 

3. Case study 

Following the considerations in the previous section, in this 
one we show the case study based on an analysis of process 
mining about clinical teleconsultation in the neuroradiology 
domain. We choose the teleconsultation as main topic, since it 
represents a new and innovative approach to healthcare delivery, 
also in the light of the pandemic period, therefore representing a 
very actual topic. Within the scope of this paper, we imagine the 
process as follows: after the patient is admitted to a medical 
district, the referring physician requires certain analysis and 
exams. Once all the necessary documents have been provided, the 
corresponding doctor sends all the documents (results of tests, 
images and diagnosis [if expressed]) to the specialist doctor for a 
second opinion. The specialised doctor returns his/her own 
diagnosis with the corresponding treatment or further 
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examinations. At this stage, the patient must undergo the 
suggested treatment until discharge. 

The file log represented in the Table 2 derives from this repository. 
This log file represents the effective process, knowing that we have 
anonymised the patient and doctor data. For simplicity, we report 
only two cases and we add a cost column to the extracted data. The 
costs presented are the real ones for each activity with the 
exception of the activity “blood test”. For the latter, in fact, we used 
a flat-rate cost, as a result of ten examinations usually carried out 
in the medical field of reference, at the cost of 10 euros on average. 
After acceptance, the patient is assigned to the referring doctor (the 
corresponding doctor). The physician, after visiting the patient and 

submitting him or her to the appropriate examinations, analyses the 
patient’s medical history and, if he or she considers it appropriate, 
may request the specialist support for a second opinion. To request 
the specialist’s support, the physician uses the teleconsultation tool 
and sends all the documents to the specialised doctor.    
When the documentation received has been examined, the 
specialist can send the diagnosis to the applicant or request further 
examinations. After the diagnosis has been expressed, the patient 
must follow the suggested treatment before discharge (patient 1) 
or is directly discharged if no specific problems occur (patient 2).  
In next section we will use this log file to obtain the real process. 
 

Table 2: Log file of process 

Case id 
(patient) 

Event 
identific
ation 

Timestamp Activities Resource Price 
(€) 

A 1 12/05/2020 h. 08:30 Patient acceptance Reception 26,40 
A 2 14/05/2020 h. 10:30 Referral to the requesting doctor Support Service 26,51 
A 3 17/05/2020 h. 09:30 Visit schedule Support Service 26,50 
A 4 08/06/2020 h. 09:30 Patient official visit Doctor Silver 

(Corresponding doctor) 
36,16 

A 5 10/06/2020 h. 11:00  Angio exam Doctor Coral 313,19 
A 6 11/06/2020 h. 09:30 MRI (Magnetic Resonance Imaging) Doctor Beige 46,14 
A 7 11/06/2020 h. 12:30 Blood analysis Doctor Blue 80,00 
A 8 13/06/2020 h. 10:15 Visit schedule Support service 26,51 
A 9 01/07/2020 h. 15:30 Patient official visit Doctor Silver 36,15 
A 10 04/07/2020 h. 14:00 Request of teleconsultation Doctor Silver 25,83 
A 11 05/07/2020 h. 11:00 Evaluation of the request for 

consultation 
Doctor Golden 
(Specialised doctor) 

41,32 

A 12 06/07/2020 h. 12:30 Specialist diagnosis sending Doctor Golden 33,56 
A 13 08/07/2020 h. 13:30 Visit schedule Support service 26,50 
A 14 18/07/2020 h. 15:30 Patient official visit Doctor Silver 36,17 
A 15 29/07/2020 h. 13:15 Radiation therapy I cycle Doctor Magenta 987,81 
A 16 10/08/2020 h. 08:30 Blood analysis Doctor Blue 80,00 
A 17 16/08/2020 h. 10:30 Radiation therapy II cycle Doctor Magenta 987,80 
A 18 18/08/2020 h. 08:30 Blood analysis Doctor Blue 80,00 
A 19 21/08/2020 h. 10:30 Radiation therapy III cycle Doctor Magenta 987,81 
A 20 23/08/2020 h. 08:30 Blood analysis Doctor Blue 80,00 
A 21 25/08/2020 h. 09:15 Visit schedule Support Service 26,51 
A 22 10/09/2020 h. 12:00 Patient official visit Doctor Silver 36,16 
A 23 12/07/2020 h. 09:00 Patient discharge Reception 26,40 
B 24 06/06/2020 h. 10:00 Patient acceptance Reception 26,40 
B 25 10/06/2020 h. 12:15 Referral to the requesting doctor Support Service 26,51 
B 26 12/06/2020 h. 13:00 Visit schedule Support Service 26,50 
B 27 05/07/2020 h. 11:30 Patient official visit Doctor Brown 

(Corresponding doctor) 
36,16 

B 28 08/07/2020 h. 13:30 Eco-doppler exam Doctor Coral 80,00 
B 29 10/07/2020 h. 12:00 Blood analysis Doctor Blue 80,00 
B 30 13/07/2020 h. 13:00 CT (Computed Tomography) 

scanning 
Doctor Blue 56,15 

B 31 15/07/2020 h. 12:20 Visit schedule Support Service 26,50 
B 32 28/07/2020 h. 15:00 Patient official visit Doctor Brown 36,16 
B 33 06/08/2020 h. 13:00 Request of teleconsultation Doctor Brown 25,82 
B 34 07/08/2020 h. 07:00 Evaluation of the request for 

consultation 
Doctor Lime 
(Specialised doctor) 

41,32 
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B 35 09/08/2020 h. 08:15 Sending the request for a new test to 
the Specialist 

Doctor Lime 33,54 

B 36 11/08/2020 h. 07:00 Patient communication Support Service 26,50 
B 37 14/08/2020 h. 10:00 PET (Positron Emission 

Tomography) exam 
Doctor Azure 42,21 

B 38 16/08/2020 h. 08:40 Visit schedule Support Service 26,50 
B 39 25/08/2020 h. 12:15 Patient official visit Doctor Brown 36,15 
B 40 05/09/2020 h. 09:00 Request of teleconsultation Doctor Brown 25,82 
B 41 06/09/2020 h. 08:15 Evaluation of the request for 

consultation 
Doctor Lime 41,33 

B 42 08/09/2020 h. 15:15 Specialist diagnosis sending Doctor Lime 33,56 
B 43 10/09/2020 h. 09:10 Visit schedule Support Service 26,50 
B 44 25/09/2020 h. 17:00 Patient official visit Doctor Brown 36,17 
B 45 26/09/2020 h. 07:30 Patient discharge Reception 26,40 

(Source: own elaborations) 

 
Figure 8: Process discovered (Source: own elaborations) 

4. Process mining application and results 

In this paragraph, we perform the discovery process as the 
first step using the Disco software. Elaborating the log file with 
this software we deliver the process shown in Figure 8. 

As we can see, the process obtained from this application 
does not lead to a good performance. It presents bottlenecks, and 
even when the teleconsultation tool is used, the case duration is 
still high.  

In particular, the bottlenecks are related to the following 
resources: Reservation centre (24,44%), Visit scheduling 
(17,78%), Patient visit (17,78%). Presenting a higher utilisation 
rate than the other resources, which instead present an 
underutilised capacity, the above-listed resources led to the entire 
process slowdown.  

Table 3: Statistics for case 

Case id Event Length Price Event price 
A 23 118 days 4.073,39 117,10 
B 22 104 days 30 

minutes 
816,22 37,10 

Tot. 45  4.889,61 154,20 
 

This aspect is more evident in the following data (Table 3, 
Table 4 and Table 5).  

Now, we use the Business Process Management (BPM) 
approach in order to model, define, organize and monitor the 
healthcare processes, analysing and consequently optimising the 
clinical activities under study [27]. For the graphical 
representation of process steps, we have adopted the Business 
Process Model and Notation (BPMN) [28], [29].
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Figure 9: AS-IS process 

Table 4: Statistics for activity 

n. Activity % Freq. 
I Visit schedule 17,78% 8 
II Patient official visit 17,78% 8 
III Blood analysis  11,11% 5 
IV Request of teleconsultation  6,67% 3 
V Evaluation of the request for 

consultation  
6,67% 3 

VI Radiation therapy 6,67% 3 
VII Patient acceptance  4,44% 2 
VIII Referral to the requesting doctor 4,44% 2 
IX Specialist diagnosis sending 4,44% 2 
X Patient discharge 4,44% 2 
XI Angio exam 2,22% 1 
XII MRI (Magnetic Resonance 

Imaging) 
2,22% 1 

XIII Eco-doppler exam 2,22% 1 
XIV CT (Computed Tomography) 

scanning 
2,22% 1 

XV Sending the request for a new test 
to the Specialist 

2,22% 1 

XVI Patient communication 2,22% 1 
XVII PET (Positron Emission 

Tomography) exam 
2,22% 1 

 Tot. 100,00% 45 
Table 5: Statistics for resource 

n. Resource % Freq. 
I Support Service 24,44% 11 
II Doctor Blue 13,33% 6 
III Doctor Brown 13,33% 6 
IV Doctor Silver 11,11% 5 

V Reception 8,89% 4 
VI Doctor Lime 8,89% 4 
VII Doctor Magenta 6,67% 3 
VIII Doctor Coral 4,44% 2 
IX Doctor Golden 4,44% 2 
X Doctor Beige 2,22% 1 
XI Doctor Azure 2,22% 1 

 Tot. 100,00% 45 

In particular, the process flow modelled with BPMN notation 
[30] using Signavio tool is visible in the following figure (Figure 
9).  

5. Discussion 

Starting from the results presented in the previous section, it 
emerges that our application reveals a fundamentally non-
performing process. The analysis actually showed that the process 
is very slow (almost three months in both cases described), and 
there are bottlenecks in both resource and activities utilisation. 

Then, we match the adopted practices with the best practices 
implemented in Piedmont, considered a virtuous region. The log 
file of Piedmont was not available, and therefore we were not 
possible to perform a compliance between the two processes. 
From observing data from the Ministry of Health (Table 6), the 
number of test equipment in Apulia was much lower, and this 
creates bottlenecks, since many more tests are needed in Apulia 
than in Piedmont. Furthermore, from the same statistics, we 
realize that the number of personnel employed in Piedmont was 
higher than in Apulia, and this affected the unitary personnel 
performance which, therefore, is higher in Apulia than in 
Piedmont. This leads to an over-utilisation of the units of work, 
and consequently bottlenecks also in terms of care pathway 
duration. These aspects are highlighted in Table 6.
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Table 6: Data 

Category Classification Region Value 
Medical devices number Angio exam   

 
Region 1  
Region 2 

31 
12 

MRI (Magnetic Resonance Imaging) Region 1  
Region 2 

33 
16 

Eco-doppler exam Region 1  
Region 2 

364 
138 

PET (Positron Emission Tomography) exam Region 1  
Region 2 

2 
0 

CT (Computed Tomography) scanning Region 1  
Region 2 

80 
49 

Medical devices performance (per number) Eco-doppler exam Region 1  
Region 2 

1646,8 
2818,2 

CT (Computed Tomography) scanning Region 1  
Region 2 

3960,0 
3986,9 

MRI (Magnetic Resonance Imaging) Region 1  
Region 2 

2041,3 
2694,4 

Age of devices (%) > 15 years Region 1  
Region 2 

6,5% 
18,3% 

10-15 years Region 1  
Region 2 

20,7% 
16,6% 

10-7 years Region 1  
Region 2 

13,7% 
19,1% 

7-3 years Region 1  
Region 2 

23,5% 
18,0% 

< 3 years Region 1  
Region 2 

35,7% 
28,0% 

 
 

Staff workload 

Performance per staff unit Region 1  
Region 2 

1362 
1647 

Performance by technician Region 1  
Region 2 

2648 
3114 

Performance by physician Region 1  
Region 2 

5800 
6215 

 
 
 
 
 
 
 
Operating personnel 

Facility managers Region 1  
Region 2 

107 
60 

Medical managers Region 1  
Region 2 

507 
271 

Physical Region 1  
Region 2 

47 
12 

Radiology technicians Region 1  
Region 2 

1110 
541 

Nurses Professional Region 1  
Region 2 

191 
186 

Auxiliaries Region 1  
Region 2 

242 
117 

Administrative Region 1  
Region 2 

319 
42 

Other personnel Region 1  
Region 2 

92 
21 

(Note: Piedmont = Region 1, Apulia = Region 2, own elaborations, source: Ministry of Health) 
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Figure 10: TO-BE process 

Given all the problems that we faced in the process, as from 
the actual application represented by the log file, we designed a 
new process aimed at improving this process. Everything is 
represented in Figure 10.  

Related to the AS-IS process, we have improved the TO-BE 
process in terms of time. In fact, in the TO-BE process modelling, 
the acceptance and scheduling phases of the visit by the doctor 
rely on certain decision-making procedures well-defined by the 
system (based on availability and time of doctors).  

The TO-BE process included a change in assigning 
diagnostic examinations to different technicians in order to 
optimise the use of resources (personnel and healthcare 
equipment) and waiting times. Furthermore, as far as the 
teleconsultation is concerned, we have improved the TO-BE 
process over the AS-IS process. In particular, in the TO-BE 
process, the teleconsultation is made automatic both in the phase 
of specialised doctor identification for a second opinion, and in 
the consultation requesting phase. Even in the case of sending a 
second opinion, the TO-BE process is more effective, since it uses 
the same archiving system, which allows the corresponding 
doctor to examine the diagnosis in a timely manner. 

Moreover, with the TO-BE process, we were able to decrease 
patients waiting duration and to improve the resources utilization, 
consequently reducing costs and optimising the healthcare service. 

6. Conclusions 

This paper demonstrates that process mining is a very-often-
used technology in business and industrial processes but can also 
find useful application in the healthcare sector. 

In fact, the process mining tools allow to decrease costs, 
increase employee and customer satisfaction, and to operate more 
proactively on a daily basis, which is fundamental in the 
healthcare sector, where it is crucial to improve the services to 
patients, especially in terms of care duration and cost reduction 
(primarily on the management side), taking into consideration the 
considerable financial commitment required by the sector. 

However, although (approximate) data are available to create 
log files, mostly of them are very personal and not-usable. In fact, 
due to privacy and confidential reasons, hospital organizations are 
not disposed to grant or share them. 

In conclusion, the application of process mining could make 
available tools finalised to improve the territorial equalisation of 
the public intervention (expenditure levels homogenization). 

In view of the findings above, it would be suitable to use 
process mining technique in the health sector, and our hope is that 
this will take place in the future. 
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 Seto Inland Sea is situated between Japanese islands Honshu, Kyushu, and Shikoku. It is 
separated from the ocean by the Bungo Channel, Kii Channel, and other narrow straits 
around Shikoku Island. The objective of the article is to draw the attention to the question of 
how well the coastal population and infrastructure of those locations are protected against 
a tsunami wave appearing in the area of Nankai through offshore Japan and consequently 
make informed decision about strengthening the protections if needed. This question is 
critical because strong underwater earthquakes are expected according to the major 
earthquake repeatability in this subduction zone. Hence, the influence of strait width and 
tsunami wave period to the wave amplitude change after passing a strait was studied through 
the application of numerical modelling. Both models of geometry of computation domain 
with the flat bottom and the real bathymetry of the area under study were used. Numerical 
modelling was based on nonlinear shallow water system, commonly used in tsunami related 
studies. All calculations were made at a personal computer equipped with the hardware code 
accelerator – FPGA (Field Programmable Gates Array) Calculator, which had been 
recently introduced by the authors. A series of computational experiments, both with model 
straits and in the water area around southern part of Japan, have shown that when a tsunami 
wave passes through the strait, its height is significantly reduced, providing better tsunami 
safety regulations of the population of the inner seas separated from the ocean by narrow 
straits. At the same time, longer tsunami waves retain a larger amplitude after passing 
through the strait compared to shorter ones. Result of the paper consists of numerical study 
of the influence of narrow straits on the maximal heights of tsunami wave. Qualitative 
corollaries between length of tsunami and reduction rate of the wave amplitude after passing 
a strait should help warning services to properly evaluate tsunami danger in water areas 
separated from tsunami source by a narrow strait.  

Keywords:  
Tsunami wave 
Numerical modeling 
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Wave period 
Passing through the strait 

 

 

1. Introduction  

This paper is an extension of work originally presented at the 
conference OCEANS 2021: San Diego – Porto [1]. 

Tsunami waves, usually created by large underwater 
earthquakes, are propagated due to the gravity and grow 
substantially in amplitude as they approach the shore. One of the 
tasks of a tsunami warning service is to identify coastlines by the 
level of threat once a tsunami has been confirmed and act 
accordingly. Namely, it is critical to determine in which areas of 
the coastline high waves threatening local population and 
infrastructure are expected and hence evacuation must be 

announced, and in which areas tsunami damage may be minimal. 
Observations of tsunamis show that after a wave passes through a 
narrow strait, its height decreases significantly. Therefore, an area 
separated by a narrow strait from the open ocean is somewhat 
protected from tsunami impacts, unless the source of the tsunami 
is located in that area. 

As it’s suggested in literature after studies of historical records 
(see [2]), a major underwater earthquake (following by tsunami 
wave) is expected at Nankai through offshore Japan. This article 
evaluates the possible impact of such event to the Seto Inland Sea, 
bounded by the Honshu, Kyushu, and Shikoku islands of Japan. 
The bottom relief of the studied water area is given in Figure 1. 
Tsunami wave can arrive in this water area only through the Bungo 
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Channel in the south and Kii Channel in the north. These channels 
are narrow enough to reduce valuably of the amplitude of tsunami 
wave. To study numerically this phenomenon, the wave 
parameters related to the initial seabed displacement at tsunami 
source of the event, which took place in this area nearly 300 years 
ago was used but with a rather lower displacement. Such 
approximation, shown in Figure 2, has been proposed in [2] on the 
basis of available historical records.  

 
Figure 1: Visualization of the digital bathymetry for the water area under study. 
Seto Inland Sea surrounded by Shikoku, Honshu and Kyushu Islands is divided 

in sectors 1 - 4 

The goal of the numerical study was to understand the 
influence of the size of tsunami source to amplitude reduction rate 
while the wave is passing through a narrow channel. Model 
tsunami sources considered had time periods from 5 to 15 minutes. 
Such numbers correspond to sources of an elliptic shape having 
short axis variation interval between 60 km and 200 km. Note that 
even trans-oceanic waves with that long period can arrive in the 
region under the study.  

 
Figure 2: The expected vertical bottom displacement for MW=8.66 earthquake in 

Nankai subduction zone [2] 

Rest of the paper is arranged as follows. The governing 
equations (along with the initial shape of the wave) are first 
introduced and the auxiliary numerical tests concerning straits of 
model shape are described. In particular, the influence of the strait 
width and wavelength on the wave amplitude is evaluated. The 
detected impacts are then confirmed for the real digital bathymetry 
of the Nankai Through and Seto Inland Sea. The obtained results 
are then discussed.  

2. Design of Numerical Experiments   

2.1. Model equations  

For numerical modeling of tsunami wave propagation, a 
nonlinear mathematical shallow water system was chosen without 

considering external forces (bottom friction, Coriolis force, etc.), 
except the gravity [3]:  
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where H(x,y,t)=η(x,y,t)+D(x,y) is the total height of water column, 
η being the sea surface disturbance (wave height), D(x,y) – depth 
(which is supposed to be known at all grid points),  u(x,y,t) and 
v(x,y,t) are components of water flow velocity vector, g - 
acceleration of the gravity. Note that this approximation is widely 
used for tsunami simulation [4, 5]. 

2.2. Model Assumptions 

The shallow water model (1)-(3) used for numerical modeling 
of tsunami propagation assumes that the wave length is 
significantly (at least an order of magnitude) greater than the depth 
of the water area where the wave is traveling. It follows that the 
velocity c of tsunami propagation does not depend on its amplitude 
and is determined only by the water depth by the Lagrange formula 
[3]: 𝑐𝑐 = �𝑔𝑔𝑔𝑔 . Due to the constancy of the tsunami wave period 
during propagation, its length in the area with constant depth also 
remains constant. Therefore, in such areas, reasoning in terms of 
"wave period" and "wave length" is equivalent. In areas with 
variable depth, such substitution of concepts is incorrect.    

2.3. Instrument for Numerical study 

In the Method Of Splitting Tsunami (MOST) software package 
[4,6] (official tsunami modeling instrument of the USA Tsunami 
Warning Centers) a numerical calculation of shallow water system 
is based on the splitting method. The system is solved numerically 
in two steps. During each step the changing of variables only along 
one space direction is a subject of the study. The essence of the 
method is that the solution is sought as the result of the variables 
behavior in the course of the sequential solution of two auxiliary 
one-dimensional systems. In the present paper a parallel 
implementation of McCormack's scheme, which has the second 
order of approximation [7], is used. As the earlier numerical 
experiments [8] have shown, the proposed software allows finding 
solutions of the shallow water equation system with the required 
accuracy. Due to the hardware acceleration, high performance is 
achieved when using a personal computer [8]. 

2.4. Auxiliary Numerical Tests 

In order to study the process of passage of a long wave through 
narrow straits and to identify the degree of influence of the strait 
width and the wave period on the wave parameters beyond the 
strait, a series of model computational experiments were 
conducted. In them, the channel (strait) was represented by straight 
shorelines converging at an angle of 90° until the width of the strait 
becomes equal to the given “width”. After this narrowest point of 
the strait ("bottle neck"), the shorelines begin to diverge at the 
same angle 90° (Figure 3). 
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Computation domain, given in Figure 3, represents a 
1000x1000 km square with a constant depth of 1000 m. The two 
“water reservoirs” having the shape of triangles are connected by 
a narrow strait with a width of 40 km (as shown in Figure 3) and 
also 20 km for alternative numerical tests. The dry land, the 
boundaries of which reflect tsunami waves, is colored in green 
(Figure 3). The MacCormack difference scheme [7] was realized 
on FPGA PC board [8] for numerical modeling of tsunami wave 
propagation. The use of this particular algorithm is not a 
determining factor in this study. For calculations, any other correct 
method of solving the shallow water equations could be used, for 
example, the basic one in MOST software package [4,6].  

The initial tsunami wave was generated using boundary 
conditions on the left boundary of the region, where during the 
wave period tp the vertical displacement of the water surface η and 
the horizontal velocity components of the water flow were set by 
the following formulae:  
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here the variable t belongs to the interval 0<t<tp. Period of the 
tsunami wave is characterized by the quantity tp, and η0 sets the 
initial wave height of its crest. Such a way for wave generation was 
developed and tested in [9]. As a result, a tsunami wave is 
generated at the left boundary, which has a height η0=1 m and a 
period tp, moving to the right of this boundary (Figure 3). In 
numerical calculations, the wave period was set to 300, 600 and 
900 seconds. The simulation result is the distribution of tsunami 
height maxima over the entire computational domain. Figure 3 
shows the results of calculations of the wave with a period of 300 
seconds through the strait with a width of 40 km at the narrowest 
point. The height of isolines in Figure 3 (and all other figures, 
showing results for model straits) are drawn with interval of 5 cm.. 

 
Figure 3: Numerically obtained distribution of the tsunami height maximums. 
Wave period is 300 sec., strait has 40 km width. The entire area is 1000x1000 

km square. Interval (in height) between height isolines is equal to 5 cm 

Figure 3 shows that the tsunami height, initially equal to 100 
cm, begins to decrease quite rapidly just after the passage of the 

"bottle neck", which has a width of 40 km. At the same time, the 
radiation of wave energy in the right half of the calculation region 
has a narrow directivity (see Figure 3). To study the effect of 
wavelength (period), the authors conducted two more 
computational experiments at the same strait for the passage of the 
tsunami with a period of 600 and 900 seconds. Figure 4 shows the 
distribution of maximum heights resulting from the passage of a 
long wave with a period of 600 sec through the same strait. 

Another calculation simulating tsunami passage with the 
period of 900 sec through the same model strait was also conducted. 
The results are shown in Figure 5. 

 
Figure 4: Numerically obtained distribution of the tsunami height maximums. 

Wave period is 600 sec., strait has 40 km width 

 
Figure 5: Numerically obtained distribution of the tsunami height maximums. 

Wave period is 900 sec., strait has 40 km width 

Figures 3-5 show that, as the length (period) of the tsunami 
wave passing through the 40-km wide strait increases, the radiation 
sector of the wave energy expands in the right subarea (after the 
wave has passed the "bottle neck"). In case of a longer wave, a 
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slower decrease in the tsunami amplitude is observed with distance 
from the narrowest point of the strait. In particular, for a wave with 
a period of 300 seconds, the tsunami height in the center of the 
right boundary of the computational domain was about 14 cm. For 
the wave with the period of 600 sec - 16 cm. And for the longest 
wave (with a period of 900 sec) - 17 cm (Figures 3 – 5). Note that 
the increased amplitude of the tsunami at the boundaries of the 
strait is a consequence of the wave reflection from the shore.      

During the next series of computational experiments, the width 
of the narrowest part of the strait was reduced to 20 km, i.e., half 
as much as in the first series. At the same time, the angle of 
convergence of the shorelines remained equal to 90°. The 
parameters and direction of propagation of the generated wave 
remained the same. Figure 6 shows the distribution of tsunami 
height maxima with a period of 300 s as it passed through a 20 km 
wide strait. 

Comparison of Figures 3 and 6 shows that the tsunami height 
decreases significantly faster after the wave passage of the 20-km 
wide bottle neck compared to the case of the 40-km wide strait. 

Figures 7 and 8 show the distribution of maximum tsunami 
heights when simulating tsunami waves with periods of 600 and 
900 sec for the 20 km wide strait. 

 
Figure 6: Numerically obtained distribution of the tsunami height maximums. 

Wave period is 300 sec., strait has 20 km width 

Comparing the series of Figures 3-5 with Figures 6-8, when 
simulating the passage of the wave with the period of 300, 600 and 
900 sec through twice as narrow 20 km wide strait, the tsunami 
heights in the right subarea were expectedly reduced in comparison 
with the 40 km wide strait. For example, in case of the 40-km wide 
strait, the height of the wave with the period of 600 seconds in the 
center of the right boundary of the computational domain equals to 
16 cm (Figure 4), while for the 20-km wide strait the height of the 
initial wave in the same point of the right boundary wave height is 
detected at 8.5 cm (Figure 7). That is, the height of the wave is 
almost half as much in the case of a narrower strait. However, 
when the wave period was increased to 900 sec, this difference 
decreased and was 17 cm versus 14 cm (Figures 5 and 8).   

 
Figure 7: Numerically obtained distribution of the tsunami height maximums. 

Wave period is 600 sec., strait has 20 km width 

 
Figure 8: Numerically obtained distribution of the tsunami height maximums. 

Wave period is 900 sec., strait has 20 km width     

3. Numerical Results 

3.1. Computational Domain 

To investigate the tsunami wave propagation through the straits 
around Shikoku Island using JODC [10] bathymetric data, a grid 
bathymetry was prepared, covering the area around the Nankai 
Trough and Seto Inland Sea from 131° to 140° East Longitude and 
from 30° up to 35° North Latitude. The depth value array is 3,000 
× 2,496 nodes. The spatial grid step in the longitude direction was 
0.003 arc degree (282 m), and in the South-North direction the grid 
step was chosen to be 0.002 arc degree (223 m). Visualization of 
the computational domain’s geography and bathymetry is 
presented in Figure 1. 
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3.2. The influence of the tsunami wave period on the wave 
height in the Seto Inland Sea. 
Several numerical tests were conducted to simulate tsunami 

wave propagation through the narrow strait using real bathymetry. 
Geographic area around the Shikoku Island (Southward of Japan) 
was considered. Visualization of this computational domain is 
given in Figure 1. 

The tsunami wave entering through the Bungo Channel and Kii 
Channel into the Seto Inland Sea was generated using the same 
boundary conditions (2) on the lower boundary of the 
computational domain as in the calculations of the wave passing 
through the straits with the model configuration (cf. Figure 3). 
Values of flow velocity components must be swapped in the 
formulae (2).       

Similar to numerical tests at the bathymetry model, tsunami 
waves having periods of 300, 600 and 900 seconds were 
considered. Initial wave height was 1 m. Numerically obtained 
tsunami heights maximums around Shikoku Island in case of 600 
sec. period wave are shown in Figure 9. The wave was initiated at 
the lower boundary. 

 
Figure 9: Location and numbering of straits around Shikoku Island. Tsunami wave 
maxima all around computational area resulted by tsunami modeling of 600 sec.  
period wave are visualized according to the color legend in the left side of figure 

To show the existing narrow straits around Shikoku Island in 
the considered water area, the white numbers in Figure 9 are used. 
So, the Bungo Chanel is marked with the number 0. According to 
numerical experiments, the Kii Channel (having number 2 in 
Figure 9) has practically no impact on tsunami wave amplitude 
because it is wide enough. However, the “bottle neck” of the 
Bungo Channel (indicated by number 1) significantly reduces 
tsunami height. Numerical results for subareas outlined by pink 
rectangles (Figure 9) in more detail will be shown later. They 
contain the straits 1,3,4 and 5.   

A series of computational experiments with another tsunami 
period were carried out in order to study the wavelength influence 
on the tsunami protection ability of the straits. The influence of the 
Bungo Chanel on tsunami amplitude is presented in Figure 10 for 
the 300 sec. period wave. 

Numerical results with the same wave period of 300 sec. in the 
area to the east of Shikoku Island are given in Figure 11. This area, 
bounded by the pink rectangle in Figure 9, contains the straits 
number 3-5.  

Results of numerical simulation presented in Figures 10 and 11 
show high influence of the narrow straits in the Seto Inland Sea on 
the maximal heights of a tsunami wave. So, the strait 3 (see Figure 
9) reduces the wave amplitude by 10 times, while the Straits 1 and 
4 – by nearly 4 times. After passing the strait, the wave amplitude 
is going down because of diffraction and refraction. As a result, 

the incoming wave of 1 m amplitude becomes almost negligible 
(with the height of 1-2 cm) to the north of Shikoku Island behind 
the straits, which is shown in Figures 10 and 11.  

 
Figure 10: The maximum tsunami heights distribution of the wave having 300 
sec period when it passes the Bungo Channel which is indicated by number 1 in 
Figure 9. Isolines of tsunami height maxima are drawn with an interval of 5 cm 

 
Figure 11: The maximum tsunami heights distribution of the wave having 300 sec 
period when it passes wide Kii Channel (indicated by number 2 in Figure 9) and 
narrow straits 3,4 and 5 in the eastern part of Seto Inland Sea 

To analyze the dependence of tsunami wave amplitude 
reduction on the wave period, additional numerical experiments 
for the Bungo Channel were conducted. The obtained results for 
the wave periods of 600 and 900 sec. are given in Figures 12 and 
13.   

 

Figure 12:  Distribution of tsunami height maxima after the wave having period 
of 600 sec passed through Bungo Channel. Isolines are drawn with an interval of 
5 cm 

 

Figure 13: Distribution of tsunami height maxima after the wave having period 
of 900 sec passed through Bungo Channel 
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The result of the analysis of the tsunami wave behavior at real 
bathymetry, shown in Figures 10, 12, 13, is similar to that of the 
model of numerical experiments, given in Figures 3-8. Namely, the 
longer is the incoming wave, the larger is the tsunami wave 
amplitude in the inland sea after the Bungu Channel. The same 
phenomena are observed for the strait to the right of Shikoku Island 
studying wave periods of 300, 600 and 900 seconds. Visual results 
are given in Figures 11, 14 and 15. 

 
Figure 14: The wave height maxima distribution around Awajishima Island 
calculated in the course of numerical modeling of tsunami having period 600 sec 

 
Figure 15: Isolines of the wave height maxima distribution around Awajishima 
Island calculated in the course of numerical modeling of tsunami having period 
900 sec 

Considering in detail the water area with the straits number 3, 
4 and 5 (Figure 9) one concludes that the rather narrow channels 
provide better protection against tsunami waves. Indeed, the 
tsunami height decreases by about three times passing the strait 
number 4, and by about eight times passing through the strait 
number 3, Figures 11-15. The inner sea itself, being characterized 
by a comparatively low depth, reduces tsunami wave amplitude 
due to diffraction and refraction.  
4. Discussion 

Numerical calculations for model strait configurations and 
real straits in the southern part of Japan around Shikoku Island 
revealed certain patterns of tsunami wave passage through narrow 
straits. It was found that after passing the narrowest point of the 
strait, the wave height decreases rapidly in the widening water 
areas behind the strait due to wave refraction and diffraction. As 
a result, already in the center of the area, separated from the ocean 
by the narrow strait, the tsunami height is at an order of magnitude 
lower than before the wave enters the strait. It is clear from 
Figures 10-15 that with tsunami heights in front of the narrow 
straits of the order of 0.5 m to 1 m, the wave heights in the Seto 
Inland Sea on average are limited by 10 - 15 cm. When the length 
(period) of the generated wave increases, the maximum heights in 
the inland waters slightly increase. According to the results of this 
study, the authors conclude that the population and infrastructure 
of the Seto Inland Sea coast are sufficiently protected from the 
impacts of tsunamis generated in the Nankai Trough region. Only 
in the event of a catastrophic scale with tsunami heights at the 

entrance to the Straits exceeding 10 m, the population of the coasts 
of inland waters around Shikoku Island may be severally affected 
by tsunamis. 
5. Conclusion 

As a result of a series of numerical calculations of the passage 
of the tsunami wave with various period through the straits of 
model configuration, the degree of amplitude reduction after the 
wave passed the narrowest part of the strait was found. In the same 
series of numerical experiments, the dependence of the height 
distribution behind the strait on its width in its narrowest place was 
studied. The upper limits of tsunami heights in different parts of 
Seto Inland Sea water area depend on length (period) of the wave 
coming from Pacific Ocean through the straits around Shikoku 
Island. The longer the wave period, the higher its amplitude inside 
this water area. Since narrow straits naturally significantly reduce 
the height of waves passing through them, tsunamis with a height 
of more than 1 m can be observed inside Seto Inland Sea only in 
case of catastrophic events with an extremely large source. Further 
research on this issue will include model calculations of tsunami 
behavior in alternative configurations of the straits. Computational 
experiments simulating the passage of tsunamis through real straits 
in other places of the Pacific coast will be conducted as well.   
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 With the significant spread of 5G telecommunication systems, the demand for high quality 
of service and better coverage is growing rapidly. Multiple-input–multiple-output is planned 
to be among the key technologies in 5G telecommunication’s field. In this article, a new fully 
digital 2×2 MIMO testbed is implemented, using USRP B210 and 2 pairs of microstrip 
antennas with 4 radiation elements. In this implementation we cover the reconfigurability of 
the USRP combined with MATLAB, providing flexible integration between real-time and 
software host processing.  
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1. Introduction   

Multiple-input–multiple-output becomes the most challenging 
technology in the 5G and the upcoming 6G telecommunication 
applications, given the ability of increasing the quality of 
communication and the rate of data [1], [2]. 

Multiple input multiple output (MIMO) has proven to be an 
important technique for communication systems. This technique 
benefits by using two or more antennas to transmit and receive 
data simultaneously, in order to increase the data rate and to 
provide a better reliability. So, MIMO provides the solution to the 
challenge [3], [4]. 

To develop a MIMO system, a microstrip antenna is designed, 
as well as is widely deployed in telecommunication systems due to 
its low profile, ease of fabrication and miniature size.  

Much research such as [2]-[7] focus mostly on simulations and 
theorical analysis ignoring the system implementation because of 
its complexity, power consumption and low cost. the software 
defined radio has been found to avoid such limitations [1], [3]. 
More specially, by using SDR flexibility, reconfigurability and 
Rapid prototyping are covered to support new standards and 
protocols [8]-[10]. 

On this issue a new fully digital MIMO 2X2 has been 
implemented, this prototype is combining pairs of microstrip 
antennas with 4 radiation elements on both terminals. 

For conveying and receive one or more types of wave signals 
simultaneously, An AM modulation is involved using Simulink 
and the flexibility, reconfigurability and low cost of USRP B210. 

In our testbed, we investigate and profile the characteristics of 
USRP B210 platform including full steps such, transmission, 
modulation, spectrum, received signal and demodulation. 

The rest of this document is arranged as bellow. Section II 
describes a comparison between rectangular and circular patch. In 
Section III, in order to perform the gain and assure circular 
polarization we moved on antenna array. In Section IV, we 
introduce an overview of our 2×2 MIMO testbed based on SDR. 
In Section IV, we define our SISO experimental results while 
analyzing our results. Even we report our novel model MIMO 
using AM modulation by studying our system’s performance, 
finally, in section V, we come to end the article. 

2. Patch Antenna 

2.1. Single element design geometry  

The antenna is the first component of the MIMO system. This 
design uses patch antenna. Considering low profile, ease of 
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fabrication, and low cost, patch antennas have proven to be the 
most frequently antennas [11]. 

Firstly, we start by a brief comparison between the most 
common shapes which are rectangular and circular configurations. 
FR4 epoxy has been chosen. Its relative permittivity is 4.4 [12], in 
order to provide a balanced comparison. 

In fact, both shaped microstrip patch antennas are performed 
using HFSS. The simulated antennas are resonating at 3.48 GHz. 

Starting with the software designed version of rectangular 
shape which is shown on figure 1, its dimensions are 20 ×27 𝑚𝑚𝑚𝑚2. 

 
Figure 1: Geometry of the rectangular patch antenna. 

In order to determine the microstrip patch antenna’s 
dimensions, the equations   below have been used. Based almost 
entirely on the width and length of the rectangular patch, the design 
has been conceived [13], [14]. 

W = C

2fr �
ℇr+1
2

      With      ℇ𝑒𝑒𝑒𝑒𝑒𝑒 = (ℇ𝑟𝑟+1)
2

 + (ℇ𝑟𝑟−1)
2

 [1 + 12 h
W

]−
1
2  (1)                                                                   

And   L = 𝐶𝐶
2 ×�ℇ𝑒𝑒𝑒𝑒𝑒𝑒 ×𝑒𝑒𝑟𝑟  

− 0.824*h 
(ℇ𝑒𝑒𝑒𝑒𝑒𝑒+0.3)(𝑤𝑤ℎ+0.264)

 (ℇ𝑒𝑒𝑒𝑒𝑒𝑒−0.258)(𝑤𝑤ℎ+0.8)
          (2)   

While the figure 2 describes the circular patch’s configuration. 
However, equations [5] and [6] through 2.1 have been used to find 
out the essential parameter required for the design of this circular 
patch which is the radius [15]. 

a= 𝐹𝐹

�1+ 2ℎ
𝛱𝛱𝜀𝜀𝑟𝑟𝐹𝐹

[ln�𝛱𝛱𝐹𝐹2ℎ�+1,7726]
     with F= 8,791𝑋𝑋109

𝑒𝑒𝑟𝑟√𝜀𝜀𝑟𝑟
                           (3)                                    

 
Figure 2: Geometry of circular patch antenna 

2.2. Simulations results and discussions 

It is clear from the figure below. both the graphs are resonating 
at the same resonant frequency (3.48GHz). Both shapes present a 

good adaptation. In fact, the rectangular patch provides a better 
result(50dB) by 3dB compared to the circular’s return loss(47dB).  

 

Figure 3: Comparison of return loss for different shapes. 

 

 Figure 4: Comparison of 2D radiation pattern for different shapes. 

For the antenna suitable for 5G telecommunication systems, a 
high directivity and a narrow beamwidth are both necessary. 

As shown in figure 4, both designs present broadside radiation 
patterns. Indeed, at 3.48Ghz, the beamwidth shown by the circular 
patch antenna (90°) is narrower than the rectangular patch (100°). 
Moreover, the circular patch offers the highest gain value.  

 
Figure 5: Simulated axial ratio (AR) 
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A circularly- polarized antenna is defined as having an axial 
ratio within 3dB at the required frequency [13]. 

As shown in Figure 5, the axial ratio of the circular 
configuration presents an axial ratio AR ≤3 dB, with AR 
bandwidth (less than 3 dB,) is from 3.4 GHz to 3,7 GHz, in fact it 
reaches 0.7 dB at 3.48 GHz 

According to HFSS simulation results, the rectangular shape 
provides better return loss, whereas the circular shape offers the 
enhanced gain, the smaller size and the narrower beamwidth. 

Occasionally, a unique radiation element can meet the needs of 
the required antenna. But characteristics such beamforming beam 
steering, and beam scanning are usually achievable when radiation 
elements are arranged. So, in order to enhance its performance 
(gain, beamwidth), a compact 4-Element Microstrip antenna array 
is designed with the most efficient shape. 

3. Array antenna 

3.1. Antenna prototype   

To increase the gain and directivity of the antenna, an antenna 
array interconnect two pairs of circular shaped antenna which is 
fed by a corporate-feeding network. It was implemented as the 
cascade of quarter wave impedance transformers with 
characteristic impedances 𝑍𝑍100, 𝑍𝑍70,7 and 𝑍𝑍50 to equally distribute the 
power [12]. 

Indeed, to provide a good impedance adaptation, the quarter 
wave impedance transformers widths are given by the following 
equation [16].  

Z2=�Z3 × Z1        

To provide an equal power distribution and to adapt the 
impedance of patch elements, the quarter wave impedance 
transformers lines should be tapered. 

 
Figure 6: prototype of the proposed antenna array 

The figure above describes the geometry of the proposed 
antenna array. In order to provide reasonable comparison, we kept 
the same substrate, the same geometry design and feeding 
network’s dimensions [12] with changing the patch’s shape. The 
dimensions of the antenna are illustrated below in millimeters 
(mm). 

3.2. Discussions and results  

Figure 7 shows a good agreement between the simulated and 
measured graphs except minor differences is observed. In fact, 
both designs deliver the minimum S11 of -30 dB. Indeed, obtain 
results for the antenna design reveals that the bandwidth of the 

fabricated antenna is shifted to 200 MHz different to the simulated 
bandwidth, it reaches 100MHz. 

 

Figure 7: Comparative of simulated and measured S11 plot 

 
Figure 8: Radiation pattern Measurement 

In order to check the electromagnetic field levels emitted by 
the antenna and to achieve more reproducible measurements, two 
antennas are fixed in the anechoic chamber. Whereas the first one 
is the reference antenna which is a QRH18 (QUAD 
RIDGEDHORN), the other antenna is dedicated to testing antenna 
in both E-plane and H-plane. 

 (a) (b) 
Figure 9: Comparison of the simulated and measured radiation pattern at 

3.48GHz; (a) 𝞅𝞅=90 (b) 𝞅𝞅=0 

The radiation pattern responses for both simulated and 
measured antenna are shown in figure 9.  It can be clearly deduced 
that the prototype antenna is similar to simulation result. 
Compared to the single element antenna, the array antenna has the 
narrower beamwidth. In fact, the antenna array presents a directive 
radiation pattern. The bandwidth has reached to 40° as predicted 
in theory. It is also noticed that gain increases as the number of 
elements goes up. Therefore, the gain is around 5.8114 dB.  

Unlike [12] our array antenna with 2 pairs of circular shapes 
provides a good gain, circular polarization and narrow beamwidth 
which is suitable for MIMO systems.  
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Figure 10: Simulated gain at 3.48GHz. 

4. Conception of SISO 

The USRP is a radio system conceived for implementation and 
rapid prototyping systems. [1] Selected because of its flexibility 
power consumption, low cost compared to other market options, 
reconfigurability, and high level of customization and high 
performance [1], [17], the USRP B210 has proven to be among the 
best choice for our work. Containing an RF front end complete 
with DACs and ADCs. The SDR attached to computer makes a 
full SDR system which enables the rest of the signal processing to 
be within MATLAB/Simulink.  

4.1. Experimental setup 

For our system prototype, due to the vast variety of supporting 
platforms, a USRP B210 is used, which provide fully-coherent 
MIMO 2x2 capability and low cost. 

The transmission, reception, and processing of information 
testbed was performed in IRSEEM laboratory with no 
supplementary objects between Tx and Rx. The transmitter is 
located at a distance of around 1m from the receiver. The 
transmission was done in 3.48 GHz with using the USRP B210 
devices which support RF frequencies from 70MHz to 6 GHz 
frequency. This boards are interconnected to our antennas array 
prototype via SMA connectors while ensuring a distance of λ/2 
between the different Rx and different Rx to provide linear 
independence between different channels. So, with a carrier of 
3.48 GHz, λ is around 85cm, where λ is the wavelength. 

On the emission side, we sent a sinusoidal signal of frequency 
1Mhz as a data signal to the input of Simulink then with using 
script of MATLAB via USRP, this data is multiplied by the 
modulation index, and after adding a constant, the resulting signal   
is multiplied with a carrier signal of frequency 3.48 GHz. 

Figure 11:  SISO Prototype 

To create SDR MIMO applications, USRP B210, host 
computer and pairs of antenna arrays complete the hardware part 
of the SDR applications, The host computer is able to configure 

the USRP using software (MATLAB/Simulink), it enables users 
to transmit data using AM Modulation. Since, Simulink supports 
Universal Hardware Driver, it allows to control several 
parameters, such sample rate, gain, master clock, central 
frequency, interpolation factor, decimation factor… 

 So, first, we implement an AM transmitter based on sink 
blocks and standard blocks of Simulink to configure gain, center 
frequency, interpolation, filter and signal data [18] Simulink-
USRP B210 enables the user to treat data in real time from USRP 
B210 and Simulink. Once the signal has been modulated, a 
spectrum analyzer called Agilent 4404B was interconnected to Tx 
(output of USRP B210) for displaying a signal in the frequency 
domain and check transmission problems. 

 
Figure 12: Implementation of SISO 

4.2. AM transmitter  

This model explains the basic concept/model of amplitude 
modulation using the USRP board with Simulink, in fact, our 
antenna array is interconnected to USRP to assure transmission of 
the signal. The USRP is interfaced also with the pc/ Simulink with 
an interface called Communications Toolbox supports to transmit 
and receive RF signals in real time, enabling the use of MATLAB 
and Simulink to configure radio parameters, design algorithms, 
generate waveforms and measure and analyze signals. 

It is known that to transmit a signal by amplitude modulation, 
it is necessary to use a carrier at a frequency much higher which is 
in our case 𝑓𝑓𝑝𝑝 = 3.48GHz than the data signal. 

 The amplitude modulation is done simply by the equation 
bellow 

𝑠𝑠(𝑡𝑡) = 𝐴𝐴𝑐𝑐 µm(t)cos (2π𝑓𝑓𝑐𝑐t) + 𝐴𝐴𝑐𝑐cos (2π𝑓𝑓𝑐𝑐t)         (4) 

To build this equation with Simulink, the first part is modelled 
with Simulink but the second part is done with a block called 
USRP transmitter which allows to configure the USRP (gain, 
carrier frequency, interpolation factor). 

In our case, we desire transmit a sinusoidal signal with a 
frequency 𝑓𝑓𝑚𝑚 = 1𝑀𝑀𝑀𝑀𝑀𝑀 . This signal must be converted into analog 
form, at the input of the USRP. therefore, the operating frequency 
of the DAC, or Master Clock Rate must be adjusted, and the 
interpolation rate operated by the Digital Up Converter above. The 
following values are possible for these parameters: 

* Master Clock Rate: between 5 and 56 MHz 
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* Interpolation: an integer between 1 and 128, an even integer 
between 128 and 256, an integer divisible by 4 between 256 and 
512. 

*Master clock rate (Hz)= Baseband sample rate* Interpolation 
factor: 

 
Figure 13: Transmitter model  

 

Figure 14: Spectrum   

To verify the transmission of this sinusoidal signal, a spectrum 
analyzer in connected to the output of the USRP B210. When the 
carrier wave is modulated, both sides of the stable carrier signal 
sidebands are formed which carry the actual information in the 
modulation [12]. This can be illustrated by Figure 14 when a strong 
carrier is on the carrier frequency (3.48Ghz) while the sidebands 
have a frequency on 3.48Ghz  ±1𝑀𝑀𝑀𝑀𝑍𝑍 . 

As expected, the spectrum has the usual presentation: two 
sidebands are symmetrical on 3.481GHz and 3.479GHz and a 
powerful carrier signal is in the center. So, the data signal has been 
successfully transmitted. 

 4.3. AM Receiver  

After finalizing the emission, another patch antenna array 2X2 
is used as receiver. For the demodulation part, we use an additional 
USRP device in order to demodulate the transmitted message using 
the receiver model. 

Next, an overview of the AM demodulator is presented, which 
starts with the USRP receiver block. Then the demodulated signal 
can be passed to low-pass filter [17]. In fact, the low-pass filter, is 
used to remove the high-frequency signals and enable low-
frequency signals to pass [15],[17]. 

As before, the parameters of a block calling SDRu receiver 
must be programmed in order to recompose the modulating signal. 
In fact, we have kept the carrier frequency at 3.48. So, we will find 
two frequencies, the higher frequency will be eliminated by the 
low pass filter and the other one will allow us to extract the data. 

 

Figure 15: Receiver model  

 
Figure 16: Received signal   

The sinusoidal signal has been recuperated but there are 
fading due to the loss of system.  

5. Conception of MIMO  2x2  
The USRP B210 board is mainly designed using the following 

components : 

- AD9361 transceiver;  
- Xilinx Spartan 6 FPGA;  
- The USRP toolbox. 

The key component of the first section is the AD9361 
transceiver. This block is responsible for using two receive and 
also two transmit channels for RF front-end processing. The 
transceiver contains zero-IF-to-RF conversion and feedback, 
ADC/DAC gain, decimation/interpolation and filtering. 

To connect the transceiver to the FPGA a digital data interface 
is used and to transmit data between them the I\Q way is employed. 

The second component describes the Spartan 6 and presents 
software host processing. It uses both signal channels due to 
combining 2RX and 2TX chains, so, it is definitely feasible to 
conceive 2X2 MIMO System based on SDR. For this effect, the 
user could program a specific modulator/demodulator script. 
While the final part enables processing  

 
(a) 

 
(b) 

Figure 17: MIMO 2X2 System (a) illustrative schematic, (b)implementation 
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As second testbed, we propose a novel Simulink model for 
coherent 2x2 MIMO, interconnecting each USRP B210 with pairs 
of antenna array using SMA connectors at both in transmission and 
reception. 

The Full digital MIMO 2x2 system is operating in band C 
where the digital signal processing is processed on baseband. 

5.1. Transmitter  

A data matrix received by the SDRu transmitter block will 
enables the signal waveforms for MIMO mode. Indeed, to use both 
channels, Channel mapping must be adjusted [1, 2]. And a block 
called matrix concatenation used as gateway between the block 
sdru transmitter and the data elements arranged in columns or rows.  

The MIMO in this support package receives signals through 
the RX port and transmits signals through the TX/RX port.  

  
Figure 18: Programming USRP  

5.2. AM Receiver 

The USRP B210 below describes the hardware implementation 
framework for MIMO 2x2 model. In fact, for the reception part, 
the same model of SISO (AM receiver) has been kept, only a slight 
change with adding a block called select column in order to 
separate data and to treat each channel separately and 
simultaneously. 

 
Figure 19: Receiving simultaneously 

5.3-Implementation issues  

In order to provide synchronization between both Tx antennas 
array and both Rx antennas array and to achieve interoperability 

between cards, The 2 Rx should operate synchronously, we send 
the sinusoidal signal from the first 2x2 antenna array and the same 
data from the second prototype antenna. It is very important to 
adjust the different parameters of both boards in a consistent way 
such as same center frequency value which is 3.48GHz, master 
clock, channel mapping, interpolation [16]. 

 
Figure 20: Frequency Spectrum of AM 

The spectrum analyzer is connected to the output of the TX/RX 
port. As before, a strong carrier signal is centered at 3.48GHz, and 
the two sidebands are symmetrical at 3.481GHZ and 3.479GHz 
and the information signal is at 1MHz as shown in figure 19. So, 
MIMO transmission is well adjusted. 

The sinusoidal signal with frequency of 1MHz have been 
usefully recovered. So, MIMO provide better efficiency specially 
in communications system.  

In this work, performance of both MIMO and SISO systems 
is displayed. In fact, by transmitting the same data over multiple 
channels, MIMO introduce redundancy and diversity in data 
transmission that conventional single antenna (SISO) 
configurations cannot provide. This gives MIMO systems several 
advantages over conventional SISO configurations such the 
global throughput can be improved, allowing more quality and 
quantity data to be sent over the network, and using multiple data 
flow, problems such as fading caused by lost or dropped data 
packets can be reduced, this will help to recover all of the resulting 
data [16]. 

 
Figure 21: Received signal  
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6. Conclusion  

In this study, a 5G-oriented MIMO prototype system has been 
designed and implemented equipped with four patch array antenna 
based on software-defined radios. The model for Amplitude 
modulation/demodulation has been developed combining USRP 
and Simulink in both SISO and MIMO Systems, with proving that 
MIMO is more efficiency than SISO.  Moreover, all the analog and 
digital modules were properly developed and described enabling 
us to obtain a Full digital 2×2 MIMO system operating in band C.  
Finally, this system demonstrates great flexibility and scalability 
to be used in a wide range of applications. In the future MIMO 
beamforming system is investigated.  
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 The South African government has embarked on the implementation of the National Health 
Insurance (NHI), to increase access to healthcare and improve service delivery.  However, 
the project has being encountering various challenges, which are not empirically known. 
The aim of the study is to identify the factors that influence the implementation of the NHI 
from ICT readiness assessment perspective. Qualitative data was collected from 
communities and healthcare service providers including government as the legislative body. 
The duality of structure of structuration theory was used as lens to guide the analysis of the 
study, from ICT readiness assessment and perspective. From the analysis, four factors, 
current state, areas of coverage, role of ICT, role of human are found to influence the 
implementation of the NHI. The originality of the findings lies on the empirical nature of the 
study.  
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1. Introduction and Background  
Many people in some countries including South Africa have 

limited access to quality healthcare services [1]. The lack or 
limited access to healthcare services can be attributed to factors 
such as exorbitant costs, lack of available or not enough 
professional healthcare personnel and insufficient healthcare 
facilities. This leads to inequalities in the use of the healthcare 
services in many parts of the world [2]. With the increase of 
inequalities that are faced by the healthcare sector there is a 
demand for higher accessibility of quality service rendered to the 
citizens especially in the rural or peri-urban communities. 
According to [3], peri-urban areas are areas “which have some 
initial features and functionality of cities but are not yet defined 
as cities, including the rural–urban interface, small town, 
township and village”. To ensure that these demands are met the 
World Health Organization (WHO) has made a recommendation 
for countries to employ the universal health coverage (UHC) [4]. 

In support and alignment with the UHC, the South African 
government has introduced the National Health Insurance (NHI), 
which requires Information and Communication Technology 
(ICT) in its implementation. The NHI is intended to provide 
extended access and improved quality of healthcare services 
across the country. In essence, the NHI system is primarily aimed 
at bridging the gap between the lower income earners and the 
middle class by providing equal healthcare services to all citizens 
[2]. However, how ready the environment is unknown, at least, 

from empirical perspective. The term readiness “is related to 
terms such as ‘innovation’ and ‘adoption’ of new technologies” 
[5]. Assessment is referred to the collection of information on how 
things are done in an organization [6].  

The newness of the NHI requires the South African 
environment to be ready for its implementation. This is primarily 
to avoid failure like many other initiatives, which can be a serious 
catastrophe for the government and the citizens that look forward 
to its benefits. Over the years, many systems have failed because 
of factors such as lack of infrastructures [5]. Traditional affiliation 
and culture of an environment have also been instrumental factors 
to the success and failure of many systems [7]. From these 
viewpoints it is essentially important to assess the readiness of a 
diverse environment like South Africa before critical systems 
such as the NHI can be implemented, particularly in the rural areas 
of the country. 

The South African NHI makes provision for ease of access to 
healthcare services irrespective of socio-economic status [8]. 
Significantly, the NHI is expected to be of benefit. [9] argue that 
many health fatalities are due to factors such as the waiting period 
to access healthcare services and insufficient skilled healthcare 
practitioners. According to [10], private health services are 
prohibitive, which results to limited access by many citizens.  
Hence, [11] suggest that benefits of having access to health 
insurance include reduced cost and ease of access. However, 
implementation of the NHI requires understanding of its readiness 
in the South African environment. 
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2. Review of literature 

This section presents the review of literature focusing on 
Information and Communication Technology (ICT), healthcare, 
National Health Insurance (NHI), readiness assessment. 
 

Information and Communication Technology (ICT) has been 
widely used in the health sector in many different countries. ICT 
makes it easier and possible for the patients and service providers 
including government to provide and receive healthcare services 
[12]. According to [13], there has been a solid development on 
how ICT is being used in the healthcare sector to improve on 
service delivery. Through ICT, patients’ records are remotely 
monitored, and medical records are electronically stored [14]. 
Hence, according to [15], ICT in developing countries has been 
considered as the principal technology for advancement of quality 
patient care in healthcare. This is due to its ability to bring change 
in service delivery especially in the healthcare sector [16].  
 

The use of ICT has seen the birth of many services like e-
health which according to [7] are “noticeable on the development 
of the healthcare sector in developing countries”. According to 
[17], healthcare practitioners can communicate by using their 
mobile devices such as smart phones to provide healthcare 
services. In addition, local governments in many countries have 
made major investment in the ICT infrastructure so that the 
citizens can receive excellent, efficient healthcare services [18]. 
Moreover, the innovations that are brought by ICT can bring 
about change in a way that patients are being diagnosed and 
monitored [19]. 
 

The Universal Health Coverage (UHC) is all about ensuring 
that all citizens have access to the quality health services they 
need with minimum contributions [20], which the South African 
NHI system tries to align with. According to [10], it can also 
ensure the availability of sufficient resources that are effective. 
[21] claimed that UHC is only achieved when all citizens of the 
country receive good health services without financial burden. 
Furthermore, [22] defined UHC as having equal access of 
healthcare services amongst all citizens to overcome the 
differences of the health system. According to [4] “Universal 
coverage is determined by how much government budget can be 
allocated to subsidise premiums for poor and low-income families 
and informal sector workers”. To fully achieve the goal of UHC, 
all citizens of the country should have universal access to the 
services that are provided by the healthcare. 

 
There is an increasing failure in the implementation of new 

systems or policies in many organizations including the 
healthcare sector due to lack of readiness [23]. Various factors 
such as infrastructure and skill set influences readiness, which 
should be known and understood before embarking on 
implementation of new systems [24]. According to [5], readiness 
assessment is a mechanism for minimising risks and possible 
failures. Readiness assessment is a tool for supporting service 
delivery in the healthcare because it identifies the gaps and 
interventions needed. As stated by [25], readiness assessment is 
concerned with how the healthcare facilities can deliver basic 
services at lower standards.  
 

3. Structuration theory 

Based on the objectives of the study which concerns factors 
such as rules, resources, different agents (or agencies), and the 
relationship between these factors, the structuration theory was 
selected to underpin the study. Structuration theory, according to 
[26] is a theory that focuses on social systems with technical 
enablement. The theory was introduced by Anthony Giddens in 
1984 and had since been used in many research fields, including 
Information Technology (IT) to underpin studies for many years 
[27]. According to [28], the structuration theory has two main 
tenets which are (i) structure and (ii) agency, which are the core 
parts of its duality of structure as shown in Figure 1 below. 
 

 
Figure 1: Duality of Structure [27] 

According to [29], the structure consists of signification, 
domination and legitimation. The modality according to [28] 
consists of the interpretative scheme, facility and norm, and 
according to [30] the interaction comprises of communication, 
power and sanction. The author furthermore claims that modality 
provides the connection between the structure and the interaction 
of the agencies. Interaction amongst agencies is communicated 
through the interpretive schemes which are common knowledge 
that agencies use to interpret events by giving them meaning that 
demands signification structure [29]. The actions of agencies are 
made based on the ability to exercise power, using the facilities 
which are resources to obtain domination structure. The conduct 
of agencies becomes sanctioned or approved and end-up produces 
norm which results in the legitimation structure [31]. 
 

The structuration theory according to [32] can be used as a 
lens to enable the researcher to view and interpret data collected. 
Moreover, [28] claim that the structuration theory has been 
identified as a theory that is most suitable to interpret the results 
of the research. According to [29] the structure of the theory is 
made up of two properties which are rules and resources, and the 
agency of the theory according to [31] is made up of human and 
non-human agents. According to [29] the interactions which 
people make in a social process are constructed from the 
structures (rules and resources), from which interaction, new rules 
and resources are formed. The author furthermore claims that this 
iterative formation of rules and resources by peoples’ actions are 
commonly known as the duality of structure. 

 
4. Research Methodology 

We employ the discourse technique to analyze the traces in 
the views that led to the ideological and believe of individuals and 
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groups about NHI in South Africa. The discourse approach seeks 
to identify hegemony and emancipate marginalized individuals 
and ideas [33]. Using the technique, it allows us to draw from 
interpretive paradigms [34], meaning we could employ our 
judgments and subjectivity as explained by [35].  
 

The discourse technique is often applied to analyze within 
context, to understand the meanings that are associated with 
object through the process of communication and how it 
influences mobilization [36]. In the context of this study, the 
discourse technique allows us to gain insights into how the 
citizens understand the deployment of NHI in the country, using 
the radio as a platform to engage and dialogue with citizens. The 
technique enables tracing of connections between object and 
subject in a discourse [33]. 

 
Table 1: Duality of structure as lens for analysis 

# Level  Duality of 
structure  

Description  

1 Macro 
conversation 

Structure 
 

to gain insight on 
how NHI is 
understood from 
social and health 
contexts in 
individual’s real-life 
situation. This was 
structured into 
attributes, themes, 
and patterns relevant 
to the research, from 
both IT and non-IT 
related issues. 

Modality 
 
Interaction  

2 Micro 
reflectivity  

Structure 
 

Individual’s 
communicative 
motivation informs 
the selection of 
linguistic forms, 
which influence 
conversation and 
meanings associated 
with the subject (He, 
2017). Follows the 
interplay in the 
communicative 
motivation about 
views on NHI 
deployment. 

Modality 
 
Interaction  

3 Link between 
the micro and 
macro 
components 

Structure 
 

Enables reflexivity 
consideration of how 
individuals and 
groups worldviews 
[35] of the NHI in 
South Africa. Links 
the micro and macro 
views, to reflexively 
examine our 
subjective 
understanding of the 
views. 

Modality 
 
Interaction 

5. Assessing the South African NHI for Readiness 

As shown in Table 1, the duality of structure from the 
perspective of structuration theory is used as a lens, to view the 
empirical evidence was viewed and answers to the questions were 
obtained: what is the current state of NHI implementation? 
presented to answer the question. The duality of structure 
presented the current state of the implementation of the NHI 
system in the communities of the country. From the signification 
structure, the importance of the implementation of the NHI system 
as the system that promotes access to quality healthcare services 
for all the citizens of the country. As the South African 
government communicate regarding this new system the citizens 
used their stock of knowledge to consider whether what has been 
communicated was important or not. 

In assessing the readiness of the South African NHI for 
readiness, two fundamental factors were the focus: (1) on macro 
level, the importance is viewed; and (2) on micro level, the 
implications of not conducting assessments in the deployment of 
the concept were examined. Finally, the macro (importance) and 
micro (implications) were linked, to gain better insight of the 
current state and factors that influence readiness of the South 
African NHI, from IT perspective. At the macro level, the 
following question was used to the determinant: What is the 
current state of the implementation of the NHI? The question, 
what are the factors that can enable or constrain the NHI 
readiness? was used to examine the influencing factors from a 
micro level perspective. 

5.1. What is the current state of the implementation of the NHI? 
From ICT perspective, the current situation leans on two 

factors, access to health and area of coverage. The factors 
motivate, at the same time constrain the implementation of the 
NHI in the country. The factors contribute to the criticality of 
assessment of the South African NHI before implementation. 

Access to healthcare 
Currently, there are challenges in accessing healthcare 

services in the country. The challenges come from both technical 
and non-technical factors. [37] claim that it is vital to invest in an 
IT infrastructure to better the health facilities and increase access 
services in a country. The health sector on its own struggle to 
improve the quality and access to healthcare services, which 
negatively affect health of the citizens of the country. According 
to [20], this has prompted external stakeholders, such as the 
government and other sectors, to get involved in some countries. 
According to [38] lack of infrastructure can influence the 
effectiveness and efficiency of healthcare services delivered to the 
citizens. [39] assert that encouragement of healthcare personnel 
and the use of modern technology in healthcare facilities can 
better the health service delivery. 

A successful implementation of the NHI makes it mandatory 
for the South African government to have a centralised database 
where patient records can be stored [40]. According to [37] central 
storage of records assist the health system between different 
healthcare personnel in different healthcare facilities to respond 
in real-time. This is because healthcare personnel can retrieve 
reports on the system through patient history [25]. However, there 
are many challenges with the current state of healthcare services 
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and facilities. Two of the predominantly challenges are of 
technical and non-technical nature. 

From the technical perspectives, some of the challenges are 
security. Security is referred to an act of prohibiting unlicensed 
users to gain access into an organization’s network [41]. Security 
is also a necessity when medical practitioners share patient data 
to other service providers [42]. Moreover, [43] assert that data 
security is needed even when the data is stored. Waiting times are 
also problematic. The technical challenges heavily contribute to 
successful implementation of the NHI through healthy readiness 
assessment [44]. 

Non-technical factors include availability of skilled 
healthcare personnel and healthcare infrastructure [25]. This 
assists the healthcare sector to be able to compare if the existing 
health resources will be able to stand the requirements to provide 
the NHI [45]. In India it was found that due to unskilled healthcare 
personnel the level of incorrect treatment issued was high [44]. 
Authors continue to claim that the only solution to mitigate the 
challenges is to continuously check and evaluate new avenues of 
that specific challenge. Moreover, [46] suggest that to 
successfully manage the existing challenges, there needs to be 
continuous planning and management within the healthcare sector. 

Area of Coverage 
The aim of the NHI is to provide high standard of healthcare 

services that will be available to all the citizens of the country 
irrespective of their geographic area [38]. [47] argues that there 
is still a large gap that exists between the urban and the rural 
areas of the country in terms of accessing and making use of the 
healthcare services available. [48] claim that “Expansion of 
coverage to poor and vulnerable populations often needs strong 
governmental commitment to give voice to marginalised groups 
and overcome interest-group politics”. This is because in any 
country that has a united political structure within its 
government, changes are easily accepted [49]. 

However, some of the challenges identified in the areas of 
coverage and access above are not unique to South African. For 
example, some of the challenges hindered similar programmes 
to the extent; they were either unsuccessful or terminated in 
many countries, such as Cyprus [50]. In some countries, there 
were over expenditure of budget due to implementation 
challenges [37], which can be attributed to lack of readiness 
assessment. The USA is an example, where, from inception 
Obamacare was faced with challenges where citizens were 
unable to register on its web-based system which left many 
citizens of the country unable to renew their insurance policies 
[51]. In Korea, health data have been encrypted so that it can be 
protected from unauthorised users. In Taiwan all the citizens of 
the country have been given a unique personal identification, 
this is to ensure privacy when they access their health 
information online [37].  

 
5.2. What are the factors that can enable or constrain the NHI 

readiness? 

As revealed from the analysis, primarily, two factors enable 
and at the same constrain the implementation of the NHI in South 
Africa. The factors are ICT and humans, which play fundamental 
roles from both technical and non-technical perspectives. 
Primarily, the factors require the need to continuously evolute the 

technology solutions and, training and development of ICT and 
healthcare personnel. The factors have the capability to enable and 
constrain the readiness of the phenomenon. [30] argues that 
factors enable and at the same time constrain processes and 
activities in IT projects. Thus, the factors are significant in a sense 
that it ensures that the various stakeholders adhere to the tasks and 
processes in the implementation and support of the NHI. Also, 
factors of influence can happen consciously or unconsciously [27], 
at both technical and non-technical structural levels during 
implementation. 

Additionally, the factors, ICT and humans enable the 
integration of healthcare processes with technology solutions of 
different healthcare facilities, ensuring compatibility. The 
rationale for this is that the systems will be flexible and 
accommodate new and old systems when sharing data in an 
organization. This also ensures the efficiency and the 
effectiveness of service delivery that is needed in the healthcare 
sector. Lastly, the factor which is governance and controls plays 
a big role in the implementation of the NHI. The implication of 
mismanagement of funds can affect the objective of the 
organization and can result in the failure of the implementation of 
the NHI system. With strict policies and accountability this can be 
minimized. 

The Role of ICT 
The implementation of the NHI in any government including 

South Africa, requires the use of ICT as it assists in the 
improvement of the quality and effectiveness of health service 
delivery [52]. Daily, the healthcare sector deals with large 
volumes of data such as sensitive patient information e-Health is 
defined as the service where the healthcare sector uses ICT to 
deliver services such as treating patients and monitoring diseases 
[53]. In addition, [54] suggest that the use of electronic data 
systems as opposed to the traditional paper-based system can 
improve the efficiency of medical practitioners. 

Many governments around the world including South Africa 
continuously look at the ways they can use ICT, to better their 
healthcare services [55]. However, according to [56] healthcare in 
South Africa is faced with challenges such as poor infrastructure 
and lack of funds. Another challenge according to [57] is the lack 
of privacy and security which poses a threat to sensitive healthcare 
data. 
The role of humans 

Healthcare personnel are the ones that have an obligation 
for the implementation of the NHI in South Africa [58]. [59] 
argue that for the NHI to be successfully implemented in South 
Africa, the key role players such as medical practitioners in 
service delivery within the healthcare sector needs to be 
involved. However, [60] argue that many people around the 
country including healthcare personnel are not enlightened 
about the concept of the NHI and that is due to insufficient 
communication shared so far. On the other hand, [61] suggest 
that the government and the Department of Health need to take 
serious measures to have consultation with communities, to 
spread the word about the NHI system. [62] claim that 
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requirements such as sufficient human resources need to be 
achieved simultaneously with the implementation of the NHI. 

5.3. Link between importance and implication of implementing 
the NHI  

The macro level allows acknowledgment of how 
institutional contexts differ in their enabling and constraining 
influence [63], which makes it useful in classifying the activities 
and action of the various stakeholders. The macro level helps to 
maintain inferences at group levels of analysis [64]. Linking the 
macro and the micro perspectives, is purposely to obtain a 
comprehensive view [65], on how factors influence and 
constrain NHI activities at individual and facilities’ levels. 
 

Currently, there are challenges in accessing healthcare 
services in the country. The challenges come from both 
technical and non-technical factors, which reveal significance 
and implications in coverage, the role of ICT, and the role of 
humans. The technical factors include security [66] and data 
storage [67]. Some of these challenges are contextual, meaning 
that they must be customized for individual environments. Thus, 
the same measure cannot be used for two countries, because 
they often differ in infrastructural, cultural and governmental 
settings [68], hence, readiness assessment is required. 
 

The NHI system can be successfully implemented in the 
communities of the country, guided by the influencing factors, 
to understand the processes and activities better. This includes 
managing relationship between the factors. Critically, this is 
intended to guide the interaction between the human-to-human, 
human-and -technology, and technology-and-technology that 
are involved in the implementation of the NHI. Through the 
practical application of the influencing factors, government can 
become more knowledgeable during and post implementation 
of the NHI.  

 
6. Conclusion 

The influencing factors identified in this study will be of 
significance to the stakeholders involved in the implementation of 
the NHI in South Africa, from both technical and non-technical 
perspectives. The factors are expected to boost the strength and 
capability of the relevant authorities with knowledgeable power 
to employ the resources, in implementing the NHI, in providing 
healthcare services to the community. 
 

The study has been thoroughly carried out following the 
research methodology as stated in the section above. This includes 
the use of structuration theory as a lens, which brings rigor to the 
study. The significance of the study is through the development 
of the framework which can be of great assistance to the South 
African government and governments from other countries if 
followed. The framework can provide guidance on how an ICT 
system can be implemented for service delivery. The South 
African government, department of health and other governments 
from developing countries will benefit from this empirical study 
in three-fold, theoretically, methodologically and practically. 
Theoretically as the study will contribute to the existing theory 

through the addition to the body of knowledge, methodological 
based on the philosophies, approaches, methods and techniques 
that will be followed or employed on the study and practically on 
the basis that the researcher has developed the framework which 
will serve as a guide to help governments to better understand 
processes to be taken before implementation of the new system. 
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Bird watchers and people obsessed with raising and taming birds make a kind of motivation
about our subject. It consists of the creation of an Android application called ”Birds Images
Predictor” which helps users to recognize nearly 210 endemic bird species in the world. The
proposed solution compares the performance of the python script, which realizes a convolutional
neural network (CNN), and the performance of the cloud-bound mobile application using IBM’s
visual recognition service to choose the platform one. android form. In the first solution we
presented an architecture of a CNN model to predict bird class. While the other solution, which
shows its effectiveness, is based on IBM’s visual recognition service, we connect the IBM
project that contains the training images with our Android Studio project using an API key ,
and the IBM process classifies the image captured or downloaded from the application and
returns the prediction result which indicates the type of bird. Our study highlights three major
advantages of the solution using IBM’s visual recognition service compared to that of CNN, the
first appears in the number of images used in training which is higher compared to the other
and the strong distinction between bird types where images and bird positions come together in
color. The second advantage is to create a trained model saved on the cloud in order to use it
with each prediction the most difficult thing to do locally due to the low processing capacity of
smartphones. The last advantage is reflected in the correct prediction with a certainty of 99%
unlike the other solution due to the instability of the CNN model.

1 Introduction

This article is an extension of the work originally ”Bird Image
Recognition and Classification Using IBMCloud’s Watson Visual
Recognition Services and Conventional Neural Network (CNN)”
presented in the conference ”International Conference on Electrical
Engineering, Communication and Computing (ICECCE) 2021”[1].

Birds are among the living organisms that play an important
role in the life cycle of the planet. They have become a center of
interest for many people such as ornithologists who are interested in
researching different types of birds, curious and passionate people
who wish to live closer to them, without forgetting the sanctuaries,
associations or large bird stores that are interested in breeding or
protecting birds from extinction. These people often need to know
certain characteristics of birds such as their diet, family (or gender)
and housing in order to provide them with a suitable and comfort-
able lifestyle. To make it easier for these people, we had the idea to

develop an intelligent bird recognition system.

Science has progressively evolved through several chronologi-
cal stages. The first phase was based on an experimental paradigm,
from the 17th century, which took into account the experiment, the
observation of phenomena and the use of this experimentation [2].
The second phase was theoretical, it uses an idea or a hypothesis to
explain an observed phenomenon, it is a way of synthesizing the
acquired knowledge and inventing new experiments. In fact, there
was a dynamic relationship between experimental and theoretical
science since one completes the other [3]. Around the year 1995
another paradigm appeared, it is essentially interested in the pro-
duction, processing and use of information after storage, it is the
science of information. This latter one has been developed in an
exponential way stimulating the birth of the 4th paradigm of the data
oriented science which leads to significant advances in the statistical
techniques and machine learning [4].

Machine learning is one of the disciplines of artificial intel-
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ligence [5], this notion of intelligence defines two fundamental
approaches. The first is the connectionist approach, considers in-
telligence as a result of all minimalist functions, which are called
neurons, by connecting several neurons, which can solve more
complex cases and have good results. When we talk about the con-
nectionist approach, we say that it is inductive, we have an input
and an output and from the observation we try to understand what it
is in order to define one or more rules. On the other hand, there is
the symbolic movement of things which affirms that intelligence is
only symbols interpreted at a high level. For example when we say
”Every Cauchy sequence is a convergent sequence” it means that
”If U is a Cauchy sequence, then U is a convergent sequence”. This
approach is deductive,it deduces the result by applying one or more
inference rules on the input, which leads to NP-complete problems
due to the exponential complexity of the rule application algorithm.

To achieve our solution, a comparable supervised machine learn-
ing model using a convolutional neural network (CNN) [6] has been
proposed. The first step is to perform a convolution [7] of raster or
tensor image representation of our bird database in order to extract
the main features. The second step is to perform the [7] flattening
operation on the result of the convolutional layer to have a data
format that can be injected into an artificial neural network (ANN).
The third step is to train the trained model by back-propagating
each ANN layer that are fully connected [8]. In the end, we get a
well-trained model that is able to predict the type of a given bird
from its image. All the steps mentioned above will be detailed in
the third section.

The problem with this method is that the script takes a long time
to train the model, updating the network weights each time with
the gradient back-propagating algorithm that minimizes the error
function, and carrying with small speed CPUs the problem becomes
heavier. For this reason, we propose another method for prediction
that uses IBM Cloud [9]. In fact, the visual recognition service of
IBM Cloud forms the prediction classes once and saves them to
exploit them when we need a prediction. This applied technique
minimizes the prediction time: we don’t need to train the model
each time and also it gives the possibility to link the IBM Cloud
project with an Android studio project in order to generate an APK
installable on an Android OS smart phone, which makes the solution
portable and usable.

There are other bird class prediction methods in the literature
such as The ”Application of Two-level Attention Models in Deep
Convolutional Neural Network for Fine-grained Image Classifica-
tion” [10]. This paper focuses on fine-grained classification by ap-
plying visual attention using a deep neural network, It incorporates
three types of attention: bottom-up, top-down at the object level
and top-down at the part level. All of these attentions are combined
to form a domain-specific deep network and then used to enhance
aspects of objects and their discriminative features. Bottom-up at-
tention proposes candidate patches, top-down object-level attention
selects patches relevant to a certain object, and top-down part-level
attention locates discriminative parts. This pipeline provides signifi-
cant improve ments and achieves the best accuracy under the weak-
est supervision conditions compared to subsets of the ILSVRC2012
dataset and the CUB200 2011 dataset.

The article ”Handcrafted features and late fusion with deep learn-
ing for bird sound classification” [11], makes a study on acoustic

features, visual features and deep learning for bird sound classifica-
tion. In order to classify bird caller species a unified model built by
combining convolution neural network layers ,convolution layers
derives the important features and reduces the dimensionality, then
fully connected conventional layers for classification. Based on the
experimental results on 14 bird species, this method indicates that
the proposed deep learning can achieve an F1 score of 94.36 %,
superior to the use of acoustic feature approach which gives a score
of 88.97% and the use of visual feature approach which gives a
score of 88.87%. To further improve the classification performance,
they merged the three approaches: acoustic feature approach, visual
feature approach and deep learning approach, to expect a final better
score of 95.95%.

The authors of the paper titled ”Image based Bird Species Identi-
fication using Convolutional Neural Network” [12] have developed
a deep learning model to recognize 60 species of birds in order to
give the possibility to birders to easily identify the type of birds.
The method implements a model to extract information from bird
images using the Convolutional Neural Network (CNN) algorithm.
The data is gathered from Microsoft’s Bing v7 image search API.
The classification accuracy rate of CNN on the training set included
80% of data reached 93.19% and the accuracy rate on the test set
that included on 20% of data reached just 84.91%. The experimen-
tal study was conducted on Windows 10 operating system in Atom
Editor with TensorFlow library.

There are other applications on the Play Store such as ”Merlin
Bird ID” [13] whose purpose is to identify birds using the Photo ID
pane which offers a short list of matches between photos taken or
imported from photo gallery thanks to patterns trained on thousands
of photos of each species. This application covers over 8000 species,
has a code size of 25 MB and is trained on images downloaded from
the eBird checklists and archived in the Macaulay library. This
application can identify species that are currently included in the
regional kits that contain the reindeer species in that region.

This article is organized as follows: in the second section we
describe the approach adopted for the realization of the solution, in
the third section we give a description of the method adopted during
recognition, in the fourth section we will give the results obtained
then we will devote the fifth section to the discussion and evaluation
of the results and the last one to conclude the work and open another
research track.

2 Materials and Mrthod

2.1 IBM Watson:

Watson [14] is a cognitive artificial intelligence computer program
developed by IBM. It has several sub-services, including Watson
Visual Recognition Ref used primarily for visual content recogni-
tion and analysis using machine learning. The IBM platform offers
choices for managing application interfaces, among which the An-
droid Studio is chosen. After authentication on the IBM Ref Cloud,
we create a project as follows:
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Figure 1: IBM Cloud interface to create new project

The project name and description (optional) must be defined.

Figure 2: Project information

The next step is to choose the Visual Recognition subsystem of
Watson :

Figure 3: Creation of Visual Recognition Service

The visual recognition service helps to create a registered pat-
tern of bird classes, from a database of images where each class
must contain at least 10 different images to facilitate prediction.

On the Kaggle website[15] , a dataset of training images has
been uploaded which contains approximately 210 bird types, where
each type contains more than 10 images.

2.2 Firebase

To store the different characteristics of each bird, including name,
family, diet and housing in addition to other similar images; the
external Google ”Firebase” database [16] was used.

Figure 4: Realtime database of Firebase Storage

3 Recognition Method
Several innovations in various fields of science derive their oper-
ating principle from the behavior of the human body, for example
fundamental computer science is inspired by the nervous system to
develop models of artificial intelligence. The human brain consists
of more than 80 billion living cells [17] called ”neurons”, intercon-
nected with each other to transmit or process chemical or electrical
signals. A biological neuron consists of the dendrites (inputs) which
are branches that receive information from other neurons, a Soma
or cell nucleus that processes the information received from the
dendrites, an axon as a cable used by neurons to send information
to the output and synapses (outputs) that connects the axon and the
other neural dendrites.

By analogy, a formal model has been proposed to be integrated
into so-called intelligent systems, which can react almost like hu-
mans; named artificial neuron or perceptrons [18]: it is a mathe-
matical function that takes values into account to make a simple
calculation and return one or more values as output. The calcula-
tion performed by a perceptron is broken down into two phases: a
calculation by a linear function(1):

f (x1, x2..., xn) = w1x1 + w2x2 + + wnxn (1)

where the wi are the weights and the xi are the input values with
(1 ≤ i ≤ n), followed by an activation function [19] (or transfer
function)φ which will decide whether the information will be trans-
mitted to another neuron or not.

There are several activation functions that are chosen accord-
ing to the type of problem to be solved, such as the Relu function
defined by f (x) = max(0, x) and Softmax generally used to solve
multi-classification whith single-label problems. Note that we can
add an additional weight b j called bias [20] or error which measures
the difference between the expected output value and the estimated
output value y j and the estimated value to have an ”affine percep-
tron”.

The juxtaposition of several neurons, grouped by layers, gives
the notion of the artificial neural network [6]. Previously, the con-
nectionist approach consists in finding a relation between the input
and the output, more formally looking for a function F which con-
nects the input to the output. In real life many types of relationships
result in linear or quadratic functions, however there are more com-
plex problems such as predicting the class of a bird which results
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in a non-linear function. According to the universal approximation
theorem [21], any continuous and bounded function can be approxi-
mated by a neural network with n inputs and yi outputs, possessing a
finite number of neurons in a single layer hidden with an activation
function and a output whose activation function is linear.

To find the best function F (2) which connects the input to the
output

F(Xi) ≈ Ywhith(Y = (y1, y2, ...., ym)) (2)

It suffices to configure the parameters (the weights P =

(w1,w2, ...wn) and the bias b j) of the network, so that the mide
error is minimal. To precisely measure the performance of the ap-
proximation, we define a cost function [22]in our case Cross-entropy
for categories(3) [23]:

E = −y j log(ỹ j) + (1 − y j) log(1 − ỹ j) (3)

It sum of Ei the local errors, generally convex and we are looking for
its minimum, so we are faced with an optimization problem that can
be solved by the method of descent of the gradient [24], the latter
assimilates the notion of gradient [24] which is a generalization of
the derivation in the case of functions with several variables. The
derivation studies the variations of a function and tries to find its
extrema; similarly the gradient is a vector which gathers the partial
derivations of a function with several variables and which indicates
the direction of the greatest slope of the function from a point. The
calculation of the gradient vector of the cost function requires the
calculation of the partial derivatives of E from those of F by the
formula (4):

grad f (x1, ..., xn) =



∂ f
∂x (x1, ..., xn)

.

.

.
∂ f
∂x (x1, ..., xn)


(4)

Back-propagation [8] is the application of gradient descent on an
artificial neural network . Gradient descent is an optimization algo-
rithm used to find the minimum of a function, based on the opposite
vector [24] to the gradient vector. To find the minimum error, we
start from the initial weights W0 = (w0,w1, ...), the direction of the
opposite vector is followed by a step δ, called the learning rate,
and we start again from the new weights and stop at the end of a
number of iterations fixed in advance or when the error tends to
zero; according to the following recurrence formula (5)[8]:

Pk+1 = Pk − δ × grad(Eglobal(Pk)) (5)

There are three variants of the gradient descent, which is differen-
tiated by the amount of data used in the calculate the gradient of
the cost function. If we use the global error Eglobal, we say that
there is a classical gradient descent. If we consider at each iter-
ation a single gradient Ei instead of Eglobal, we say that there is
a stochastic gradient descent, this technique reduces the amount
of calculations, because the calculation of the gradient of Eglobal,
involves the calculation of the gradient of each of the Ei, that is to
say the partial derivation with respect to each of the weights w j. If
we divide the data into packets of size K. For each packet (called
a ”batch”), a gradient is calculated and an iteration is performed,

we say that there is a gradient descent in batches (or mini-batches).
It is an intermediate method between the descent of the classical
gradient (traversing all the data at each iteration) and the descent of
the stochastic gradient (which uses only one data at each iteration),
at the end of N

K iterations, we have traversed the entire dataset: this
is called an epoch.

However, these variations do not always lead to the minimum
point, which requires another variation in the learning rate, where δ
must be chosen neither too large nor too small: if δ is too large, the
Pk points will oscillate around the minimum, but if δ is too small,
the Pk points will approach the minimum only after a very long
time. For example, it is possible to choose, during training, a fairly
large δk, then smaller and smaller over the iterations; either by a
linear, quadratic or exponential decrease.

The proposed model applies gradient descent Adam [25] stands
for Adaptive Momentum Estimation , which is a stochastic gradi-
ent descent that combines between two methods Momentum and
RMSprop. Momentum [25] is a method that helps to speed up
stochastic gradient descent in the appropriate direction and dampen
oscillations by adding fractions of previous gradients to the cur-
rent gradient. RMSprop [25] is based on a decreasing variation of
aggressive learning rate.

Algorithm 1: ADAM algorithm
Result: Pt

m0 ←− 0; *** Initialize the 1ere moment vector
v0 ←− 0; *** Initialize the 2ere moment vector
t ←− 0; *** Initialize the time step
while Pt is not convergent do

t ←− t + 1
gradt ←− ∇ f (Pt−1);*** The gradient of the error

function at time step t
mt ←− β1 × mt−1 + (1 − β1) × gradt; *** Update first
moment biased estimate

vtt ←− β2 × vt−1 + (1 − β2) × grad2
t ; *** Update biased

raw second moment estimate)
m̂t ←−

mt
(1−βt

1) ; *** First moment estimate corrected for
computational bias

v̂t ←−
vt

(1−βt
2) ; *** Second moment estimate corrected

for computational bias
Pt ←− Pt−1 − α ×

m̂t

(
√

v̂t+ϵ)
; *** Update settings

end

Our study is focused on a convolutional neural network (CNN) ,
inspired by the operating principle of the visual lobe of vertebrates.
It is a type of artificial neural network suitable for image recognition
which is composed of two parts: a convolution part and a classifi-
cation part corresponds to a classic multilayer model. Convolution
[7] is a mathematical method that applies a convolutional product
between an array (matrix representation of an image) and a pat-
tern (filter or kernel), frequently used for image processing in order
to bring a transformation or derive its main characteristics. This
convolutional product [7] can be realized by a neural network with
convolution neurons, in which also we apply the gradient descent
algorithm to adjust their weights. The result of this convolution
forms a feature map. The convolution part also consists of a pool-
ing phase[7], the purpose of which is to reduce the dimensionality
which aims to reduce the computational complexity while keeping
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the important characteristics of the input image. There are two types
of Pooling: max-Pooling and average-Pooling. The first takes the
max of each of the sub-matrices (windows) while the second takes
the average. The last phase of the convolution part is the flattening
phase which converts the feature maps obtained after the Pooling
operation into a column vector.

The result column vector will be the input of our artificial neural
network which constitutes the second phase of the multilayer model,
it is trained using the gradient back-propagation algorithm with two
image databases of birds, one for training and another for testing.

A good learning model offers an optimal balance between bias
and variance, it simultaneously minimizes these two error quantities,
this problem is known as the bias–variance trade-off [20]. On the
one hand, a high bias and a low variance cause underlearning[26]:
lack of relevant relationships between input/output data; On the
other hand, excessive data variance and low bias can lead to
overfitting[26], where the model remains too specific to the training
data and thus is unable to adapt to new data. To remedy this prob-
lem, we use the Dropout technique. Dropout [8] is a technique that
temporarily deactivates certain neurons of a layer during training
with a given probability, therefore it sets the weights to zero for both
evaluation and backpropagation.

Here is a summary diagram of all the steps mentioned above of
our adapted version of the RNC (go to the appendix section to see
the source code in python):

Figure 5: Descriptive schema of the applied convolutional neural network

The problem mentioned in this research is included in the family
of image classification problems, so to clearly indicate to which
class an image belongs, we need to minimize the gap (2) between
each of the images of the input classes (training base) with the im-
ages of the same classes of the output (test base), this division of the
images into two: test and training, is done to remedy the problem
of ias–variance 3. First of all, each RGB image is considered as
a matrix of pixels to which convolution 3 is applied to reduce its
size and keep only its relevant characteristics in order to transform
it into a column vector that we introduce in a Multilayer Perceptron.
This operation decreases the computing power required to process
the data. The column vector enters the artificial nouron network in
which the backpropagation 3 is applied based on the ADAM 3 algo-
rithm, at each iteration of the process and over a series of epochs,
the model is able distinguish between dominant features and some
low-level features in images and classify them using the Softmax
3 activation function. Here are the essential steps for creating the
CNN model:

• Create an image generator for the training data;

• Create an image generator for the training data;

• Upload the training images;

• Create two convolutional layers;

• Create two Pooling layers;

• Create the Flattening Layer;

• Treated the over-learning problem;

• Added a Multilayer Perceptron with one hidden layer and an
output layer with 128 neurons which allows the detection of
210 types of birds.

Figure 6: Model architecture summary

4 Experimental Results and Analysis

This study is a comparison between the results of two methods of
predicting the class of a bird, such as the python script that imple-
ments a convolutional neural network (CNN)[6] and the method of
prediction by the IBM Cloud visual recognition service[9].

The first method of the CNN script was trained on 210 bird
classes, while the second one offers the possibility to test up to 1010
classes. The latter minimises the error and prediction time, where
the prediction reaches a percentage of servitude of 99% and a wait-
ing time of less than 10 seconds. In addition, it offers the possibility
to store the trained model in the cloud for later reuse or integration
with a solution such as Java, Android Studio or Python. Thus, the
process of learning bird images using the CNN method takes enough
time for training despite being tested on a small dataset and gives a
low prediction accuracy compared to the second method.

The proposed solution integrates the prediction method by IBM
Cloud’s visual recognition service with an Android Studio project
to generate an APK of an Android mobile application.

Here is a table of comparison between CNN model and visual
recognition service from IBM Cloud :
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Table 1: comparative table between CNN and VRS-IBM

Comparison criterion CNN VR-IBM
Number of class 210 1010
Response time 2s 5s

Accuracy 22% no access
Loss 64% no access

Model storage locally on the cloud
Integration with mobile app TensorFlow Lite API

Images show the instability of the CNN model:

Figure 7: accuracy and loss per epoch graphs

the two graphs above indicate the variation of accuracy and loss
over epochs. The first accuracy graph illustrates that the accuracy of
the validation increased linearly with the accuracy, but from epoch
18 it fluctuates between values very close and away from the ac-
curacy, this means that the model learns more information at each
time; similarly for the loss graph, the validation loss shows that it
decreased linearly, but after 18-19 epoch it started to increase. This
means that the model tried to store the data. We also notice that the
error rate is 64% and the accuracy rate is 22%, which means that the
model requires a good adjustment of the hyperparameters to have
good results.

The application represents in the first interface ”figure 6” a list
of bird images, when you press the button of the ”eye” icon a detail
containing the characteristics (name, family, housing, food) of this
race, will be displayed in the form of a table ”figure 7” as well as a
small gallery of the same race to have more about this race.

Figure 8: Home interface

Predicting the breed of a bird from its image is done by two
options, the first allows you to choose an already captured image
saved in the smartphone gallery as indicated by the plus ”+” icon in
”Figure 6”, or by the second method which allows you to capture a
new image instantly as illustrated by the camera icon in ”Figure 6”.

Figure 9: Detail interface

To detail the scenario, once the user uploads or captures an
image of a bird, the image will be transmitted to the IBM Cloud
Platform through the ”ClassifyOptions” object, thereafter the vi-
sual recognition service will return the prediction result through
the ”ClassifiedImages” object in the form of the name of the class
to which the bird belongs and the percentage of similarity. After
retrieving the name of this bird a query will be sent to the FireBase
database with the bird name as parameter in order to receive their
characteristics and display them in a table as shown in ”Figure 7”.

5 Discussion
Our article presents a demonstration of three main results concern-
ing the recognition problem: the first result is the prediction of the
class of bird given in the image captured or chosen by the user, this
result reflects the correct prediction with certainty 99% unlike the
other solution due to CNN model instability. The second result is
the presentation of major characteristics of the predicted bird such
as its family, its habitat and its food with the display of a small
gallery of bird images from the database used, This result illustrates
the model’s reliability in distinguishing between similar types in
the face of the high number of images used in the training phase.
The third result is the usability and easy portability of the solution
on the phone in the form of an Android mobile application, the
solution generates a trained model saved on the cloud in order to
use it for each prediction the most difficult thing to be done locally
due to the low processing capacity of smartphones. However, our
study focuses on 210 classes of endemic bird species to make the
exact classification in a targeted and efficient way. The proposed
CNN model has been tested on training images, it returns the result
with an accuracy of 22%. But due to the visual similarity between
bird species, when using a new image, the model sometimes fails to
distinguish between two types and ultimately leads to misclassifi-
cation. On average, testing the data set gives a sensitivity of 64%.
Therefore, the visual recognition service of the IBM Cloud method
has been adopted to make the prediction of the class of bird species
in order to have a simple, fast and efficient result. The latter applies
a deep learning algorithm and gives a good numerical precision,
which we bet on the success of this project, despite that it does not
give access to visualize the model architecture and compare their
metrics with that CNN model. have a simple, fast and effective
result. The latter applies a deep learning algorithm and gives a good
numerical precision, which we bet on the success of this project, de-
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spite that it does not give access to visualize the model architecture
and compare their metrics with that CNN model. have a simple, fast
and effective result. The latter applies a deep learning algorithm
and gives a good numerical precision, which we bet on the success
of this project, despite that it does not give access to visualize the
model architecture and compare their metrics with that CNN model.

In December 2021 the visual recognition service of Watson was
obsolete [27], it is replaced by others like the machine learning
service and to keep the usability of the application we proposed
another solution consists in saving the trained model of the python
script, after having improved the setting of the hyper-parameters,
in the form of a file with extension ”h5” then with this file we will
generate another TansorFlow file[28] with extension ”tflite” [29]in
order to integrate it with the Android studio project by replacing
the part of prediction with the services by an image injection on the
recorded model.

The “Merlin Bird ID” app [13] is one of the powerful apps in
this field of bird species identification, it is released on play store
the first time in 2014; it is powered by Visipedia, relies on artifi-
cial vision and deep learning, its last update was published in May
2022. It offers other functionality more than the features offered in
our image recognition solution. “Merlin Bird ID” contains several
pane among them, image recognition photo id pane to identify birds
from photos by calling sets of millions of photos contributed by
bird watchers in eBird.org at l using other user-provided informa-
tion such as date and location; it brings together regional kits for
example from the United States, Mexico, Central America, from
Europe, North Africa and Australia. . . The Sound Id component
is dedicated to audio recognition, it identifies the species from the
sound and contains an audio recording library by region. The start
pane id who Merlin starts by asking you a few simple questions
and then magically gives you a list of birds that best match your
description After choosing one you can see more photos, listen to
recordings sound and read tips for identification. APK size rating
our application is small with 23.64 MB than Merlin of 227 MB, so
our study is limited to 210 types compared to the other which has
more than 40,000 photos of birds (males, females and juveniles).
Finally, Merlin is developed for different languages such as English,
Spanish, Portuguese, Hebrew, German, Simplified Chinese and Tra-
ditional Chinese unlike our solution which is limited to English
language only. The remark that we have noticed as users of this
application that always the download and installation of regional
kits either in the Photo ID or Sound ID pane fails but is it because
of weak connection or technical problem in the application.

The paper ”A new mobile application for agricultural pest recog-
nition using deep learning in a cloud computing system” [30] is
one of the research topics that exists in the literature in the sense
of classification using a mobile application, this paper makes a
comparison between the performance of two models, including
the convolutional neural network (CNN) with connection hopping
and the convolutional neural network without connection hopping.
This research focuses on the development of an application that
recognises weeds in agricultural areas, such as fields, greenhouses
and large farms. The mobile application was developed by Apache
Cordova, using Flask Framework to handle the HTTP POST re-
quests sent, the python code executed and hosted in the Cloud on
the Python Anywhere environment and Mysql as the database to

store all the pest information. So the application is based on Faster
R-CNN, it was the result of this study, it gave good results which
reached a score of 98.9%, regarding automatic control of pests,
about five popular agricultural pests, crops compared to machine
learning and deep learning classifiers in previous studies. This study
also shows a major advantage in being able to detect pests in similar
and complex backgrounds to the images tested. Furthermore, the
Faster R-CNN is suitable for real-time identification of agricultural
pests in the field, without prior knowledge of the number of objects
in the acquired images. Finally, the prediction of the categories and
positions of the different agricultural pests are accurately identified.

There is also another achievement in the literature which is
based on the visual recognition service of IBM Cloud: ”Personal
robotic assistants: a proposal based on the intelligent services of the
IBM cloud and additive manufacturing”[31], it proposes a robotic
assistant as a personalized version of the Otto robot, which relies
on additive manufacturing and an intelligent chatbot using IBM
Cloud services, which concerns speech and image recognition, in
noisy environments. This project uses OpenCV and IBM Cloud’s
own service for visual recognition, in order to obtain better per-
formance in image recognition both in virtual assistants and in the
robotic assistant. So in this discussion we are interested in the
image recognition part. The authors use techniques like Gaussian,
Image Segmentation, Blur effects, and salt and pepper to add noise
to the original images to determine if the machine learning model
implemented in the robot (via IBM Watson Cloud) can identify the
images. correctly based on 3 levels of acceptance that have only
been applied to virtual assistants (telegram and messenger). The
result of this article is a combination of precision obtained at the
same time in all the assistants.

6 Conclusion
Several projects related to various fields of artificial intelligence
exploit image recognition, which makes their success depends on
finding the best solution to the recognition problem; our project is
the study, realization and development of an Android mobile ap-
plication named ”Birds images predictor” for the classification and
recognition of bird images using IBM’s cloud visual recognition ser-
vice which applies a machine learning algorithm more specifically
a deep learning algorithm.

The application manages to identify about 210 types of birds
from their images captured or chosen by the user, it can be improved
by increasing the number of classes of birds, adding other additional
options such as the geographical distribution on the map of each
of these races. The architecture of the CNN model can also be im-
proved by readjusting its hyperparameters to increase the prediction
accuracy and to have a low error rate in order to compare it again
with another solution in the same direction.
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 This paper presents the results of a documentary research on the use of information 
technology in emergency remote teaching in 66 higher educational institutions in Brazil. 
The theoretical background of this study is based on the works of Feenberg, Bagglaey, 
Veloso & Mill, Castañeda & Selwyn and Hodges. The methodological approach consisted 
of analyzing reports published by YDUQS, an educational holding responsible for 
managing all the 66 institutions examined in this research. Such analysis aimed at 
identifying data concerning investments in information technology and its use throughout 
the Covid-19 pandemic. Results have revealed that investment in information systems as 
well as technological mediation of academic routines and pedagogical practices paved the 
way for a rapid response to the crisis triggered by the pandemic and the maintenance of 
student satisfaction. Nevertheless, the data available within the reports was not enough to 
draw conclusions on learning management neither on other pedagogical aspects of 
emergency remote teaching. 
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1. Introduction  

Remote teaching was the educational alternative when in-
person pedagogical activities came to a halt with the social 
distancing imposed by the COVID-19 pandemic during the years 
of 2020 and 2021.  

In Higher Education, the prevalent trend was the adoption of 
technological solutions based on videoconference platforms and 
virtual learning environments, in which synchronous 
communication in online pedagogical activities was predominant 
with the shift from the four walls of the conventional classroom to 
digital settings. 

Some institutions that already possessed experience with remote 
or hybrid learning were able to rely on existing digital content, 
intensive use of technology, technological infrastructure, and more 
appropriate methodology to promote both real-time classes as well 
as opportunities for the development of pedagogical activities in 
virtual environments. 

In light of this context, it is fitting to put under scrutiny the 
implications of these institutions’ total dependence on 
technological mediation so that classes and pedagogical activities 
could be preserved during the Covid-19 pandemic. 

The present research summarizes the analysis of data on the 
technological mediation of emergency remote teaching in these 66 
Brazilian institutions of Higher Education, managed by the same 
corporate group.  

Thus, the results stem from documentary research aimed at 
examining the educational consequences of information 
technology within the context of remote learning.  

This work was originally presented in the 17th Iberian 
Conference on Information Systems and Technologies [1]. This 
introduction is followed by a theoretical background on e-learning 
and information technology in the field of education, a section on 
methodological aspects, and, at last, the results of the present 
research on the investment and on the use of technologies within 
the higher educational institutions of the YDUQS group. 

2. Remote Teaching and Technological Mediation 

2.1. Remote Teaching 

Expressions such as remote teaching (RT), emergency remote 
teaching (ERT) and emergency remote learning and teaching 
(ERLT) have become recurrent in contemporary literature to 
describe online pedagogical activities during the Covid-19 
pandemic. 
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Initially, in [2] the authors argued that emergency remote 
teaching (ERT) should not be taken as a byword for online 
learning or e-learning, while other authors [3] understand remote 
teaching as equivalent to online learning or e-learning. 

The perspective that underscores differences between remote 
learning and e-learning have prevailed in recent literature on this 
topic, with only few studies still endorsing their interchangeability. 
To some extent, the need to set these two concepts apart is, indeed, 
justified so that the reputation of e-learning is not tainted by the 
chaos, the improvisation, the frail theoretical background, and the 
lack of suitable methodologies to cater for students’ profiles due 
to the abrupt adoption of remote learning during the Covid-19 
outburst [4].  

In addition, their distinctiveness is also be sustained by the fact 
that private higher educational institutions charge cheaper fees for 
e-learning, whereas remote learning implicates more costs, with 
teachers offering synchronous lessons. 

In a nutshell, the dissimilarities between remote teaching and 
e-learning can be described in terms of three major traits of remote 
teaching: a) the urgent and temporary status of remote learning; b) 
the transposition of in-person classes into virtual environments; 
and c) the prevalence of synchronous communication via real time 
transmission of lectures and video classes. 

In turn, e-learning relies on five fundamental prerogatives: a) 
it must count on didactic and pedagogical frameworks of its own; 
b) educational contents and activities must be adequately 
designed; c) pedagogical model and methodologies must cater for 
students’ needs and take their profiles into account; d) students 
must be familiar with the methodology as well as its technological 
resources; e) efficient tutoring must supervise and support 
students’ academic performances [5]. 

In [6] the authors prefer not to set apart the concepts of remote 
teaching and e-learning based on the assumption that there are 
more similarities than differences between these two educational 
modalities. In addition to intrinsic dependence on technology, 
remote teaching shares other characteristics with e-learning, since 
in both cases teachers and learners are physically separated and 
the learning process is mediated by technology. 

Furthermore, both modalities may alternate between 
synchronous and asynchronous communication, virtual 
environments and videoconference functionalities or application 
programs. The prevalence of synchronous communication and 
videoconference platforms in remote teaching would, therefore, 
consolidate a type of e-learning, instead of an independent 
educational modality. Due to prolonged social distancing, 
educational institutions planned remote teaching or a transition to 
hybrid teaching, developed specific methodologies and contents 
for these scenarios, in addition to acquiring suitable didactic 
materials. 

Either standing as an independent educational modality or 
constituting a type of e-learning, remote teaching during the 
Covid-19 pandemic must be analyzed in light of the many 
particularities that marked the uniqueness of this period. 
2.2. Information Technology and Education  

The use of technology for educational purposes is not limited 
to information systems nor to the era of digital technologies. In a 

broad sense, technology has been omnipresent in education ever 
since resources such as chalk, blackboards, books, pens, and 
pencils were used in the classroom. In other words, technology in 
the field of education includes far more than computers and 
mobile digital resources [7]. That is not to deny the huge impact 
of digital technologies on educational processes, but to 
acknowledge the longstanding role technology has played in 
pedagogical mediation over the course of history. 

Thus, the use of technology in remote teaching during the 
Covid-19 pandemic is necessarily intertwined with the broader 
history of technology in education – and there are many lessons 
to be learned from such previous experiences. 

Many innovations advertised by the EdTechs date back to 
projects and experiences developed between the 1920s and the 
1950s [8]. 

The infrastructure in information technology (IT) and the use 
of diverse technological resources have favored not only teaching 
in situations in which teachers and students are separated by time 
and space, but also brought forward alternative (and often more 
interactive) pedagogical practices from which any educational 
modality can profit. 

New digital technologies have become more interactive and 
user-centered, offering new possibilities within educational 
settings [9].  

In [10] the authors had already identified technological trends 
focused on ubiquitous and networked experiences with the 
massification of mobile devices and the further developments of 
the Web with novel and diversified forms of representation, 
stimulating environments, and a global IT infrastructure 
combining decentralization and interoperability. 

In this scenario, information technology has become both 
integrating and pervasive, which explains its ubiquity in the lives 
of teachers and students as well as the emergence of demands and 
possibilities regarding its appropriation and use in formal 
educational contexts. 

Information and communication technologies are not solely 
devoted to the production and the availability of digital contents 
in different media and languages. In addition to granting access to 
texts and video classes, these technologies have allowed users to 
come up with new ways to represent data, concepts, processes and 
phenomena. Simulations, animations, and games have propelled 
more meaningful learning experiences. Virtual and augmented 
realities have also proved efficient in the educational realm. 

Moreover, due to recent advances in terms of artificial 
intelligence, technology has given rise to new forms of 
pedagogical planning, student-tailored learning experiences, 
learning management, as well as innovating tools and procedures 
for assessment. 

Therefore, technology has gone far beyond its primary 
function of guaranteeing remote interaction among teachers and 
students, surpassing the mere offer of online education to produce 
new methodological approaches – useful for both in-person as 
well as remote learning experiences. 
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Technology has made feasible the mediation or the rise of 
different forms of communication, interaction and relationship 
within academic and educational processes. 

Thus, it is possible to promote technological mediation within 
any sort of pedagogical modality, whether in-person or online, 
even though technologically mediated education has been mostly 
associated to e-learning. However, this setting has rapidly 
changed because of the Covid-19 pandemic. 

3. Dependence and Resistance to Technology 

3.1. Technological dependence 

Social distancing during the Covid-19 pandemic imposed 
technological dependence as the only means of pedagogical 
mediation for previously in-person Higher Educational courses. 
Technological dependence was not restricted to the use of digital 
platforms nor to the videoconferences that suddenly replaced 
conventional classrooms. In addition to substituting face to face 
classes with virtual encounters, it was essential to sustain the entire 
academic routine digitally, making room for other pedagogical 
activities in the online environment. 

At first, part of Brazilian higher educational institutions halted 
their academic activities for longer periods – some for a few 
months – which tended to be a more recurrent choice amongst 
public institutions [11]. Other institutions, mostly private, resumed 
their academic activities in virtual environments sooner, some 
improvising more than others. Learning Management Systems 
(LMS), once confined to e-learning, were adopted as well as 
applications for videoconference.  

Initially, their technological response was most frequently 
based on platforms or applications responsible for transmitting 
live-expositive classes, often lacking previous planning and a more 
careful design process [12]. Services related to academic activities 
were preserved and especially enhanced by institutions that 
already counted on online customer service channels, which 
allowed students to remain in close contact through the use of 
applications, in addition to providing support and guidance 
throughout the implementation of remote classes. 

So, institutions which had previously invested on a more 
intensive use of technology in their pedagogical activities and 
educational services were able to respond more rapidly and more 
efficiently to the sanitary crisis. 

These institutions managed to increase their investments on 
technology, paving the way for necessary improvements and for 
the development of information systems capable of handling an 
increased demand. 

Those that lacked prior experiences with technology in face-to-
face classes or that did not have online customer services tended to 
improvise in their attempts to adjust to the crisis, and often resorted 
to the suspension of pedagogical activities for a few months or 
even for the entire term. 

Such evidence revealed the technological dependence of these 
higher educational institutions and their need to invest in IT within 
the contexts of e-learning as well as in-person classes – the latter 
adapted to hybrid formats due to pandemic restrictions. 

3.2. Between resistance and adoption: the technological 
dilemma 

The strong necessity to resort to technology in the field of 
education during the Covid-19 pandemic heightened tensions: on 
one hand, it intensified resistance to technology; on the other, it 
endorsed the unescapable need to adopt it. This dilemma can be 
described as a conflict that opposed those who saw online 
education as a natural (and necessary) development of human 
communication and those who criticized it for automating and 
mechanizing the learning process. 

To fully understand this debate, it is worth analyzing the 
controversies that marked the rise of distance education mediated 
digital technologies, especially the pioneering contributions of 
Andrew Feenberg to philosophy of technology in the United 
States. 

In the early 1980, distance education chiefly relied on printed 
materials sent to students and on one-way communication via 
radio, television, and satellite transmission. Back then, Internet 
was not an option for the general public and electronic mail was 
still mainly restricted to computing companies and universities 
developing research on the new technology. 

The first program for online education was created when 
computers were still regarded as devices for data organization and 
mathematical calculation. Nevertheless, the use of computers in 
the realm of education helped pave the way for their reinvention as 
means of communication [13]. 

While narrating his experiment with online education, in [13] 
the author describes that the invention of e-learning was aimed at 
providing a human interface for distance education, which 
basically consisted of mailing printed didactic materials to 
learners. 

Feenberg’s pioneering experiment lasted for about ten years 
and was initially characterized by difficulties posed by 
technological limitations of the time: students, for example, had to 
flawlessly carry out an entire page of commands just to log in the 
system. It was also necessary to create a new software just to 
guarantee asynchronous interactions, such as the simple exchange 
of messages.     

In [13] the author distinguished his demonstrations from the 
increased interests in large-scale distance education in the 1990s, 
when the financing crisis that hit universities in the United States 
motivated the adoption of digital technologies and the choice of 
the Internet to offer and organize online courses. These attempts in 
the field of online education sought automating learning through 
the use of the Internet and completely eliminated classroom 
interactions. 

In [13] the author remembers that David Noble, the Marxist 
historian that denounced the loss of skilled workers to industrial 
automation, had become the main critic of online education, and 
joined him in several debates on the vices and virtues of the new 
system. 

The consolidation of online education had to overcome at least 
two major challenges: the first stemmed from humanist criticism, 
which basically rejected any sort of electronic mediation in 
education; the second came from technocrats, looking forward to 
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completely eliminating the roles of teachers from the educational 
scenario. What humanist criticism and technocrat approaches to 
education brought forward was a deterministic understanding of e-
learning as either a dehumanizing modality or a profitable business 
opportunity [13]. 

Contrary to such deterministic understandings of technology in 
the educational realm, the instrumentalist approach conceives 
technology as a neutral tool – either good or bad depending on its 
use.  

Based on this instrumentalist perspective, adopting technology 
may enhance interaction and the learning experiences itself, 
mainly in the field of e-learning. The use of technology is seen as 
unavoidable, after all technology represents innovation and the 
new forms of communication. 

Beyond the pessimistic resistance or the optimistic and 
unrestrained adoption of technology, it is possible to implement a 
critical approach that recognizes both the possibilities of 
expanding and enriching the learning experience as well as the 
risks of undermining and reducing the educational practices 
through technological mediation. 

Raising critical awareness on the possibilities and 
shortcomings of technology is crucial within an educational 
approach mediated by technological resources. Technology should 
not be understood as an end itself and its uses must be molded in 
accordance with the objectives of each pedagogical project. 

On the other hand, technology should not be seen as the mere 
means through which an educational objective can be 
accomplished: technology itself is embedded in its own social, 
cultural and economic aspects. In other words, technological 
appropriation demands acknowledging and addressing 
sociocultural tensions between the educational and the 
technological realms. 

It is essential to recognize the vital influence of the digital 
technology industry and the big corporations on the molding of 
educational policies and on the craft of higher educational thought. 
In [14] the authors argue that this industry has kept on pushing 
higher educational reforms partially under the guise of necessary 
help in times of crisis. 

Therefore, the data and the indicators related to technology and 
education should always be read from this critical viewpoint. 

4. Method and Analysis of the Results 

4.1. Procedures and data obtained 

So as to investigate the impact and the results of technological 
mediation in remote teaching, documentary research was carried 
out based on data collected by one of the largest higher educational 
groups in Brazil. 

The reports and documents analyzed were: Results Reported 1 
T20; Results Reported 3T20; Results Reported 1T21; Results 
Reported 2T21 & 1S21; YDUQS Ecosystem; and Business Units.  

This data was obtained through reports and other documents 
listing information, indicators as well as operational, academic, 
and financial analyses of the educational group between 2020 and 
2021. 

The group identified as YDUQS Participações S.A., a 
technological holding in the field of education, pulling together a 
board of trustees comprising 66 higher educational institutions, 
distributed throughout 52 cities in every state of Brazil. All of them 
are private institutions characterized according to the Brazilian 
legislation as non-profit organizations. 

The group is listed in the Novo Mercado da B3 (the Brazilian 
Stock Market) as YDUQ3 and, has also gotten its ADRs 
(American Depositary Receipts) traded in the North American 
market under the name YDUQY. 

In the beginning of the pandemic, in March 2020, the group 
comprised 319,000 students in face-to-face courses and 314,000 
students in distance education [15].  

Since 2018, YDUQS has increased its investments in 
technology. Nearly half of it was devoted to digital transformation 
and to enabling technologies. 

More than 80% of all procedures related to academic routine 
and other transactions are carried out digitally aided by 
applications designed specifically for students and teachers. The 
application programs are available in any application store and 
have been rated very positively by their users. 

In its digital ecosystem, YDUQS has made remarkable 
progress in its digital transformation throughout the pandemic and 
offered services to cater for the demands of the academic 
community aided by an online model that optimizes students’ time 
and experiences. Besides, YDUQS has also implemented a new 
virtual classroom (SAVA – Sala de Aula Virtual) for students from 
online as well as in-person courses. 

As part of its digital transformation, two months before the 
eruption of the pandemic, EnsineMe, the edtech of the group, had 
already started producing digital content based on pioneering 
formats and methodologies. Just before the pandemic, YDUQS 
had started developing and implementing the Aura teaching model 
in its face-to-face graduation courses. Owned by YDUQS itself, 
this model relies on digital platform, active methodologies and 
digital contents to support teachers and students in the classroom. 
Just one year after its implementation, in May 2021, students’ 
approval ratings surpassed 90% according to data collected by an 
internal survey [16]. 

In the outset of the pandemic, in the first term of 2020, about 
300,000 students from in-person courses migrated to remote 
teaching with digital classes on the Microsoft Teams platform. 
Before the Covid-19 outburst, most of these students had already 
been given access to virtual learning environments with the help 
of the WebAula platform, where available digital contents and a 
virtual library complemented their face-to-face learning 
experiences. The same virtual environment also hosted the online 
disciplines of in-person graduation courses. 

With the pandemic and the implementation of remote teaching, 
in-person courses were split into two virtual environments: the 
Teams Platform was used for the transmission of synchronous 
classes, while the WebAula platform granted access to 
asynchronous digital contents, such as recorded video classes and 
other resources. 

http://www.astesj.com/


L.C.D. Saldanha / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 189-194 (2022) 

www.astesj.com     193 

It took only fifteen days between the suspension of in-person 
classes and the beginning of remote teaching for graduation 
courses. 

After the first term of 2020, with students from in-person 
classes studying in entirely virtual environments with remote 
encounters on the Teams platform, indicators signaled 83% of the 
students had remained within the institution – a percentage that 
represented a dropout rate below the expected levels. In the second 
semester of 2020, in-person courses witnessed a 5.9% decrease in 
the number of new enrollments, while distance education had a 
58% increase [17].  

In 2021, in the first term, in-person enrollments recovered and 
the number of students reached 299,000. 

In addition to platforms for remote classes and digital content, 
students from in-person courses could also rely on the BdQ 
platform (Banco de Questões), a question database so they could 
get ready for assessments during the pandemic. The platform had 
been used previously in face-to-face as well as in remote courses 
as a source of quizzes and exercises. During 2020, over 4.7 million 
tests and exercises were done via the BdQ platform. 

Furthermore, in the first term of 2021, 43% of the alumni from 
YDUQS face-to-face courses had access to contents produced in 
2020 by the group’s edtech, EnsineMe. About 600,000 students 
from YDUQS from in-person and distance course modalities 
already had the application program offered by the institution in 
2021 [18].  

In 2021, YDUQS acquired Qconcursos, an edtech focusing on 
preparing candidates for admission processes, so that it could 
progress in providing customized digital learning through 
adaptative evaluations. Thus, the institutions from the YDUQS 
group were able to count on various technological resources, as 
Table I describes.  

Table 1: Students Enrolled in Face-to-Face Courses and Digital Platforms  

 2020 
First term 

2021 
First term 

Students 
enrolled in 
face-to-
face 
courses 

300,000 299,000 

Platforms 
Teams 
WebAula 
BdQ 

Teams 
WebAula 
SAVA 
BdQ 

Students’ 
application 
programs 

Minha Estácio Minha Estácio 
Meu Ibmec 

Teachers’ 
application 
programs 

Estácio 
docente 

Estácio 
docente 
Wyden 
docente 
Ibmec docente 

Edtechs’ 
internal 
Hub  

EnsineMe EnsineMe 
QConcursos 

 2020 
First term 

2021 
First term 

Pedagogic
al activities 
in face-to-
face 
courses 

Remote 
classes 

Remote 
classes. 
In-person 
practical 
classes. 

Students’ evaluation of educational services throughout the 
pandemic was, indeed, very positive. 

Data from an internal survey – carried out by the institution, 
updated on April 30th 2021, and published in its financial report – 
reveals a 17-percentage point improvement in terms of the Net 
Promoter Score (NPS). When compared to results obtained 
between 2020 and 2021, the NPS presented a record-breaking 21 
percentage point increase. 

4.2. Analysis of the results 

This data reveals that the educational group targeted by this 
research quickly responded to the challenge of resuming 
pedagogical activities of in-person courses due to a favorable 
internal context. 

A greater investment in digital transformation had already been 
set in motion two years before the Covid-19 pandemic, propelling 
the process of partial digitalization in face-to-face courses, by 
offering some online and hybrid disciplines. 

Such rapid response to the sanitary crisis is also connected to 
the prior existence of separate application programs for teachers 
and students. These applications went through several 
improvements during the pandemic, which helped the institution 
resume its typical academic routines. 

For some students enrolled in face-to-face, communication 
with the institution, the supervision of the academic programme, 
and the possibility of studying while connected to mobile devices 
granted more flexibility to their learning experiences – an 
advantage priorly restricted to distance education. 

For some teachers, submitting information such as students’ 
grades, attendance records, and the content covered within each 
class became easier once digitalized. Nevertheless, they had to 
overcome the challenge of transforming remote teaching into a 
meaningful virtual encounter, not a depleted replica of a 
classroom. 

In the case of YDUQS, the fact teachers from in-person courses 
could resort to previously acquired knowledge and experiences 
with digital resources and online environments. Furthermore, 
teachers’ continuing education helped downplay the need to 
improvise in the transposition of in-person to online classes 

Also, the implementation of a new teaching model (the Aura 
model) in face-to-face courses coincided with the beginning of the 
pandemic, which helped make the replacement of in-person classes 
smoother. 

The support offered by internal EdTechs provided the 
institution with digital content produced in the pandemic context, 
furnishing teachers with the tools and resources they needed to 
assess students’ performances in virtual environments. 
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Most technological solutions were created and managed 
internally, which explains the development of technological 
responses that suited the institutions’ pedagogical needs and 
criteria. 

The success of this response to the sanitary crisis is clearly 
reflected in the internal surveys promoted by YDUQS with the 
students and in the high levels of retention. 

The increase of the satisfaction level of students enrolled in 
face-to-face courses indicates that the institution adopted adequate 
technological, didactic and pedagogical solutions. 

However, the rapid migration from in-person courses to virtual 
environments in addition to retention indicators and the high levels 
of students’ satisfaction relates to educational management. But 
the data presented in this report does not deal, for example, with 
learning management nor with students’ academic performance 
over the course of the pandemic. 

Also, this analysis does not cover the effects of large-scale 
digitalized learning on the relationships between teachers and 
students, nor amongst students themselves. These other aspects are 
extremely relevant; after all, the commercial design of educational 
systems and softwares has increasingly modelled teaching and 
learning experiences within universities [14]. Therefore, 
regardless of teachers’ pedagogical intentions, softwares used in 
the educational process can either limit or expand what can be done 
within the classroom. 

5. Conclusion 

Based on the theoretical framework presented and on data 
regarding the implementation of remote teaching in the institutions 
of the YDUQS group, it is possible to infer that technology 
operates in both ways, curtailing or favoring communication, 
interaction and relationships in educational contexts. 

A sound technological infrastructure and the use of different 
digital resources in the field of education before the pandemic 
created favorable conditions for a more rapid and less improvised 
response in the process of transposing conventional face-to-face 
classes to virtual environments. 

Technological mediation by itself does not guarantee neither 
explains the success of the learning experience, since other aspects 
also play an important role in the educational process. 

Despite being both necessary and relevant, this data is not 
enough to account for all the different aspects of technological 
mediation of the pedagogical processes during the Covid-19 
pandemic in the higher educational institutions of the YDUQS 
group. 

It is necessary to provide further details for this research so that 
the analysis can go beyond the macro level and look into variables 
regarding the implementation of remote learning from a micro 
perspective. 

The analysis of data on academic management must be 
complemented by specific indicators to account for educational 
challenges of learning through technological mediation during the 
pandemic, which is certainly a necessary possibility for further 
investigation on this theme. 
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 This study aims to develop and validate a biological food preference task that simultaneously 
evaluates biological responses to visual stimuli of various food states and subjective 
evaluations of foods and to examine how these biological responses are related to food 
preference behavior. We recruited seventeen healthy male and female subjects to observe 
changes in cerebral blood flow related to salivation and the prefrontal cortex region while 
performing a food preference task related to visual stimuli of various food states. We also 
examined the relationship between these changes and the subjects' subjective evaluations. 
The results showed that subjective evaluations of the various states of visual stimuli differed 
from subjective evaluations of the different food states. Furthermore, comparing the 
hemodynamic response function of cerebral blood flow to each visual stimulus, we observed 
a trend of activation of brain activity in the prefrontal and parotid regions during task 
execution. In addition, correlations were calculated between the subject's subjective 
evaluation and cerebral blood flow in the prefrontal and parotid regions and between 
cerebral blood flow in the prefrontal and parotid regions, and significant differences were 
observed. Our findings demonstrate the potential of combining the evaluation of food in 
different states with cerebral blood flow indices in biological responses to visual cues of 
food. 
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1. Introduction  

This paper is an extension of a work originally presented in 
ICMHI 2021 [1], which used visual stimuli of foods to examine 
the relationship between salivary responses and appetite. In this 
study, we developed a food preference task using visual stimuli of 
various food states rather than visual stimuli of food. We also 
measured the biological responses with cerebral blood flow in both 
parotid and prefrontal regions and examined its relationship to the 
subjects' evaluation of appetite. 

The visual appearance of foods may influence the choice of 
foods. The association between nutrient and energy content of food, 
as well as pleasant or unpleasant sensations toward food, are paired 
with different sensory features. Among the various sensory cues, 
the visual stimulation of food is an important regulator of appetite. 
When subjects were presented with visual stimuli, a significant 
difference was found in blood flow in the parotid region between 
the low-rating and the high-rating groups concerning subjects’ 
appetite [1]. People can predict its characteristics through photos 
and videos of food, and this action also influences people's eating 

behavior. The chemical senses, sight, smell, and taste, play a key 
role in the sensory effects on appetite, food choice, and intake [2]. 

Saliva is recognized to have a variety of functions, and it affects 
oral defense as well as oral and systemic health. Saliva secretion 
depends on a complex set of factors, including food-related cues, 
health status, gender, etc.[3,4]. Salivary glands are under the dual 
control of sympathetic and parasympathetic nerves, and different 
glands have different salivary characteristics. Sympathetic nervous 
system activity causes the parotid gland to secrete saliva rich in 
serum and α-amylase while the parasympathetic nervous system 
activity causes the submandibular and sublingual glands to 
produce viscoelastic, mucin-rich saliva [5–7]. Each component of 
saliva is regulated to perform a particular function. Sensory food 
cues, such as appearance, fragrance, and taste, may induce a rapid 
secretion of saliva in the oral cavity, which is called the cephalic 
phase salivary response [8–11]. Cephalic phase salivary response 
includes physiological responses to food-related cues such as the 
thought, fragrance, appearance, and taste of food [12]. Many 
studies have shown that sensory exposure to various foods 
increases saliva production.  
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Food choice and intake processes consist of various cognitive, 
sensory, and metabolic components, such as sensory pleasure, 
metabolic hunger, and knowledge about food[13]. In addition, 
these non-homeostatic aspects are an important area of research, 
as cognitive, sensory, and emotional processes often take 
precedence over food choice decisions in the current food-
abundant obesogenic environment [14]. Traditional measures of 
appetite often use subjective assessment methods that rely on self-
report, such as questionnaires or interviews. These subjective 
assessment methods require cognitive information processing and 
reasoning by the subject, influenced by factors such as social 
desirability [13]. However, implicit motivation is difficult to 
measure, as humans make various daily food decisions. In addition, 
people's choices and actions regarding food and food cues have 
characteristics such as motivational processes that we are unaware 
of, cannot articulate, or do not want to do [13,15]. In recent years, 
technological advances in biometric systems that measure 
psychophysiological parameters have made it possible to examine 
subjective rates of food and the implicit processes involved in food 
intake [16]. Biometrics, a non-invasive behavioral and 
physiological measure that may reflect motivation and emotional 
responses to food, has features that can identify individual 
characteristics based on biological and physiological properties 
and is commonly used in food science and consumer science [17]. 

However, it is still unclear why people respond to foods this 
way and what psychophysiological processes are possible before 
and during behavioral responses to food cues. Furthermore, as far 
as previous studies are concerned, since the number of studies on 
biometrics is limited, the results are inconsistent, which makes it 
difficult to compare study results. On the other hand, we believe 
that biometric measures need to be combined with measures of 
appetite, as it is necessary to investigate individual motivations and 
responses behind food choices and intake to promote healthier 
eating habits. 

Therefore, this study aims to develop and test a biological food 
preference task that simultaneously rates biological responses to 
visual stimuli of various food states, and subjective evaluations of 
food. The study then examines how these biological responses are 
related to food preference behavior. Specifically, differences in 
biological responses (cerebral blood flow in the prefrontal cortex, 
salivation) to visual food stimuli under different states of food are 
rated in a biometric food preference task. Specifically, a database 
and validation task will be developed using visual stimuli of 
different states of food. Next, the differences between biological 
responses to visual stimuli (cerebral blood flow in the prefrontal 
cortex and parotid region) and the evaluation of foods in response 
to visual stimuli of foods will be evaluated in a biometric food 
preference task. Finally, we examine the relationship between 
biological responses and food preferences. 

2. Methodology 

2.1. Participants 

Seventeen healthy students (5 females, 12 males, aged 25-30) 
were recruited at Japan Advanced Institute of Science and 
Technology. Subjects were randomly selected from graduate 
students who agreed to take part in the study. Before the 
experiment, all subjects were given a screening session to 
determine eligibility. A questionnaire survey was conducted on the 

subjects' age, gender, and medication status. As a result, all 
subjects had no evidence of systemic or oral diseases such as 
periodontal disease, and all were nonsmokers. In addition, 
participants were selected to be subject if their body mass index 
(BMI) is within the range of 18.5-25kg/m2 because being 
overweight or obese tends to impact the secretion of saliva as they 
secrete more saliva due to food cues[18]. Subjects were excluded 
if they had dental pathologies or issues chewing and swallowing 
due to the muscle movement, which could possibly affect their 
saliva secretion[19,20]. The subjects who volunteered were told 
they would be watching some photos and videos about ice cream 
and completing some rating tasks for the experiment. The 
experimental investigation period was from March 15, 2022 to 
March 23, 2022. The experiment was conducted on those who had 
consented to the study after the purpose of the study was explained. 
On the day of the experiment, participants were instructed not to 
eat for one hour before the experiment. Drinking water was 
allowed, but drinks containing sugar were not. Each participant 
was paid 3,000 yen as an honorarium for his participation in the 
experiment. 

2.2. Data Collection 
2.2.1. Experimental Device 

In this experiment, two types of experimental devices were 
used. One was the HOT-2000 device, which can measure cerebral 
blood flow in the prefrontal cortex, associated with cognitive 
function, and the other was the WOT-S20 device, which can 
measure cerebral blood flow in the parotid gland, associated with 
saliva secretion. 

 

Figure 1: Experimental Devices. A: HOT-2000 device; B: WOT-S20 device. 

We measured cerebral blood flow using the HOT-2000. It is a 
portable brain activity measurement device that can be used in 
everyday scenarios to simultaneously measure cerebral blood flow 
change, pulse and head acceleration in real-time [21]. The device 
used in this study has two Source-Detector (SD) optode pairs. Each 
optode pair has two optical detectors located at a distance of 1 cm 
and 3 cm from the light source. The device emits a wavelength of 
infrared light (about 800 nm) that is easily absorbed by 
hemoglobin in the blood and the detected light was sampled at a 
frequency of 10 Hz. The measurement principle is that the infrared 
light irradiated from the scalp diffuses, and if the area of the brain 
that is in the path of the light is activated, the amount of light that 
returns to the detector decreases due to increased blood flow and 
increased light absorption. The intensity change of the detected 
light was converted to total-hemoglobin (HbT) on the optical path 
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of concentration using the modified Beer-Lambert law[22]. The 
1cm-SD optode pair is the short separation channel, which 
provides auxiliary signals from shallow tissues such as the scalp 
and skull, and we use it to measure what is happening in the scalp 
and separate brain signals from non-neuronal physiological signals. 
In contrast, the 3cm-SD optode pair is the long separation channel 
that reaches the cerebral cortex and reflects blood flow changes 
associated with neural activity, usually measuring the brain. 

We used WOT-S20, a near-infrared optical measuring device 
for the lateral face (developed by NeU Corporation), to measure 
cerebral blood flow changes in response to saliva secretion. The 
WOT-S20 device consists of three components: a headset 
equipped with a near-infrared light receiving/emitting sensor (one 
channel each for left and right), a portable control box for wireless 
data transmission and backup functions, and a measurement 
controller for real-time display and storage of measurement 
settings and results [23]. Among them, the source emits infrared 
light at wavelengths of 705[nm] and 830[nm] to detect hemoglobin 
changes (Oxy-hemoglobin (HbO), Deoxy-hemoglobin (HbR), 
Total-hemoglobin (HbT)) in the blood and to capture data at a 
frequency of 5 Hz. The basic principle of the measurement is that 
an increase in saliva secretion in the parotid region promotes an 
increase in blood volume, which decreases the amount of light 
transmission. 

2.2.2.  Experimental Materials 

For the experimental material, we chose ice cream, a food 
commonly found in Japanese culture. Four of the most popular ice 
cream flavors were selected from various commercially available 
ice cream products and used as experimental materials. The four 
ice cream flavors selected were matcha, chocolate, strawberry, and 
vanilla. The ice cream melting process was documented on video 
by placing each ice cream on a wooden plate and filming the 
process from hard to wholly melted. Then, we used programming 
to calculate the area of each state of ice cream during the process 
from hard to melt. Finally, the ice cream was divided into four 
states based on the calculated area. In the first stage, only the 
middle of the ice cream has the characteristic of beginning to melt. 
In the second stage, the ice cream melts rapidly. In the third stage, 
the ice cream is still melting, but the melting rate of the ice cream 
is easing, and finally, in the fourth stage, the general area has not 
changed much. The fourth stage was a state in which only the 
middle of the ice cream was melting, although the general area did 
not change much.  

 
Figure 2: Experimental Material 

Then, one representative photo was extracted from each video, 
and the 16 photos and 16 videos constituted the experimental 
material database for this experiment. 

2.2.3.  Experimental Environment 

The experimental environment is shown in Figure 3. Figure C 
on the left shows the subject using the HOT-2000 device and doing 
the experimental task. Figure D on the right shows the subject 
wearing the WOT-S20 device and participating in the experiment. 

 
Figure 3: Experimental Environment. C: Experimenting with the HOT-2000 

device, D: Experimenting with the WOT-S20 device. 

2.2.4.  The Flow of the Experiment 

According to previous research, the Leeds Food Preference 
Questionnaire [24]was developed to examine the "liking" and 
"wanting" components of subjective evaluations of food, which 
has been reported as a valid method for measuring explicit and 
implicit aspects of appetite. Moreover, the Leeds Food Preference 
Questionnaire is a computer task with features that collect ratings, 
choices, and reaction times to visual food stimuli from different 
food categories [25]. 

The task of this study was designed to collect biological 
responses, including cerebral blood flow in the prefrontal and 
parotid regions, to food images and video stimuli based on the 
Leeds Food Preference Questionnaire procedure. A web 
application was built using JavaScript and HTML for stimulus 
presentation, and image and video stimuli were presented on the 
browser. As shown in Figure 2, the visual stimuli of ice cream 
displayed in the images and video vary in four different states. 

 
Figure 4: Experimental Procedure  

The experimental procedure is illustrated in Figure 4. 
Participants were instructed to eat one hour before the experiment, 
and upon arrival at the laboratory, only water was allowed while 
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the experiment was in progress. After explaining the criteria for 
participation in the experiment, the purpose, and content of the 
experiment, and confirming the subjects' eligibility, a preliminary 
questionnaire was conducted regarding the subjects' age, BMI, 
frequency of ice cream consumption, and preferences.  

As shown in Figure 4, the task is consisted of four parts (Task 
1 to Task 4). Task 1 involves passively viewing 16 ice cream 
pictures on two separate occasions, and Task 2 requires the 
participants to rate the stimuli presented in Task 1. The specific 
procedure was that in Task 1, pictures of ice cream were displayed. 
Then, subjects were allowed to look at them for ten seconds, 
followed by Task 2, in which subjects were asked to rate them on 
a scale from 0 to 100 (0 means the lowest degree and 100 means 
the highest degree of liking and wanting). Then, a new image was 
presented in Task 1 for ten seconds, and the subject was asked to 
rate the image presented in Task 1 in Task 2. Thus, sixteen ice 
cream images were displayed randomly, and subjects were asked 
to rate them. The subjects were asked to rate each ice cream image 
using two questions when rating the images. First, they are rated 
on one food preference component ("How happy would it be if you 
taste this now?") and then on the other ("How much would you 
want some of this now?"), in random order. Tasks 3 and 4 followed 
the same procedure as Tasks 1 and 2. Task 3 consisted of passively 
viewing 16 ice-cream videos on two separate occasions, and Task 
4 evaluated the stimuli of the videos presented in Task 3. 

During passive viewing of the images or videos, subjects were 
presented with the ice cream image or videos for 10 seconds, 
sufficient to capture the salivary response. After passively viewing 
each image or video, subjects were asked to rate their feel of 
"liking" ("How happy would you be if you ate this food now?") or 
"wanting" ("How much would you like this food now?") explicitly 
using a 100-point visual analog scale (VAS). In total, 32 passive 
viewings and ratings were conducted, 16 of which were explicit " 
liking" ratings and 16 of which were explicit "wanting" ratings. 
Before each passive viewing, participants were presented with a 
fixation target[26] with a randomly varying exposure time (5s-7s) 
to ensure that their gaze was directed to the center of the screen 
and that participants could not accurately predict the onset of the 
next stimulus. Before rating, subjects were presented with a 
fixation target to ensure they were looking at the center of the 
screen.  

2.2.5. fNIRS Data Collection 

In this study, we focused on the prefrontal and parotid brain 
regions. During the experiment, data were collected by measuring 
each subject's cerebral blood flow data in each task. When 
measuring cerebral blood flow in the prefrontal cortex, subjects' 
resting cerebral blood flow was measured for 5 minutes before the 
experiment. When measuring the cerebral blood flow for resting, 
subjects were instructed to sit on a chair, close their eyes, and 
relaxed as much as possible. The cerebral blood flow data of 
resting for five minutes were used as training data for fNIRS data 
processing. 

2.3. Data Analysis 
2.3.1. fNIRS Data Processing (saliva) 

The raw data of the cerebral blood flow on saliva includes HbO, 
HbR, and HbT, where HbT is the sum of HbO and HbR. For the 

processing of fNIRS data in the parotid region, we first convert the 
data output from the machine to Shared Near Infrared 
Spectroscopy Format (SNIRF), developed by the Society for 
functional Near Infrared Spectroscopy [27]. Then, a general linear 
model (GLM)[28] was employed for processing the fNIRS data in 
the parotid region using the open-source HOMER3 toolbox[29] in 
MATLAB (Mathworks Inc.). The procedure was as follows: 
Firstly, we used the prune channel function to prune bad or low 
SNR channels from the measurement list. Next, the raw light 
intensity signal was converted to optical density. Bandpass 
filtering was applied to the fNIRS data in the 0-0.5 Hz range. The 
optical density was then converted to total hemoglobin (HbT) 
concentration with a default partial path length factor. Finally, a 
general linear model (GLM) was used to remove whole-body 
artifacts. The hemodynamic response function (HRF) was 
estimated using the mean of the long separation channels. A 
continuous Gaussian function (stdev=1.0, step=1.0) was calculated 
from rest to speech. 

2.3.2. fNIRS Data Processing (PFC) 

For the processing of fNIRS data in the prefrontal region, we 
converted the data to the Shared Near Infrared Spectroscopy 
Format (SNIRF). Then, the general linear model with temporally 
embedded canonical correlation analysis (GLM with tCCA)[30] 
was conducted using the open-source HOMER3 toolbox in 
MATLAB (Mathworks Inc.). Firstly, the prune channel’s function 
was used to prune bad or low SNR channels from the measurement 
list. Then we converted the raw optical intensity signal to an optical 
density. Subsequently, both fNIRS and auxiliary data were 
conducted the bandpass filtering within 0-0.5 Hz. Then, we 
converted the optical density to total-hemoglobin (HbT) 
concentration with default partial path-length factor. Now, to 
reduce nuisance signals in fNIRS and create optimal regressors, 
the temporally embedded Canonical Correlation Analysis function 
was conducted. Finally, a general linear model (GLM) was used to 
remove the systemic artifacts. The hemodynamic response 
function (HRF) was estimated using the average of the long 
separation channels. It was calculated with the consecutive 
sequence of Gaussian functions (stdev=1.0, step=1.0) from rest to 
the speech period.  

2.3.3. Statistics Analysis 

Subjective rating scores for each ice cream were collected 
during the subject's experiment, and the mean value of each rating 
score was calculated. After processing the cerebral blood flow data, 
the mean value and the change of cerebral blood flow signal for 
each channel were calculated. After confirming the normality of 
the data, correlations were calculated between subjects' subjective 
evaluation data and objective fNIRS data. 

3. Results 

3.1. Results of Ice cream Evaluation 

The evaluation results for ice cream are shown in Table1. In 
addition, photos and videos of ice cream were categorized by state, 
and the mean value of each rating result was calculated. 

Comparing ice cream by state, when subjects were asked how 
happy they would be if they tasted the ice cream at that moment in 
response to a photo of ice cream, the mean rating of ice cream in 
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each state was 56.59 for State 1 and 15.04 for State 2, 9.52 for State 
3, and 9.36 for State 4. When subjects were asked how much they 
would like to eat the ice cream in the picture, the mean rating of 
ice cream in each state was 63.59 for state 1 and 22.53 for state 2, 
8.77 for state 3, and 5.43 for state 4, on the other hand, when 
subjects were asked how happy they would be if they ate the ice 
cream in response to a video of ice cream, the mean rating of ice 
cream in each state was 52.59 for state 1 and 28.22 for state 2, 9.77 
for state 3, and 5.89 for state 4, when subjects were asked how 
much would you like this food now in response to a video of ice 
cream, the mean rating of ice cream in each state was 56.41 for 
state 1 and 26.84 for state 2, 8.23 for state 3, and 1.89 for state 4. 

Table 1: Rating results for ice cream divided by state�
State 1 

 State 1 State 2 State 3 State 4 

     
Liking-Photo 56.59 15.04 9.52 9.36 

Wanting-Photo 63.59 22.53 8.77 5.43 

Liking-Video 52.59 28.22 9.77 5.89 

Wanting-Video 56.41 26.84 8.23 1.89 
Note: The number in the table is the mean value of the evaluation 

3.2. Results of Hemodynamic response function (HRF) 

After processing the fNIRS data, the hemodynamic responses 
of cerebral blood flow in the prefrontal and parotid regions were 
investigated during the visual stimulation and evaluation of the ice 
cream. There is a positive correlation between the hemoglobin 
signal of cerebral blood flow in the parotid region and salivary 
secretion, meaning that increased cerebral blood flow activity 
tends to increase saliva secretion. The results of activation in 
prefrontal and parotid regions by visual stimulation of ice cream in 
each state are shown in Figure 5 to Figure 7. However, little 
activation trend was observed in cerebral blood flow in the 
prefrontal and parotid regions of the subjects to the stimulation of 
ice cream in State 3, which is not shown in the results. 

3.2.1. Results of Hemodynamic response function (HRF) in the 
parotid region 

Figure 5 and Figure 6 shows the results of the brain activation 
trend observed in the parotid region during the visual stimulation 
and rating of ice cream. The horizontal axis shows the time course, 
and the vertical axis shows the average change in cerebral blood 
flow. The purple dotted line shows the group-averaged mean 
cerebral blood flow change, and the error bars show the standard 
error of the group-level mean. In addition, cerebral blood flow 
activity from -3s to 5s was observed. Time 0 on the horizontal axis 
represents the stimulation or evaluation start time. Therefore, the 
mean value of 3s before the start time of stimulation or evaluation 
was used to estimate the change in cerebral blood flow during 5s 
from the start time of stimulation or evaluation.  

Figure 5 shows the trend of the hemodynamic response 
function to the stimulation of photos for each ice cream state. 
According to the results of the hemodynamic response function, 
when subjects were asked how happy they would be if they tasted 

the food in response to a photo of ice cream, we observed a 
tendency for a stimulation-induced of increase in cerebral blood 
flow in the left parotid region when subjects were evaluating 
photos of ice cream in state 1 and state 4, and when they were 
receiving stimulation of the photo in state 4. Moreover, when 
subjects were asked how much they would like to eat this food in 
response to a photo of ice cream, we observed a tendency for 
cerebral blood flow due to stimulation to increase in the right 
parotid region when they were receiving stimulation of the ice 
cream photo in state 1. Furthermore, when they were receiving 
stimulation of the photo in state 4, an increase of the cerebral blood 
flow was observed in the left parotid region during the stimulation. 

 
Figure 5: The trend of hemodynamic response function time courses of parotid 

region to photo stimuli in different states 

 
Figure 6: The trend of hemodynamic response function time courses of parotid 

region to video stimuli in different states. 

Figure 6 shows the trend of the hemodynamic response function to 
the stimulation of videos for each ice cream state. When subjects 
were asked how happy they would be if they tasted this in response 
to a video of ice cream, we observed a tendency for a stimulation-
induced of increase in cerebral blood flow in the right parotid 
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region when subjects were evaluating videos of ice cream in state 
2 and state 4. Furthermore, when subjects were asked how much 
they would like to eat this food in response to a video of ice cream, 
an increase of cerebral blood flow was observed in the right parotid 
region when subjects were rating videos of ice cream in state 2.  

3.2.2 Results of Hemodynamic response function (HRF) in the 
prefrontal region 

Figure 7 shows the results of the observed brain activation 
trend in the prefrontal cortex during the visual stimulation of ice 
cream and rating. The horizontal axis shows the time course, and 
the vertical axis shows the average change in cerebral blood flow. 
The red solid line shows the group-averaged mean cerebral blood 
flow change, and the error bars show the standard error of the 
group-level mean. In addition, cerebral blood flow activity from -
2s to 5s was observed. Time 0 on the horizontal axis represents the 
stimulation or evaluation start time. Therefore, the mean value of 
2s before the start time of stimulation or evaluation was used to 
estimate the change in cerebral blood flow during 5s from the start 
time of stimulation or evaluation. 

According to the results of the hemodynamic response function, 
when subjects were asked how much they would like to eat this 
food in response to a photo of ice cream, we observed a tendency 
for cerebral blood flow due to stimulation to increase in the left 
prefrontal region when they were receiving stimulation of the ice 
cream photo in state 2 and state 4. Moreover, when subjects were 
asked how happy they would be if they tasted the food in response 
to a video of ice cream, a tendency for cerebral blood flow due to 
stimulation to increase in the right prefrontal region when they 
were receiving stimulation of the ice cream photo in state 2. 
Furthermore, when subjects were asked how much they would like 
to eat this food in response to a video of ice cream, a tendency for 
cerebral blood flow to increase was observed in the left prefrontal 
region when subjects were rating videos of ice cream in state 1.  

 
Figure 7: The trend of hemodynamic response function time courses of 

prefrontal region to photo and video stimuli in different states. 

3.3. Results of Correlation 

After processing the fNIRS data, the mean value of 
concentrations of HbR, HbO, and HbT were calculated. Then, the 
mean values were used to analyze the correlations, and the results 
are shown in Table2 to Table4. Since there is a positive correlation 

between the hemoglobin signal in cerebral blood flow in the 
parotid region and saliva secretion, a high level of hemoglobin 
signal in cerebral blood flow in the parotid region means a high 
level of saliva secretion. 

      Table 2: Correlation coefficients between subjects' ratings and the signal 
mean of cerebral 

  
HbR HbO HbT 

left right left right left right 

Liking 
-Photo 

stimuli 0.510 0.382 0.821** 0.553 0.726** -0.520 

evaluate 0.636 -0.733** -0.601 -0.868** 0.177 -0.942** 

Wantin
g 

-Photo 

stimuli -0.878** 0.271 0.378 0.991** -0.183 0.571 

evaluate -0.831** -0.952** -0.350 -0.171 0.820** -0.311 

Liking 
-Video 

stimuli 0.957** 0.573 0.453 0.070 0.228 -0.598 

evaluate 0.430 0.537 0.778** 0.269 0.419 -0.464 

Wantin
g 

-Video 

stimuli 0.076 -0.241 -0.178 -0.349 0.484 -0.174 

evaluate 0.668 0.420 -0.76** 0.597 -0.479 0.313 

note: **: p<0.01 
   The numbers in the table refer to correlation coefficients. 

Table 2 shows the correlation coefficients between subjects' 
ratings and the change in the signal mean of cerebral blood flow 
related to saliva were determined separately for each ice cream 
state. When subjects were asked how happy it would be if they 
tasted this in response to a photo of ice cream, a strong positive 
correlation was found between subjects' ratings and HbO (r = 
0.821) and HbT (r = 0.726) on the left side during stimulation. 
Therefore, it can be said that the mean values of HbO and HbT on 
the left side tend to increase as the subject's evaluation of the ice 
cream increases. On the other hand, there was a strong negative 
correlation between the subject's ratings and the HbR (r = -0.733), 
HbO (r = -0.868), and HbT (r = -0.942) on the subject's right side 
while rating the ice cream photos. Thus, it can be concluded that 
the mean values of HbR, HbO, and HbT on the right side tend to 
become smaller as the subject's evaluation of the ice cream 
increases.  

When subjects were asked how much they would like this food 
in response to a photo of ice cream, there was a strong negative 
correlation between the subject's ratings and HbR (r = -0.878) on 
the left side and a strong positive correlation with HbO (r = 0.991) 
on the right side during stimulation. Thus, it can be concluded that 
the mean value of HbR on the left side tends to become smaller 
and the mean value of HbO on the right side tends to become larger 
as the subject's evaluation of the ice cream increases. On the other 
hand, when subjects rated the stimulus pictures, there was a strong 
negative correlation between HbR on the left (r = -0.831) and right 
(r = -0.952) sides and a strong positive correlation between HbT (r 
= 0.820) on the left side. Therefore, it can be concluded that the 
mean values of HbR on the left and right sides become smaller as 
the subject's evaluation of the ice cream increases, but the mean 
value of HbT on the left side tends to increase. 

When subjects were asked how happy they would be if they 
tasted this in response to a video of ice cream, a strong positive 
correlation was found between subjects' ratings and HbR (r = 
0.957) on the left side during stimulation. Therefore, it can be 
concluded that the mean values of HbR on the left side tend to 
increase as the subject's evaluation of the ice cream increases. On 
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the other hand, there was a strong positive correlation between the 
subject's ratings and the HbO (r = 0.778) on the subject's left side 
while rating the ice cream videos. Thus, it can be concluded that 
the mean values of HbO on the left side tend to become larger as 
the subject's evaluation of the ice cream increases. 

When subjects were asked how much they would like if they 
could eat it in response to a video of ice cream, no correlation was 
found between subjects' ratings and subjects' cerebral blood flow 
during stimulation. However, there was a strong negative 
correlation between the subject's ratings and the HbO (r = -0.760) 
on the subject's left side while rating the ice cream videos. Thus, it 
can be concluded that the mean values of HbO on the left side tend 
to become smaller as the subject's evaluation of the ice cream 
increases. 

Table 3: Correlation between subjects' ratings and the signal mean of cerebral 
blood flow in the prefrontal region by state 

 

Photo_Liking 
_HbT 

Photo_Wanting 
_HbT 

Video_Liking 
_HbT 

Video_Wantin
g 

_HbT 

left right left right left right left right 

stimuli -0.236 -
0.171 -0.137 0.036 0.977*

* -0.227 0.11
8 0.221 

evaluat
e 

0.895*

* 
-

0.252 
-

0.888** 
-

0.193 0.515 0.729*

* 
0.13

4 0.601 

note:  **: p<0.01 
The numbers in the table refer to correlation coefficients. 

Table3 shows the correlation coefficients between subjects' 
ratings and the change in the signal mean of cerebral blood flow 
related to cognitive function were determined separately for each 
ice cream state. When subjects were asked how happy they would 
be if they tasted this at that moment in response to a photo or video 
of ice cream, a strong positive correlation was found between 
subjects' ratings and HbT (r = 0.895) on the left side of the 
prefrontal cortex while rating the ice cream photos. Moreover, a 
strong positive correlation was found between subjects' ratings and 
HbT (r = 0.977) on the left side of the prefrontal cortex during 
stimulation, and a strong positive correlation was found between 
subjects' ratings and HbT (r = 0.729) on the right side of the 
prefrontal cortex while rating the ice cream videos. Thus, it can be 
said that the higher the subject's evaluation, the larger the mean 
values of HbT on the left side of the prefrontal cortex tended to be 
while rating the ice cream photos; the higher the subject's 
evaluation, the larger the mean values of HbT on the right side of 
the prefrontal cortex tended to be while rating the ice cream videos, 
and the larger the mean values of HbT on the left side of the 
prefrontal cortex tended to be during stimulation of the ice cream 
videos. 

On the other hand, when subjects were asked how much they 
would like to eat this food in response to a video of ice cream, a 
strong negative correlation was found between subjects' ratings 
and HbT (r = -0.888) on the left side of the prefrontal cortex while 
rating the ice cream photos. Therefore, it can be concluded that the 
higher the subject's evaluation, the smaller the mean values of HbT 
on the left side of the prefrontal cortex tended to be while rating 
the ice cream photos.  

Table 4 shows the correlation coefficients between the change 
in the signal mean of cerebral blood flow related to saliva and the 
change in the signal mean of cerebral blood flow related to 
cognitive function were determined separately for each ice cream 

state. When subjects were asked how happy they would be if they 
tasted the food in response to a video of ice cream, a strong positive 
correlation (r = 0.843) was found between HbT on the right side of 
the prefrontal cortex and HbT on the right side of the parotid region 
during stimulation. Thus, it can be concluded that the mean values 
of HbT on the right side of the parotid region become larger as the 
the mean values of HbT on the right side of the prefrontal cortex 
increases.  
Table 4: The correlation coefficients of the signal mean change of cerebral blood 

flow between the parotid and prefrontal regions (By state) 

 Photo_Liking 
_HbT 

Photo_Wanting 
_HbT 

Video_Liking 
_HbT 

Video_Wanting 
_HbT 

 left right left right left right left right 

stimuli 0.11
0 

-
0.474 0.541 -0.227 0.409 0.843*

* 
0.68

1 
-

0.986** 
evaluat

e 
0.45

0 
-

0.245 
-

0.742** 
-

0.857** 
-

0.569 -0.077 0.32
3 -0.123 

note:  **: p<0.01   The numbers in the table refer to correlation coefficients. 

On the other hand, when subjects were asked how much they 
would like this food at that moment in response to a photo of ice 
cream, a strong negative correlation was found between HbT on 
the left (r = -0.742) and right (r = -0.857) sides of the parotid region 
and HbT on the left and right sides of the prefrontal cortex while 
rating the ice cream photos. Furthermore, when subjects were 
asked how much they would like this food in response to a video 
of ice cream, there was a strong negative correlation (r = -0.986) 
between the HbT on the subject's right side of the parotid region 
and the HbT on the subject's right side of the prefrontal cortex 
while rating the ice cream videos. Therefore, it can be concluded 
that the mean values of HbT on the left and right sides of the 
parotid region become smaller as the mean values of HbT on the 
left and right sides of the prefrontal cortex increases, and the mean 
values of HbT on the right side of the parotid region become 
smaller as the mean values of HbT on the right side of the 
prefrontal cortex increases. 
3.4. Summary of the results 

In this study, to explore the individual motivations behind food 
choices and how biological responses are related to evaluations of 
food, we employed an approach for combining biological 
indicators from prefrontal and parotid regions and examined them 
in response to visual stimuli of food. We developed and tested a 
biological food preference task that simultaneously rates biological 
responses to visual stimuli of various food states and subjective 
evaluations of food. We also examined how these biological 
responses are related to food preference behavior. First, the results 
revealed the differences in subjects' subjective evaluations of the 
visual stimuli of different states of ice cream. Then, according to 
the hemodynamic response function of cerebral blood flow during 
visual stimulation and evaluation, activation was observed in the 
prefrontal and parotid regions of the brain during the task. 
Furthermore, we found significant correlations between subjects' 
subjective evaluation and the mean change in cerebral blood flow 
in the prefrontal and parotid regions and between the mean change 
in cerebral blood flow in the prefrontal region and the mean change 
in cerebral blood flow in the parotid region.  
4. Discussion 

According to the result of the subjects' subjective evaluations, 
when the subjects' evaluations were segmented according to the 
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state of the ice cream, there was a large difference in the subjects' 
subjective evaluation of each state of the ice cream. In particular, 
State 1 ice cream had the highest evaluation, and State 4 ice cream 
had the lowest evaluation. Consequently, when the state of the ice 
cream changed from hard to completely melted, the subjects' 
evaluations tended to change from high to low. The visual sense 
plays an essential role in food selection [2], and some studies have 
reported that the visual sense of food strongly influences appetite 
[31–33]. In this study, we controlled the visual changes in food 
state as cues for visual stimuli of food. During the experimental 
task, subjects visually process food cues, and along with learned 
knowledge about the food, there is likely to be a process of 
evaluating the food as expectations about the food are generated 
from the visual cues of the food. The fact that there was a 
significant difference in the evaluation of ice cream by the state is 
due to the fact that ice cream in a hard state is commonly expected, 
and as the state of ice cream changes, the subjects tend to feel more 
uncomfortable with the melting ice cream. Therefore, the subject's 
evaluation of the ice cream was also lower. Furthermore, many 
studies have reported that visual changes with aging significantly 
impact appetite [33–35]. Particularly, appetite is strongly 
influenced by visual factors such as the state of food [34,35]. In 
our experiment, the influence of state is significant, which 
indicated the same results as previous studies.  

It has been reported that subjects process visual information 
about food and that, along with learned knowledge about food, 
expectations about food are generated from visual cues of food, 
and various predictive responses can be caused in the body to 
visual stimuli of food [36]. By detecting changes in oxygen 
saturation, fNIRS can identify the activation of different brain 
regions in response to a task or stimulus and has been widely used 
in many research fields, including cognitive behavior and brain 
injury[37,38]. The activation of the cerebral cortex causes the 
concentration of HbT and HbO to increase while the concentration 
of HbR decrease [39]. In this experiment, biological responses 
with activation of cerebral blood flow in the prefrontal and parotid 
regions were observed as predictive responses in the body. 
Therefore, visual stimulation in different states of food may have 
led to an increase in cerebral blood flow concentration in the 
prefrontal and parotid regions. Furthermore, these responses 
include cognitive and physiological processes [36]. In other words, 
measuring the different aspects of cognitive and physiological 
processes may provide insight into facilitating human food 
selection activities. As the state has an important influence on food 
selection, in this study, we used a food preference selection task in 
different states of ice cream. In addition, we asked subjects to rate 
their liking and wanting to measure brain blood flow responses in 
prefrontal and parotid regions during the task. Information from 
the subjects' subjective ratings and cerebral blood flow allowed us 
to examine how food cues from different states and colors in food 
categories affect cognitive and physiological processes and how 
these factors are related.  

It was reported that vision is a major factor influencing human 
food selection[40], visual stimulation of food is an essential 
regulator of appetite, and visual stimulation of food can activate 
the reward center of the brain [41]. In this study, we measured the 
response of cerebral blood flow during passive viewing and 
evaluation of visual stimuli of food. The results showed that the 
food evaluation variables differed between each category of 

different food states. For example, when subjects were asked how 
happy they would be if they ate the food in response to a photo of 
ice cream in different states, a strong negative correlation was 
observed between the mean change in HbO in the right parotid 
region and the subject's evaluation. On the other hand, when 
subjects were asked how much they would like to eat this food in 
response to a photo of ice cream in different states, a strong 
positive correlation between the subject's evaluation and the mean 
change in cerebral blood flow in the left parotid region while rating 
the pictures detected, but a strong negative correlation with the 
mean change in cerebral blood flow in the left prefrontal region is 
observed. Although our results revealed various correlations 
between subjective evaluation and cerebral blood flow from the 
approach of food in different stats, the results are inconsistent, and 
there is currently a limited number of comparable studies on the 
results of each of the correlations revealed. Some studies 
demonstrated the differences in biological responses to the taste of 
different juices[42] and the olfactory cues of smell [43]. In the 
future, it is conceivable that it may be possible to evoke more 
cerebral blood flow responses by approaching elements such as the 
smell and taste of food compared to visual stimuli to food cues. 

It was reported that increased cutaneous electrical activity in 
response to food aversive visual stimuli[42]. Since the materials 
used in this experiment ranged from normal ice cream shape and 
state to completely melted ice cream, it is likely that as the ice 
cream melted, subjects' feelings of liking or disliking each state of 
ice cream would also change. Similarly, subjects' biological 
responses to each feeling would change. Based on the results of 
this experiment, it was found that the subjects' subjective rating 
scores for each state of ice cream also decreased as the ice cream 
melted. On the other hand, the characteristics of cerebral blood 
flow in the prefrontal and parotid regions for each state of ice 
cream showed that changes in cerebral blood flow did not change 
with the ice cream state but were somewhat irregular. Furthermore, 
the characteristics of cerebral blood flow caused by visual 
stimulation of ice cream revealed differences in cerebral blood 
flow changes between the left and right parotid brain regions. 
However, to the best of our knowledge, although the components 
of saliva secreted by the left and right parotid regions were 
different, the significance of the differences in cerebral blood flow 
changes in the left and right parotid regions is still unknown and 
needs further investigation. 

From the hemodynamic response function results and the 
correlation between the subject's subjective evaluation and 
cerebral blood flow, it can be inferred that there is more activity in 
the left hemisphere of the subject's brain. The visual stimuli used 
in this study led to rational judgments by the subjects, which may 
have resulted in more activity in the left hemisphere of the brain in 
the results of this experiment. However, if it is a whole-brain 
response, then not only visual stimuli but also olfactory and 
gustatory sensations are essential in the whole-brain response. The 
appetite examined in this experiment using only visual stimuli is 
different from the appetite of daily life and is worth improving in 
the future. 

5. Future Works 

In the future, we will increase the number of subjects and 
expand the subjects' age range while investigating whether this 
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experiment's results can be reproduced. In particular, we will 
investigate whether visual stimulation can improve appetite and 
xerostomia in the elderly. We will also examine the response of the 
brain when visual stimuli are combined with the senses of smell 
and taste. 
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 Alzheimer’s disease has proven to be the major cause of dementia in adults, making its early 
detection an important research goal. We have used Ensemble ELMs (Extreme Learning 
Models) on the OASIS (Open Access Series of Imaging Studies) data set for Alzheimer’s 
detection. We have explored various single layered light-weight ELM networks. This is an 
extension of the conference paper submitted on implementation of various ELMs to study the 
difference in the timing of execution for classification of Alzheimer’s Disease (AD) Data. We 
have implemented various ensemble ELMs like Ridge, Bagging, Boosting and Negative 
correlation ELMs and a comparison of their performance on the same data set is provided. 
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1. Introduction 

Advances in healthcare have made significant contributions 
to the longer survival and healthy lifestyle of human beings. But 
there are diseases that still pose a daunting challenge to the 
research community, Alzheimer’s Disease (AD) being an 
important example. AD is a major neuro degenerative  disease. 
The expense of Caring AD patients is quiet high. With the 
increase in quality of healthcare, the aging population is bound to 
increase and hence, we will see a greater number of people facing 
this disease caused by neuro degenerative changes. A treatment 
that follows an early detection leads to lower severity in the 
coming times and lowers the  risk of damage. The need for  having 
a Computer Aided Diagnosis system (CAD) for early and accurate 
AD detection and classification is  crucial. In the past years, Multi 
Layer Perceptrons (MLP) have been extensively used for the 
computer vision analysis on medical images. But the less complex 
Single Hidden Layer Feed Forward Neural Networks (SLFNs) 
have been relatively less explored. In this research work, we focus 
on the SLFNs, taking a step forward in realizing the potential of 
the ensemble ELM algorithms with the help of iterative error 
optimization, bagging, boosting and correlation coefficients. This 
work mainly focuses on evaluation of different Ensemble ELM 
models and comparison of performance on OASIS imaging data 
set. Bagging and Boosting ELM gave us good results followed by 
negative correlation and Incremental ELMs. We have  

implemented these methods on Brain MR images unlike the 
different 2D data sets used in the reference implementations. As 
a result of the study, we intend to bring forth techniques which 
shall facilitate clinicians in classifying Alzheimer’s experiencing 
patients from normal individuals in an early stage using MRI 
imagery.  

2. Related work 

This paper is an extension of the originally submitted work in 
the conference  “2021 IEEE 4th International Conference on 
Computing, Power and Communication Technologies (GUCON). 
[1] 

We used Modified Extreme Learning Machine algorithms to 
study the training computational requirements in comparison to 
conventional machine learning methods.[2,3] The  variations of 
ELMs used were, Regularized ELM (RELM) and  MLPELM 
[4,5]. Convolution Neural network takes more  time for 
training  and the desired accuracy may be difficult to achieve 
where as ELM is a lightweight SLFN with randomly initialized 
biases and weights, which when propagated onto the next layer 
create a Multi-Layer Perceptron without BPA (Back propagation 
algorithm) with ELM as the backbone of the network, and this 
network delivers at a faster training speed with similar accuracy 
rates [6]. 

In our implementations we had used the ELM algorithm 
which randomly generates the weights and biases. It tends to have 
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a good generalizability and all the hidden layers are treated as a 
whole system. This way, once the feature of the previous hidden 
layer is extracted, the weights or parameters of the current hidden 
layer will be fixed and need not be fine-tuned.Therefore, this helps 
in getting a better accuracy and trains the network faster compared 
to using MLP with back propagation algorithms. It was observed 
that Multi Layer Perceptron had the highest accuracy while the 
training speed was slower, meanwhile, the RELM had lesser 
accuracy compared to Multi Layer Perceptron but the training 
speed was faster. There is a trade off between training speed and 
accuracy [7]-[9].  

Lot of research on new approaches with ELMs are  done. 
Dual-tree complex wavelet transforms (DTCWT),  Principal 
Component Analysis(PCA), Linear Discriminant Analysis(LDA), 
and ELM implementations were used to identify AD conditions. 
On  ADNI dataset, they could get  an  accuracy of 90%, specificity 
of 90% and sensitivity of 90% [9]. Another approach where Key 
Features Screening method based on ELMs (KFS-ELM) was 
implemented From  920 key functional connections screened 
from 4005 the accuracy is  obtained for detecting AD was 95.33% 
[10].  

Many state-of-the art techniques like Support Vector 
Machine (SVM), Random Neural Network (RNN), Radial Basis 
Function Neural Network (RBFNN), Hopfield Neural Network 
(HNN), Boltzmann Machine (BM), Restricted Boltzmann 
Machine (RBM), Deep Belief Network (DBN), and other DL 
methods are compared with ELM implementations like  Circular 
ELM (CELM) and Bootstrap aggregated (B-ELM) and other 
variants. The observations are that   ELMs are faster than these 
techniques . Many ELM variations are being used and they are 
comparatively more robust. Implementation is simple and 
performance in terms of accuracy is also considerably better [11]-
[13]. 

Considering the advantages of ELMs we have incorporated 
the less utilized  ensemble ELMs with necessary modifications on 
OASIS Brain MR Data set and study the classification 
performance. 

3.  Data set 

The data set is acquired from the official OASIS repository. 
The data set used  is OASIS-1. The data is made up of 416 subjects 
with their respective cross-sectional scans from 434 scan sessions. 
The number of T1-weighted MRI scans varies from 3 to 4 in a 
single-imaging session. The data acquired is restricted to right-
handed individuals of both genders. The number of participants 
with an age above 60 with diagnosis of AD at various stages is 
100. 

Every imaging session was stored in its respective directory 
labeled with its subject ID. The subject ID format is OAS1_xxxx, 
where ‘xxxx’ denotes the 4digit ID of a patient(eg: OAS1_0027). 
All the sessions have been assigned with an ID formatted as 
OAS1_xxxx_MRy, here y denotes the session number of the 
participant (eg: OAS1_0034_MR1). A particular session is 
accompanied by a zip-compressed file with its respective session 
ID.  We have considered  totally 1412 images of which 179 Mild 
Demented, 145 Moderately Demented, 640 Non Demented and 
448 Very Mild Demented, from the data set after Preprocessing. 

4. Implementation 

4.1. Proposed Method 

Our objective here is to incorporate the less explored 
ensemble ELMs with relevant modifications on Brain MR Data 
and study the classification performance on the OASIS Dataset. 

The same Preprocessing steps  used in our work earlier  [1] 
are used for processing the images. The steps involved are initially 
Preprocessing, segmenting and feature extracting leading the 
vectors into our desired ELM classifier. The sample images and 
the processed images are shown below in the results section in 
Figure 2 and Figure 3. Biological implications of AD is that it  
results in two distinctive abnormalities in the brain, firstly Neuro-
fibrillary tangles and secondly senile plaques. A Neuro-fibrillary 
tangle gets originated in the cytoplasm of neurons in the 
entorhinal cortex, whereas the plaques found in the neocortex of 
the brain. Structural changes in the early stages are more dominant  
in the medial temporal lobe, especially in the entorhinal cortex. 
With progression of the disease  both entorhinal cortex and 
hippocampus are the indications of the variations observed. 

4.1.1. Image Preprocessing 

Firstly the unrefined images are denoised and given a level of 
uniformity. The primary goals are echo reduction, contrast 
imbalance correction and image resolution rectification. A brain 
image is primarily comprised of Cerebrospinal Fluid (CSF), 
White Matter (WM) and Grey Matter (GM). The overview of the 
situation is that the precision with which the Regions of Interest 
(RoI) are ascertained among the noise created by the 
aforementioned features even after threshold removal of skull. We 
use filtering to make our classification efforts easier as it gets rid 
of low frequency echoes. A fixed re sizing of 256x256 and 
grayscale conversions are made. The finalized Preprocessing 
method chosen upon is median filtering which is a nonlinear 
method of noise elimination. It functions by iterating through each 
pixel and substituting each pixel with the median value of the 
pixels in a certain proximity range all while preserving the edges. 
It works on the principle of averaging and which effectively 
eliminates noise and blurring of sharp edges [14]. 

4.1.2. Image Segmentation 

The objective of this process is to segregate the image into 
non intersecting regions based on similarity indexes. The 
segmentation technique adopted here is threshold method which 
relies on normalizing a pixel with respect to its intensity level. It 
is optimal for object and background separation which comes in 
handy for skull removal here [15,16]. 

4.1.3. Feature Extraction 

It involves the recreating values by deriving them via 
consolidation of a large collection of data in order to bring 
generalization while maintaining its relevance to the task intended 
in future. Our focus here is texture analysis based on 
understanding the nature of spatial variation.  with the Gray-Level 
Co-occurrence Matrix (GLCM). We have used the features 
extracted for earlier algorithms [17]. GLCM is a square matrix 
representing the frequency count of appearance of a reference 
pixel with a particular intensity value i with respect to an adjacent 
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neighbor pixel having an intensity value of j. Therefore, a cell (i,j) 
represents their cumulative occurrence count.  Their separation 
distance, d is also taken into account for the GLCM function 
computation along with regional frequency count. Further a 
matrix consisting of statistical values to increase the descriptive 
understanding is created [18]. 

Our earlier implementation was of RELM and MLPELM 
[19,20]. Further we have worked on the performance of various 
Ensemble ELMs on Alzheimer’s data. Various ELMs with 
sigmoid  , hardlim,  gaussian and  leaky Relu functions which 
helps in speeding up of the training  for classification and 
Regression. Incremental Learning and increase in hidden nodes 
assist in minimizing the error. Multiclass Adaboost ELM 
(MAELM), Bagging Stepwise ELM and Negative Correlation 
ELM are suitable for  imbalanced data. They are simple, cost 
effective, supporting many kernels or feature mapping functions  
for multi class data.Knowing ELMs require lesser time than 
conventional networks for training from our study performed 
earlier[1],  our objective here is to incorporate the above 
modifications to ELMs and study the classification performance 
on the same OASIS Dataset.We also have compared the 
performance of other state of art techniques like CNNs and SVM.  
We have studied  different Ensemble ELMs  like ridge bagging, 
boosting, (Adaboost ELM )AELM and  Negative Correlation 
ELMs(Incremental ELM) IELM.  

4.2. Algorithms 

We have implemented different ensemble ELMs and the this 
section will give the mathematical treatment and the methodology 
of implementation of these algorithms. 

4.2.1. Vanilla ELM (VELM) 

ELM for the SLFNs was invented in 2006.The Algorithm 1 
represents the basic ELM flow. The Vanilla Extreme Learning 
Machine network architecture is shown in Figure 1. 

 
Figure 1: ELM architecture. 

Assume N distinct samples (cr, or) where cr∈Ri and or∈Rk, r 
=1,…,N. The output hidden layer matrix H is presented as 

𝐻𝐻 =  �
𝐺𝐺(𝑤𝑤1 , 𝑏𝑏1, 𝑐𝑐1) ⋯ 𝐺𝐺(𝑤𝑤𝑖𝑖 , 𝑏𝑏𝑗𝑗 , 𝑐𝑐1)

⋮ ⋱ ⋮
𝐺𝐺(𝑤𝑤1, 𝑏𝑏1, 𝑐𝑐𝑁𝑁) ⋯ 𝐺𝐺(𝑤𝑤𝑖𝑖 , 𝑏𝑏𝑗𝑗 , 𝑐𝑐𝑁𝑁)

�  (1) 

G(.) gives the  activation function, WN×j=w1,….,wj represents 
the weight matrix between the input layer and the hidden layer 
and br represents the rth  hidden node in a particular hidden layer 
bias. Both of the parameters in an particular layer are randomly 
initialized [19,20]. 

Weights B in the output layer are to be adjusted using the 
Moore–Penrose Generalized Inverse is used to compute the 
weights B in the between the the hidden layer and output layer 

B=H†O.      (2) 
here H† denotes the Moore–Penrose inverse of matrix H and 

O = o1,…., oN
T     (3) 

4.2.2. Ridge ELM 

Ridrin order added to the robustness of Regularized ELM 
algorithm by accompanying the matrix B (output hidden layer 
matrix) with l2 norm through addition to minimize the matrix B 
constituents by a certain degree in accordance with Bartwtt’s 
theory which is ‘Smaller the weights in the output layer better the 
generalization performance in case of feed forward neural 
networks.’[21,22,23] The mathematical model is 

𝑀𝑀𝑖𝑖𝑖𝑖 =  
1
2
�𝛾𝛾𝑖𝑖𝑇𝑇
𝑘𝑘

𝑖𝑖=1

𝛾𝛾𝑖𝑖 +  𝜆𝜆
1
2
‖𝐵𝐵‖2 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒:    𝑦𝑦𝑟𝑟 =  0𝑟𝑟 −  𝛾𝛾  , 𝛾𝛾 = 1 …  𝑘𝑘     (4) 

Bjxk = [β1----βk ]     (5) 

Yr=Hβr and      (6) 

ONxj = [o1----oj]     (7) 

here λ has a varying range as λ ∈ (0,∞). In the scenario of the data 
set being comparatively smaller, we use 

𝐵𝐵 =  𝐻𝐻𝑇𝑇( 𝐼𝐼
𝐻𝐻

+ 𝐻𝐻𝐻𝐻𝑇𝑇)−1𝑇𝑇                                                (8) 

where as for the latter scenario where N ≫ j, we opt for 

Algorithm 1 

Consider 

Training set T={(cr, or),cr∈Ri,r ∈Rk, r=1,.., N} 

 With  G• and  j representing activation function and the 
number of hidden nodes respectively 

i: Randomly initialize desire parameters (wr,br), r =1,…..j 

ii: Compute output hidden layer matrix H  

iii: Successively compute matrix B   

iv: Resultants are B, W and b 
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𝐵𝐵 = (1
𝜆𝜆

+ 𝐻𝐻𝑇𝑇𝐻𝐻)−1𝐻𝐻𝑇𝑇𝑇𝑇    (9) 

here N is the  number of training samples and  j is the   dimension 
of  feature space. 

 
4.2.3. Bagging ELM Algorithm 

Bagging primarily consists of the processes of bootstrapping 
and aggregation. Bootstrap sampling is adopted to introduce the 
concept of experts generation which means the further division of 
training and validation set catered differently by each expert along 
with the putting back of samples. The models for all experts are 
trained with the basic algorithm for learning. Bagging uses voting 
for classification in order to aggregate [24,25,26].  Algorithm 3  
explains this  bagging technique.[27] 

4.2.4. Boosting Ridge ELM 

It is an ELM integrated with Boosting Ridge Regression. It 
consists of two initialization steps where hidden nodes are 
randomly initialized and the Boosting Ridge ELM chooses bias 
and input weights randomly. Then, a response matrix is computed 
for the hidden nodes. Boosting ridge then computes the output 
weights using boosting ridge regression. Then using feedback 
based on any output weights being zero, the respective hidden 

nodes are deleted successive to which bias and input weights 
matrix update is made .[28,29 ]The  algorithm is  as follows: 

Algorithm 4:  

Given training set T=cr, or, cr∈Ri 

i. Randomly initialize input weight wi and bias bi 

ii. Compute hidden layer output matrix 

iii. Find output weight βboosting-ridge with the help of boosting 
ridge regression 

𝛽𝛽 = 𝐻𝐻𝑇𝑇(𝐼𝐼
𝐶𝐶

+ 𝑊𝑊𝐻𝐻𝐻𝐻𝑇𝑇)−1𝑊𝑊𝑇𝑇                                                (10) 

iv. Delete the redundant hidden node and do successive 
updation according to βboosting-ridge 

v. Adjust the parameter values and number of iterations to get 
best fit 

4.2.5. Negative Correlation ELM 

NCELM is made up of i learners, each of which is an ELM,   
c = 1. . . N, where N is the number of classifiers. The averaged 
output of a sample  x ∈ R  

𝑝𝑝𝑗𝑗(𝑥𝑥) = 1
𝐶𝐶
∑ 𝑝𝑝𝑗𝑗(𝑐𝑐)(𝑥𝑥)𝐶𝐶
𝑐𝑐=1 = 1

𝐶𝐶
∑ ℎ(𝑐𝑐)𝑇𝑇(𝑥𝑥)𝛽𝛽𝑗𝑗

(𝑐𝑐)
.

𝐶𝐶
𝑐𝑐=1  (11) 

The end goal is to generalize using minimization of each 
learner and the using penalization (λ ∈ (0, +∞)), we take care of  
controlling the diversity which is dynamic to the problem. The 
minimization can be shown as : 

𝑀𝑀𝑀𝑀𝑀𝑀 (𝛽𝛽𝑗𝑗𝑖𝑖 ∈  𝑅𝑅𝐷𝐷𝐷𝐷𝐷𝐷)[( ||𝛽𝛽𝑗𝑗
(𝑖𝑖)||2 + 𝑆𝑆 ||𝐻𝐻(𝑖𝑖)𝛽𝛽𝑗𝑗

(𝑖𝑖) + 𝑌𝑌𝑗𝑗||2  +

𝜆𝜆 < 𝐻𝐻(𝑖𝑖)𝛽𝛽𝑗𝑗
(𝑖𝑖),𝑃𝑃𝑗𝑗 >2 )]             (12) 

Below pj denotes the ensemble output,                       

𝑃𝑃𝑗𝑗 = ∑ 𝐻𝐻(𝑖𝑖′).𝛽𝛽𝑗𝑗
(𝑖𝑖′)𝐶𝐶

𝑐𝑐′=1                                                          (13) 

Because 𝛽𝛽𝑗𝑗
(𝑐𝑐)

.
 appears in pj , the proposed solution for Eq. 12 

is to transform the problem in an iterated sequence, with solution 
of the first iteration 𝛽𝛽𝑗𝑗

(𝑐𝑐)
.
,(1) for c = 1, . . . , C. The output weight 

matrices in the rth  iteration β (c) j,(r) ,c = 1, . . . , C, for each 
individual are obtained from the following optimization 
problem.[30] 

The output weight matrices are obtained iteratively with the rth 
iteration corresponding to 𝛽𝛽𝑗𝑗

(𝑐𝑐)
.
,(r) ,c = 1, . . . , C, shown as, 

𝑀𝑀𝑀𝑀𝑀𝑀 (𝛽𝛽𝑗𝑗(𝑟𝑟)
(𝑐𝑐) ∈  𝑅𝑅𝐷𝐷𝐷𝐷𝐷𝐷 ) ( ||𝛽𝛽𝑗𝑗,(𝑟𝑟)

(𝑐𝑐) ||2 + 𝑆𝑆 ||𝐻𝐻(𝑐𝑐)𝛽𝛽𝑗𝑗,(𝑟𝑟)
(𝑐𝑐) − 𝑌𝑌𝑗𝑗||2 +

                             𝜆𝜆 < 𝐻𝐻(𝑐𝑐)𝛽𝛽𝑗𝑗,(𝑟𝑟)
(𝑐𝑐) ,𝑃𝑃𝑗𝑗(𝑟𝑟−1) >2 )                      (14) 

updation of Pj,(r−1) takes place in this manner, 

𝑃𝑃𝑗𝑗(𝑟𝑟−1) = 1
𝐶𝐶
∑ 𝐻𝐻(𝑐𝑐).𝛽𝛽𝑗𝑗(𝑟𝑟−1)

(𝑐𝑐)
 

 

 

 𝐶𝐶
𝑐𝑐=1                                      (15) 

Algorithm 2 

Consider 

Training set  

T=cr, or, cr∈Ri, or ∈Rk,  r=1,…,N 

i: Randomly initialize desire parameters (wr,br), r =1,…..j 

ii: Compute output hidden layer matrix H  

iii: Successively compute matrix B using Eq.8 or Eq.9   

iv: resultants are B, W and b 

Algorithm 3 
Given training set T=cr, or, cr∈Ri, or ∈Rk, r=1,…N 

 Learning parameter Φ and E:  number of experts 

 To do: Aggregation of all E experts 

Loop in range  r  = 1:E  

(i) By bootstrap sample in  D; get the training and 
validation set 

 (ii) train the respective expert with  Φ in training set and 
validation set 

End: Resultants are E models of experts 
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Solution can be obtained for Eqn.14 by deriving it and now 
by equating to 0.  

𝛽𝛽𝑗𝑗,(𝑟𝑟)
(𝑐𝑐) = (𝐼𝐼

𝑆𝑆
+ 𝐻𝐻(𝑐𝑐′)𝐻𝐻(𝑐𝑐) + 𝜆𝜆

𝑆𝑆
𝐻𝐻(𝑐𝑐′) 𝑃𝑃𝑗𝑗,(𝑟𝑟−1)𝑃𝑃′𝑗𝑗,(𝑟𝑟−1)𝐻𝐻(𝑐𝑐))−1𝐻𝐻(𝑐𝑐′)𝑌𝑌 

(16) 

Iteratively we calculate (r+1)th term and the convergence is 
assured by the Banach fixed-point theorem.[30] 

4.2.6. Incremental ELM 

Characteristic of IELM is that the  error  decreases for every 
iteration and is dwindled to zero with increase in  number of 
hidden nodes. The trade off is between training time and accuracy 
as it is no more a one-shot process. The  residual error is : 

E` =E−βH                                 (17) 

To minimize the residual error if we are not satisfied with the 
minimization magnitude we restart the training of the particular 
node with new randomly initialized values. [31] 

Algorithm 5 

Given training set {(C, O)}, C is a l×N matrix which is the input 
of N data sets. O is a k×N matrix which is  the output of N data 
sets 

Step 1: Set the max value J for number of nodes, initial value 
of residuals ε  and set current number of nodes j =0 

Step 2: loop until  j < J and E >  ε : 

i. Increment j by 1 
ii. Randomly initialize weight ωj and bias bj of the 

hidden layer neuron hj 
iii. Use the activation function g(c`)  to calculate the 

output for the node ol  
c` = ωjC + bj 

iv. Find the ouput vector H of  hidden  layer neurons: 
H = g(c` ) 

v. Calculate β 
vi. Re-calculate the residuals error 

In the analysis 2D MRI scans were converted to 1D Numpy 
Arrays and then fed as input to the respective ELMs 
implemented.The above algorithms were implemented in Python 
and trained on the OASIS data set considered in our previous 
study as mentioned earlier. Four class classification is performed  
and the comparison of the performance is discussed in the results 
section. 

5. Results 

In our analyses using the 4 different variations of ELM and 
Vanilla ELM we predict the stages of the Alzheimer’s disease 
which were non-demented, very mildly demented, mildly 
demented and moderately demented as indicated in Figure2.  The 
various preprocessing techniques have varying effects which are 
visible in the Figure 3.  

Figure 2:  Sample images, a.Non Demented ,  b.Very Mild Demented  , 
c.Mild Demented  , d. Moderate Demented 

 
Figure 3: Sample Preprocessed images 

 
Figure 4: Accuracies of different ELMs implemented 

a.  b.  

c.  d.  
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The  results obtained for the four class classification of 
OASIS Data for Hardlim, RELM and MLPELM implemented in 
the earlier work is shown in Figure4. Timing analysis was done 
for which MPELM gave us good performance. 

The research was focused primarily on  implementation  of 
algorithms  proposed by  earlier researchers and then using the 
appropriate quantitative initialization parameters associated with 
them for our Data set. 

Table 1 indicates the testing accuracies obtained for  different 
state of art techniques implemented to compare the results with 
that of the ensemble ELMs.SVM and CNN-LSTM(Long Term 
Short Term Memory) gave us good results as indicated. With the  
advantages  of ELMs , simple network and faster we find the 
ELMs more apt. Table 2 shows the comparison of testing 
accuracy for different activation functions used. Bagging and 
Boosting gave good results with Sigmoid and Leaky ReLU. 

Table 1: Accuracies with our other implementations 

Sl. 

No. ELM 

Testing 
Accuracy(%) 

Gaussian 

Testing 
Accuracy (%) 

Sigmoid 

Testing 
Accuracy(%) 

Leaky-ReLU 

1 Vanilla- 

ELM 

77.05 74.86 71.66 

2 Boosting- 

ELM 

88.42 92.32 93.47 

3 Incremental- 

ELM 

82.55 82.13 81.09 

4 Bagging 

ELM 

98.11 97.63 96% 

5 Negative 

Correlation- 

ELM 

83.49 87.56 84.38 

Table 2: Accuracy with other activation functions 

l.No. Model  Testing Accuracy(%) 

1 CNN 84.01 

2 CNN-LSTM 98.23 

3 Decision Tree 81.23 

4 SVM 97.41 

Table 3:  Accuracies of different implemented ELMs 

Sl.
No. 

ELM Training 
Accuracy 
(%) at 
N=50 

Training 
Accuracy (%) 
at N=5000 

Testing 
Accuracy 
(%) at 
N=5000 

1 Vanilla-ELM  53.43 74.86. 72.34 

2 Boosting-ELM 62.72 92.32 90.69 

3 Incremental-
ELM 

61.63 82.13 81.23 

4 Bagging ELM 63.48 97.63 97.41 

5 Negative 
Correlation-
ELM 

43.00  87.56 86.03 

The bagging and boosting algorithms were tried over with 
different activation functions which are hardlim, triangular, 
sigmoid, (with beta=1, used  leaky Relu to overcome vanishing 
gradient problem) and  gaussian . We also tuned the negative 
correlation coefficient in accordance with the bias and the values 
varied in the order of 10-3 to 10-4 and the best accuracy was 
achieved near 6x10-3. We observed that bagging and boosting 
algorithms took a training time of 18-20 minutes for 5000 nodes 
in spite of being stepwise whereas the negative correlation ELM 
took 13 minutes time for training and tuning 500 nodes. The 
training time of negative correlation ELMs is also dependent on 
the designated negative correlation coefficient. The incremental 
ELM algorithm’s residual error value acts as a threshold value for 
stopping which was optimized over multiple epochs for the 
particular data set. Training and Testing accuracies are shown for 
Bagging, Boosting , Incremental and NE-ELM in the Figure 5, 
Figure 6 and Figure 7.  

 
Figure 5: Accuracy of Bagging ELM 

 
Figure 6: Accuracy of Boosting ELM 
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Figure 7: Accuracy of Negative-Correlation ELM 

Table 3 indicates Training and testing accuracies obtained for 
the algorithms implemented. Bagging gave better performance, 
followed by boosting and NE-ELM for 5000 nodes. 
6. Conclusion 

We have implemented various ensemble ELMs like Ridge, 
Bagging, Boosting and Negative correlation ELMs and studied 
their performance on the OASIS data set. Bagging and Boosting 
ELM gave us good results followed by negative correlation and 
Incremental ELMs. These methods are implemented on Brain MR 
images unlike other 2D data sets used in the reference 
implementations. 

Our approach results in better accuracy and convergence rate. 
The onset of impact of Alzheimer’s disease is delayed if an early 
diagnosis is made possible which overall helps in prevention of 
the incurable disease. The regularly used machine learning 
algorithms such as Import Vector Machine (IVM), Support 
Vector Machine (SVM) and Radial Basis Functions require 
iterative training by adjustment of parameters to reduce the error. 
They are time-intensive and require manual assistance for 
obtaining the desired accuracy. In our proposed method, we have 
used the ELM algorithms which rely entirely on random 
initialization which creates a generalized inductive bias, thus 
obviating the need for fine-tuning for each layer or node addition. 
7. Future Scope 

The research on Ensemble ELM networks can be taken 
forward with the infusion of deep learning kernels such as 
Convolution ELMs and RNN-ELMs which promise the 
successful results of dense multi-layered networks without the 
time indulgence put into fine tuning. If algorithms like RNN-ELM 
which make use of temporal space weights are used along with 
Dual-Tree Complex Wavelet Transform (DTCWT) we stand to 
gain great benefits from the directional sensitivity subsiding shift 
in variance. It can be implemented and tested on PET (Positron 
Emission Tomography) Data. Can further work on improving on  
timing constraints [1].The time required for execution can be 
optimized.  
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 While it is commonly accepted that climate change needs to be addressed to protect both 
human and environmental health, it is not widely understood what steps need to be taken to 
accomplish this daunting task. Additionally, there is currently no formal definition of what 
constitutes a ‘green’ company or ‘green’ best practice, despite the rising usage of the term. 
We found that companies that are considered ‘green’ have well-documented, quantifiable 
improvements in their sustainability plans and initiatives. These plans are published yearly 
in publicly available progress reports. Multi-year goals, with progress mapped from year to 
year, follow trends in the following areas: reduction in carbon emissions, energy obtained 
through renewable energy sources, amount of waste diverted from landfills, third-party 
certifications for buildings, water conservation, increasing ‘green’ requirements from 
suppliers, and sustainable fleet management. To address the gap between industry and 
government practices, and to capitalize on recent interest and investment in ‘green’, we 
recommend that all U.S. government agencies formalize and publicly release sustainability 
policies with quantifiable goals, identify practices to be implemented, and define metrics to 
measure progress. To effectively develop and implement these plans, we recommend: (1) 
each agency evaluate their current organization to develop a baseline, (2) define milestones 
and targets using the baseline as a starting point such that industry standards can be 
reached, and (3) release a finalized, publicly available sustainability plan.   

Keywords:  
Sustainability  
Green Best Practices  
Green Policy 

 

 

1. Introduction  

The Fourth National Climate Assessment defines climate 
change as the “changes in average weather conditions that persist 
over multiple decades or longer” and “encompasses both increases 
and decreases in temperature, as well as shifts in precipitation, 
changing risk of certain types of severe weather events, and 
changes to other features of the climate system” [1]. Over the last 
decade, climate change has become a central research area with  
interest and investment across both government and industry. 
While it is commonly accepted that climate change needs to be 
addressed to protect both human and environmental health, it is not 
widely understood what steps need to be taken to accomplish this 
daunting task. Inconsistencies in sustainability plans and policies 
between U.S. government and industry showcase the confusion 
and misunderstanding within the ‘green’ space. To properly 
address this issue, the government needs information on what 
proven and effective ‘green’ practices exist. With this, various 
approaches can be unified under a single definition to enact 
widespread change.  

This work expands upon work previously done by the authors, 
going into a more detailed survey of the exploding popularity of 
the term ‘green’ [2]. In this survey, we both demonstrate and 
evaluate the lack of recognized, concrete definitions or metrics for 
this term and provide recommendations for action through policy. 
We will lay out what ‘green’ practices the U.S. government has 
already adopted, and, in contrast, what state-of-the-art 
sustainability practices are being implemented by industry. The 
authors will analyze the differences between the two groups, using 
the results as the baseline for developing the set of policy-based 
recommendations. The guiding research questions we will explore 
include: who are the industry leaders in the ‘green’ field; what are 
the ‘green’ best practices being utilized by these leaders; and, 
finally, what quantifiable metrics or features make a company 
‘green’?   

2. Background 

2.1. Key Definitions 

After assessing the terminology across industry and 
government, a few key definitions must be articulated to describe 
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‘green’ best practices. It should be noted that there is no 
formalized, universally accepted definition for ‘green’. Here, 
‘green’ will refer to anything that is accepted to be sustainable or 
environmentally friendly, including products, practices, 
technologies, etc. Table 1 below gives an overview of the key 
terms referenced throughout this paper.  

Table 1: Key Definitions in Green Policy 

Term Definition 

Green Anything that is commonly accepted to be 
sustainable or environmentally friendly  

Sustainability 

The ability for a community to maintain 
environmental, health, and economic stability over 
an extended period. It should be noted that ‘green’ 
and sustainable are sometimes used interchangeably 
in media 

Renewable 
Energy 

Energy sources that are derived from sources that 
are naturally replenishing. These include solar, 
wind, geothermal, hydropower, and biomass (ex. 
wood, landfill/biogas, ethanol, biodiesel) 

Non-
Renewable 
Energy 

Energy sources that once they are depleted, they 
cannot be replaced. These include petroleum, coal, 
nuclear, diesel, etc.  

Clean Energy 

Non-pollutant producing energy sources, including 
solar, wind, hydropower, geothermal, bioenergy, 
nuclear, and hydrogen/fuel cells. It should be noted 
that clean energy sources are not always renewable 
(ex. nuclear)  

2.2. Best Practices 

‘Green’ best practices are a set of actions that can be 
implemented to improve environmental impact, such as reducing 
greenhouse gas emissions, minimizing waste, saving water, etc. 
We observed six main categories of these practices, including 
renewable energy, sustainable buildings, fleet management, waste 
reduction, water conservation, and sustainable purchasing. Table 2 
below provides a few examples of each category. 

Table 2: Overview of Green Best Practices 

Best Practice Example 

Renewable 
Energy 

Increasing use of solar, wind, hydropower, and 
geothermal energy, purchasing of renewable 
energy credits (RECs) 

Sustainable 
Buildings 

Requirements for new constructions to incorporate 
sustainable design plans, ‘green’ building 
certification 

Fleet 
Management 

Develop a vehicle fleet with more fuel efficient 
vehicles, or vehicles that use biofuels/renewable 
energy  

Waste 
Reduction 

Reducing demolition and construction waste, 
composting, paper reduction, increased recycling 

Water 
Conservation 

Installing dual plumbing for incorporating non-
potable water sources, reducing landscaping costs, 
monitoring consumption to better understand use 

Sustainable 
Purchasing 

Committing to purchasing recycled, biobased, and 
other sustainable products 

3. Benefits of ‘Green’ Practices for Government Agencies 

In addition to environmental impact, there are many other 
benefits of implementing ‘green’ best practices. Some of the key 
benefits include: cost savings, improved safety and security, and 

public health. The section below will provide an overview of each 
of these benefits and how they can impact government agencies.   

3.1. Cost Savings  

One of the biggest benefits of implementing ‘green’ practices 
is the cost-savings, particularly on long term investments. 
Renewable energy is a great example of substantial cost-savings 
over time. Many renewable sources, such as solar, wind, or 
hydropower, do not require fuel costs. Traditional fossil fuel 
sources, like coal and oil, require not only high material costs, but 
often involve costly transportation fees as well. The cost of solar 
photovoltaics (PV) systems has fallen dramatically over the past 
decade [3] and currently wind is “either competitive with, or less 
expensive than, coal-generated electricity – and it is a form of 
Clean Energy. Ongoing cost reduction will soon make wind energy 
the least expensive source of electricity, perhaps within a decade”  
[4]. 

In addition to decreasing energy costs, there are other 
economic impacts from the implementation of sustainable 
practices. For example, studies have demonstrated that renewable 
energy policies within the Rust Belt have the potential to reduce 
air pollution to such a degree that the savings from improved 
human health would exceed the costs of the policies by 2030, with 
more stringent implementation having an even more pronounced 
cost-savings effect [5]. The decreased energy costs as well as 
health-related savings makes implementation of ‘green’ best 
practices a favorable financial decision for the U.S. government.  

3.2. Safety 

From a military perspective, safety is a major benefit of ‘green’ 
practices. There are direct relationships between increased safety 
to soldiers through the implementation of these best practices. One 
example is the use of more energy efficient vehicles. In active war 
zones, refueling missions are high risk. In Afghanistan, for 
example, oil refueling operations document one casualty for every 
24 field-resupply convoys [6]. More fuel-efficient vehicles not 
only decrease fossil fuel use and carbon emissions, but can reduce 
the number of refueling missions required, saving soldiers’ lives.  

Extending beyond the military, implementing ‘green’ practices 
can increase safety for the entire nation. The National Climate 
Assessment (NCA) report states that “Climate change creates new 
risks and exacerbates existing vulnerabilities in communities 
across the United States, presenting growing challenges to human 
health and safety, quality of life, and the rate of economic growth” 
and notes that future impacts of climate change are “expected to 
further disrupt many areas of life, exacerbating existing challenges 
to prosperity posed by aging and deteriorating infrastructure, 
stressed ecosystems, and economic inequality” [1]. The report also 
emphasizes that vulnerable communities, lower-income, 
historically marginalized, etc., may experience greater impacts [1]. 
Wide-scale implementation of ‘green’ practices protects both 
military and civilian lives.  

3.3. Security  

‘Green’ practices are a unique opportunity to fortify national 
security. Researchers from the National Renewable Energy Lab 
(NREL) note that “renewable energy can support energy security 
by adding diversity to an overall electricity generation portfolio… 
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A more spatially diverse generation and storage energy portfolio 
can better withstand shocks to the system. With more resources 
across different geographic areas, such diversity could power 
infrastructure during disasters, cyberattacks, or other extreme 
events” [7]. With wider use of these energy sources, there is a 
decreased dependency on fossil fuels. Disruptions in the supply 
chain could lead to disastrous effects for both the nation and our 
military. Transitioning to renewable-energy sources not only 
addresses supply chain risk but can also increase the physical 
security of the energy generation process by decreasing reliance on 
centralized production and subsequent distribution. Many 
renewable sources can be implemented on-site, such as at military 
instillations, strengthening the resiliency of the that location’s 
energy supply. The electrical grid is particularly susceptible to 
attacks, both cyber as well as physical, which could disrupt 
operation at critical facilities [6]. Localized power on-site using 
renewable sources decreases these risks and thus greatly improves 
security.    

In addition, climate change is a critical driver of military 
investment in ‘green’ practices. Rising sea levels, for example, are 
a particular concern for the Navy. There is an expected increase in 
the demand for the Navy’s military and humanitarian services in 
response to the effects of climate change. Both domestic and global 
bases and ports will be at high risk as sea levels rise and weather 
patterns become more severe [6]. Slowing the rate of climate 
change not only gives the Navy and other military branches more 
time to prepare for these challenges but can also prevent some of 
these concerns from even becoming a reality.  

3.4. Public Health 

Implementing these practices will also impact public health 
through the reduction in greenhouse gas emissions. The National 
Climate Assessment report notes that the “health and well-being of 
Americans are already affected by climate change, with the 
adverse health consequences projected to worsen with additional 
climate change” due to the effects of “exposures to heat waves, 
floods, droughts, and other extreme events; vector-, food- and 
waterborne infectious diseases; changes in the quality and safety 
of air, food, and water; and stresses to mental health and well-
being” [1].  

Implementing ‘green’ practices and enacting sustainability-
focused policies has the potential to reduce the risks and impacts 
from climate-sensitive health outcomes, and researchers project 
that “additional benefits to health arise from explicitly accounting 
for climate change risks in infrastructure planning and urban 
design” [1]. The report claims that “reducing greenhouse gas 
emissions would benefit the health of Americans in the near and 
long term” and that “thousands of American lives could be saved 
and hundreds of billions of dollars in health-related economic 
benefits gained each year under a pathway of lower greenhouse 
gas emissions” [1]. 

4. Methodology  

As described above, the benefits of ‘green’ practices are 
undeniable, particularly from a government perspective. The goal 
of this work was to provide an overview of the different definitions 
of ‘green’, highlight the emerging trends, and illustrate gaps 

between government and industry practices. In this process, we 
illustrate the growing need to set goals, assign priorities, establish 
regulations, and make investments as well as guidance for where 
to focus these efforts. This is intended to provide foundational 
information for implementing green policy, as well as identified 
resources for where to look for more information when setting or 
writing future sustainability policies. 

The team conducted a survey of ‘green’ practices and policies 
across both government and industry. To assess the current state of 
the government sustainability efforts, the authors reviewed 
government agency sustainability plans and published ‘green’ 
goals, ‘green’ focused legislation and executive orders (EOs), as 
well as the timeline of when and how these documents were put 
into effect. For industry, key players were identified based on a 
combination of publicly released policies, data, and status on third-
party ‘green’ rankings. The publicly released ‘green’ initiatives 
and policies of these companies were then compiled as a list of best 
practices as well as analyzed for industry-wide trends. The results 
of these evaluations were then used to identify gaps within current 
government ‘green’ efforts.  Based on these findings, 
recommendations were made for what steps the government 
should take moving forward, as well as what research still needs to 
be done to properly implement these actions.  

4.1. Sustainability Evaluation  

While there are plenty of organizations with sustainability 
practices already in place, it can be challenging to compare 
different companies to one another. To help with this, several third-
party organizations have developed sustainability certifications 
and rankings to help consumers better understand leaders in 
industry. These accolades have considerable impact on a company, 
affecting everything from brand image to product success. Having 
a high sustainability ranking or ‘green’ certified products and 
facilities can attract talent and generate new business. Pew 
Research studies have shown that adults under 50 believe 
protecting environment and increasing reliance on renewable 
energy sources should be a high priority for America’s energy 
policies [8] and adults under 30 place a high priority on protecting 
the environment [9]. Additionally, both Glassdoor and Forrester 
Research observe that both job seekers and consumers are 
gravitating towards companies whose mission and culture align 
with their values [10] [11]. In addition, as today’s consumers 
become more concerned about the environmental impact of their 
purchasing decisions, these certifications and rankings can 
influence purchasing decisions.  

4.2. Sustainability Certifications  

Sustainability certifications are third-party evaluations that 
assess the sustainability of a building, business, product, etc. These 
programs often provide both an assessment of the current 
sustainability practices or designs in place as well as what steps 
need to be taken to make further improvements. Additionally, 
many certifications have varying levels (ex. gold, silver, etc.) that 
indicate what that particular service has achieved. Table 3 gives an 
overview of available programs in each of the main certification 
categories.  
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 Table 3: Sustainability Certification Overview 

Category  Certification Summary 

Buildings 

LEED Leadership in Energy and Environmental Design (LEED), certification for buildings 
based on sustainable design features [12] 

WELL Building Standard to create buildings and originations with thoughtful and intentional 
spaces that enhance human health and well-being [13] 

EDGE Building certification focused on making buildings more resource-efficient [14] 
ParkSmart Certification program for developing sustainable parking garages [15] 

Energy Star 
Certification for products and buildings following standards set by the EPA; Energy Star 
buildings must save energy, money, and help protect the environment through limited 
generation of greenhouse gas emissions [16] 

SITES Sustainability-focused framework for landscape design (reduce water demand, reduce 
energy consumption, improve air quality, etc.) [17] 

Living Building 
Challenge 

Certification 

Certification program with a goal to create buildings that generate more energy than they 
use, capture and treat all water on site, and are built using healthy materials. Several 
different certifications available: Core Green Building Certification, Zero Energy 
Certification, and Zero Carbon Certification [18] 

Green Building 
Initiative 

Certification program (Green Globe Certification) designed to allow building owners to 
select which sustainability features best fit their building and its occupants, creating a 
custom-tailor approach that helps from the most sustainable outcomes [19] 

BREEAM Building Research Establishment Environmental Assessment Method (BREEAM); 
method of assessing, rating, and certifying the sustainability of buildings [20] 

Businesses 

Green Business 
Bureau Seal 

Online green business certification program using the Green Business Bureau (GBB)’s 
Eco Assessment tool [21] 

Green America 
Certified Business 

Certification that evaluates companies according to principles of social justice and 
environmental sustainability [22] 

Products/ 
Materials 

Energy Star 
Certification for products as well as buildings following standards set by the EPA; 
products must reach a defined set of criteria, applicable for computers, servers, 
appliances, heating and cooling systems, electronics, lighting, etc. [16] 

WaterSense 
Voluntary partnership program sponsored by the EPA, products and services are certified 
to use at least 20 percent less water, save energy, and perform as well as or better than 
regular models [23] 

EPEAT Certification for electronics; leading ecolabel covering products and services from the 
electronics sector [24] 

Safer Choice 
Certification through the EPA Pollution Prevention which identifies products that are both 
high performing and contain ingredients that are safer for human health and the 
environment [25] 

USDA Organic U.S. certification for foods to be labeled organic according to federal guidelines on soil 
quality, animal raising practices, pest control, and use of additives [26] 

Fair Trade Certified  Certification evaluating a company’s use of equitable trade practices across their supply 
chain, ensuring fair treatment, prices, and environmental impact [27] 

Green Seal Green Seal Verification confirms that a raw material, concentrate, formula, or parent roll 
is proven to meet human and environmental health standards [28] 

Other 

PEER Certification for the power and energy sector [29] 

GRESB Global Real Estate Sustainability Benchmark Certification, assesses the sustainability and 
ethical impact of real estate and infrastructure [30] 

WasteWise 
Program through the EPA to encourage companies to reduce waste, practice 
environmental stewardship, and incorporate sustainable materials management into their 
waste-handling processes [31] 
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4.3. Sustainability Rankings 

In addition to various certifications, ranking systems have also 
come about for the top sustainable companies. The leading 
classifier is the Global 100, an annual ranking of corporate 
sustainability performance performed by Corporate Knights (CK). 
This list is released each January at the World Economic Forum in 
Davos and is considered the gold standard for sustainability 
ranking evaluations. For companies to be eligible for the Global 
100, they must meet several eligibility requirements. Only publicly 
listed companies with a gross revenue of a minimum of one billion 
dollars can be considered. From this initial list, all industries and 
locations are eligible before screening [32]. 

CK uses only publicly disclosed data, such as financial filings 
and sustainability reports, to evaluate 21 different key performance 
indicators (KPIs) which cover resource management, employee 
management, clean revenue, and supplier performance. Out of this 
list, all companies are evaluated on the eight universal KPIs: 
percentage tax paid, pension fund status, supplier sustainability, 
women in executive management, women on boards, 
sustainability pay link score, sanctions deductions, and clean 
revenue. Other KPIs are considered based on a company’s 
corresponding CK Industry Group. It should be noted that there are 
automatic disqualifiers such as companies that produce weapons, 
tobacco, or lobby to block climate change policy [32]. 

5. Sustainability Policies and Legislation within the United 
States Government 

5.1. Federal Government 

Before the early 2020s, the U.S. federal government made 
minimal steps toward implementing sustainability policy. There 
was over a decade lull where, for example, no major law regarding 
sustainability was passed between the mid-2000s through the early 
2020s. The Energy Policy Act of 2005 [33] introduced tax 
incentives and loan guarantees for various energy sources, while 
the Energy Independence and Security Act of 2007 [34] aimed to 
move the U.S. toward greater energy independence and security 
through the increase of clean renewable fuels.  

During this lull, only a handful of Executive Orders (EO) and 
government guidelines were released for implementing sustainable 
practices. In 2015, a comprehensive document, Planning for 
Federal Sustainability in the Next Decade [35], was put into effect, 
outlining the federal government’s 10-year plan for implementing 
more sustainable practices. Following this, several other guidelines 
were released, including Executive Order 13834, Efficient Federal 
Operations [36] in 2018 and the Guiding Principles for Sustainable 
Federal Buildings and Associated Instructions [37] in 2020. EO 
13834 “affirms that it is the policy of the United States that 
agencies meet energy and environmental performance statutory 
requirements in a manner that increases efficiency, optimizes 
performance, eliminates unnecessary use of resources, and protects 
the environment” and that “agencies are tasked to prioritize actions 
that reduce waste, cut costs, enhance the resilience of federal 
infrastructure and operations, and enable more effective 
accomplishment of its mission. Additionally, EO 13834 has been 
revoked by Executive Order 13990, Protecting Public Health and 
the Environment and Restoring Science To Tackle the Climate 
Crisis, which “directs all executive departments and agencies to 

immediately review and, as appropriate and consistent with 
applicable law, take action to address the promulgation of federal 
regulations and other actions during the last 4 years that conflict 
with these important national objectives, and to immediately 
commence work to confront the climate crisis” [38].  

A major shift in ‘green’ policy has been seen in the early 2020s, 
with multiple examples of legislation focused on climate change 
and sustainability going into effect in just a few short years. This 
change will be discussed later in this section, but it should be noted 
that a need still exists to further develop legislation, policy, and 
regulations to make substantial impact on a ‘greener’ nation. 

5.2. Military Agencies 

Many of the benefits of ‘green’ best practices are valuable to 
the U.S. military. As discussed above, these practices can help to 
improve safety for soldiers in the field and increase security of 
military bases, all while decreasing operational costs. For these 
reasons, the Department of Defense (DOD) has released yearly 
Sustainability Reports and Implementation Plans (SRIP), and 
branches of the military have already identified sustainability as an 
organization-wide goal. For example, the Navy, Army, Air Force, 
and National Guard, all have sustainability policies already in 
place, though these policies largely only reference goals and plans 
outlined in EOs and the DOD SRIP.  

The DOD Sustainability plan released in 2020 identifies four 
major priorities: energy resilience, water efficiency, sustainable 
acquisition, and electronics stewardship [39]. When detailing the 
progress and goals for energy resilience, the report emphasizes 
goals to reduce energy consumption, while noting that there are 
goals in place for the DOD “to produce or procure greater than or 
equal to 25% of the total quantity of facility energy DOD 
consumes within its facilities during FY 2025 and each fiscal year 
thereafter from renewable energy sources,” but that in 2019, only 
“6.0% of facility electricity consumption was procured from 
renewable energy sources” [39].  Although the Department does 
not have specific water efficiency goals, DOD is successfully 
using innovative approaches to conserve water, save costs, and 
assure access to an adequate water supply for mission success [39]. 

DOD policies and guidance encourage the construction of high 
performance and sustainable buildings. Policy requires “new 
construction and major renovations to adhere to the Guiding 
Principles for Federal Sustainable Buildings” and instructs DOD 
buildings to obtain “at least the LEED silver level (when cost 
effective)” [39]. DOD policies also outline quantifiable goals for 
waste reduction, such as “2% reduction in non-hazardous solid 
waste generated in FY21 from FY20 40% diverted and 60% sent 
to treatment and disposal facilities in FY21” [39]. While the report 
contains quantifiable goals for reducing waste sent to landfills as 
well as reducing energy consumption and, the report mentions the 
goal for “continuous improvement” for other ‘green’ practice 
adoption goals [39]. 

In addition to implementing sustainability plans, many military 
branches have achieved impressive feats in implementing best 
practices. For example, the Weed Army Community Hospital in 
Irwin, California has been awarded the LEED Platinum standard, 
the highest level given. The facility is both carbon neutral and has 
net zero energy output, meaning that all electricity is generated 
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onsite from renewable energy sources [40]. While the military is 
beginning to take steps to make their facilities, fleets, and 
operations more sustainable, more resources, education, and 
support is required to make substantial lasting change across the 
entire organization. 

5.3. Environmental Agencies  

The leading U.S. government organization focused on the 
environment is the Environmental Protection Agency (EPA), 
whose mission is to protect both human health and the 
environment. In 2018, the EPA published Working Together: FY 
2018-2022 U.S. EPA Strategic Plan [41], which gave three goals 
for accomplishing the above mission. These are outlined in Table 
4.  

Table 4: EPA FY2018-2022 Strategic Plan Goals Overview [41] 

Number Overview Description 

Goal 1 
A cleaner, 
healthier 
environment 

Deliver a cleaner, safer, and 
healthier environment for all 
Americans and future generations 
by carrying out the Agency’s core 
mission 

Goal 2 
More 
effective 
partnerships 

Provide certainty to states, 
localities, tribal nations, and the 
regulated community in carrying 
out shared responsibilities and 
communicating results to all 
Americans 

Goal 3 

Greater 
certainty, 
compliance, 
and 
effectiveness 

Increase certainty, compliance, and 
effectiveness by applying the rule 
of law to achieve more efficient 
and effective agency operations, 
service delivery, and regulatory 
relief 

In addition to the EPA, the Department of Energy (DOE) does 
considerable work related to sustainability in the energy sector. 
The mission of the DOE is to “ensure America’s security and 
prosperity by addressing its energy, environmental, and nuclear 
challenges through transformative science and technology 
solutions” [42]. The DOE helps to fund research and development 
of clean energy technologies, collaborating across industry, 
academia, and government to produce new and innovative 
approaches to the energy crisis. Recently, the DOE announced two 
renewable energy investments, one with the goal to “cut the cost 
of solar energy by 60% within the next ten years, in addition to 
nearly $128 million in funding to lower costs, improve 
performance, and speed the deployment of solar energy 
technologies” and one with the goal to deploy 30 gigawatts (GW) 
of offshore wind by 2030 [43]. In addition, the DOE has 17 labs 
where they operate research topics like climate change. Within the 
DOE, the Office of Energy Efficiency and Renewable Energy 
(EERE) focuses specifically on renewable and clean energy.  

5.4. Increased Government Sustainability  

As stated above, there was minimal investment in ‘green’ 
before the early 2020s. No major laws and only few sustainability-
focused EOs were implemented over a 15-year period. Beyond just 
legislation, several climate initiatives were canceled in the late 

2010s, such as the Navy’s Climate Task Force, and the U.S. 
officially withdrew from the Paris Climate Agreement in 2020 
[44].  

Beginning in 2021, however, drastic changes were made across 
the government that showcased their commitment to creating a 
more sustainable nation. Not only did the U.S. re-enter the Paris 
Climate Agreement [45], but many climate change focused EOs 
were put into place: Executive Order 13990: Protecting Public 
Health and the Environment and Restoring Science to Tackle the 
Climate Crisis [38], Executive Order 14008: Tackling the Climate 
Crisis at Home and Abroad [46], and Executive Order 14013: 
Rebuilding and Enhancing Programs to Resettle Refugees and 
Planning for the Impact of Climate Change on Migration [47]. 
These orders not only established various environmental policies 
but made a strong statement about the government’s stance on the 
environment moving forward. For example, EO 13990 revoked the 
permit for the controversial Keystone XL Pipeline [38].  

These initiatives grew beyond just EOs and several pieces of 
legislation focusing on climate change and sustainability have 
been put into effect. In 2021, the Infrastructure Investment and 
Jobs Act [48] addressed climate change concerns, specifically on 
its impact to the transportation system. Furthermore, the Inflation 
Reduction Act of 2022 [49] marked billions of dollars for climate 
change and energy research and development, making it the largest 
U.S. government investment in climate change to date. This trend 
was seen throughout government activities during 2022. For 
example, the National Strategy for Advanced Manufacturing [50] 
stressed the need to invest in sustainable manufacturing to further 
address the climate crisis.  

As a nation, we need to continue this trend and continue to 
develop further legislation, policy, and regulations to make 
substantial impact on a ‘greener’ nation. With this increased 
investment in sustainability, now is the time to harmonize 
government ‘green’ policy to make lasting, impactful changes. By 
developing sustainability plans and practices like those used by 
industry, the U.S. can become a leader in the international ‘green’ 
space. By actively working on climate change and global warming 
issues at the national level, the government can influence other 
nations and make world-wide impact.  
6. Industry Sustainability Trends 

The observed key players in industry are considered ‘green’ 
leaders due to the publicity surrounding their environmental 
initiatives and publicly available sustainability policies. These 
yearly sustainability reports contain the company’s short and long-
term goals, current metrics and measurements, as well as 
documented progress. This showcases both their sustainability 
efforts and effort to cultivate the culture of sustainability, in 
addition to asserting the company’s influence in the ‘green’ space. 
6.1. Renewable Energy 

All industry leaders investigated in this study place strong 
emphasis on renewable energy adoption and carbon emission 
reduction. Google, for example, has achieved carbon neutral-status 
for the last 12 years and has purchased enough renewable energy 
to match 100% of their global electricity consumption since 2017 
[51]. Similarly, starting in 2018, Apple announced its global 
facilities (including retail stores, offices, data centers and co-
located facilities in 43 countries) are powered with 100% 
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renewable energy. These renewable energy projects include Apple 
Park, Apple’s headquarters in Cupertino, which is powered by 
100% renewable energy. Power comes from multiple sources, 
including a 17-megawatt onsite rooftop solar installation and four 
megawatts of biogas fuel cells, all controlled by a microgrid with 
battery storage [52]. Currently, Starbucks purchases enough 
renewable energy to power 100% of its company-operated stores 
in the U.S., Canada, and the U.K.  as well as making strategic 
investments in solar and wind farms [53].  
6.2. Circular Economy 

The observed industry leaders’ sustainability policies also 
place a strong emphasis on reducing waste through a shift towards 
a “circular economy”, one that benefits businesses, society, and the 
environment [54]. Google, for example, states that their goal is to 
“design out waste and pollution”, with the aim being to eliminate 
release of greenhouse gases, the use of toxic and hazardous 
substances, the pollution of air, land, and water, and landfilling and 
incineration of waste at the design phase. Their designs aim to 
maximize product use and reuse: designing for durability, repair, 
reuse, remanufacturing, and ultimately recycling. Through these 
more durable and recyclable products, Google seeks to “create 
demand for recycled materials in order to accelerate the transition 
to a circular economy” [55]. Similarly, Apple has expanded their 
refurbished devices program over recent years in their shift 
towards a “circular economy” mentality. More than 11 million 
devices were sent by Apple to be refurbished for new users in 
2019, a 42% increase from the previous year [53]. While Starbucks 
does not focus on explicitly implementing the ‘circular economy’ 
concept within their business practices, they do set goals to “reduce 
waste sent to landfills from stores and manufacturing by 50%, 
driven by a broader shift toward a circular economy” [56].  

6.3. Sustainable Buildings  

These companies are not only redesigning their products and 
packaging, but also the buildings that house their operations. By 
the end of 2019, over 1.4 million square meters (13 million square 
feet) of Google office facilities had achieved LEED certification 
[51]. Moving beyond LEED certification, Google is also pursuing 
the Living Building Challenge (LBC) Materials Petal certification 
for its facilities, which would certify that every building product 
on-site has been vetted against the LBC’s Red List of worst-in-
class chemicals that pose human and environmental health 
concerns. Similarly, “more than 50 Apple sites have received 
LEED or BREEAM (Building Research Establishment 
Environmental Assessment Method) certifications” [53]. Apple 
facilities feature many ‘green’ practices such as natural ventilation 
systems to highly efficient hydronic radiant heating and cooling, 
smart LED lighting, and high-efficiency water-cooled chillers, 
low-flow fixtures, and an irrigation system that uses 90% recycled 
water help to optimize water consumption [53]. Starbucks has 
similarly built more than 1,600 LEED-certified stores, but intends 
to go “beyond LEED, expanding the scope and breadth of [their] 
greener stores commitment with an open-source Greener Stores 
framework for design, construction and operation” [57].  

6.4. Fostering a Sustainable Culture 

Industry leaders are changing not only the company’s 
buildings, but also the culture within their organization. For 

example, Google recognized that “reducing single-use beverages 
relied on behavior science insights in order to raise the desirability 
of sustainable and healthy options”, and that a broader “culture 
change also matters” [55]. Similarly, Starbucks provides ‘green’ 
education materials and has “14,800 Greener Apron partners” with 
their goal to “empower 10,000 partners to be sustainability 
champions by the end of 2020” [57].   

6.5. External Sustainable Investments  

Companies are also making strategic investments outside of 
their organization. For example, Google committed to “invest 
roughly $150M into renewable energy projects in key 
manufacturing regions” to further reduce carbon emissions. These 
investments are not limited to just renewables - the company also 
“requires the highest ethical standards throughout [their] supply 
chain” and is “working to promote meaningful improvements in 
the communities in which [they] operate” [58]. Similarly, Apple 
has made strategic investments in renewable energy technologies. 
Apple not only runs its facilities on ‘green’ power (including solar 
roofs) but has “also convinced 23 companies in its supply chain to 
sign a pledge to get to 100% renewable energy for the portion of 
their business relating to Apple products” [59].  

Additionally, industry leaders are creating and contributing to 
funds that will invest in the restoration and protection of forests 
and natural ecosystems globally. Apple has made several steps in 
this effort, including creating “a fund in partnership with 
Conservation International” with the goal to ‘help protect and 
restore the world’s forests, wetlands, and grasslands to remove 
excess carbon from our atmosphere” [53] in addition to working 
with the Alliance for Water Stewardship, “investing in their work 
to raise awareness throughout the Asia-Pacific region on this issue, 
to build tools and training for the AWS certification process, and 
to increase support for suppliers working to be certified” while 
encouraging suppliers to pursue AWS certifications [53].  

Starbucks has stated a commitment to ethically sourced 
products [60] marked by their ‘Coffee and Farmer Equity 
(C.A.F.E.) Practices, one of the coffee industry’s first set of 
sustainability standards, verified by third-party experts’, which 
was developed in collaboration with Conservation International 
(CI), and ‘includes over 400,000 coffee farmers in 28 countries that 
are committed to improving working conditions and spanning 
more than a million hectares of land committed to sustainable 
growing practices’, recognizing that the ‘longevity of the coffee 
industry is directly linked to the social, economic and 
environmental conditions of coffee communities’ [61]. Starbucks 
has also invested in reforestation efforts with ‘40 million trees 
distributed since 2015’ and the goal to provide ‘100 million coffee 
trees to farmers by 2025’ [57], and links social responsibility to 
‘green’ practices, and notes in their sustainability report that the 
company sells “99% ethically sourced tea” and have contributed 
“$46 million invested in farmer loans” [57].  

7. Emerging Trends  

Across industry, companies are investing in renewable energy 
to reduce their carbon emissions and transition away from fossil 
fuels. At a more granular level, companies are implementing 
‘green’ practices in their buildings using new technologies, such 
as water conservation techniques, natural ventilation systems, and 
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smart LED lighting. Companies are pursuing LEED certification 
for their buildings, as well as new, more rigorous certifications. We 
also observe a focused shift towards a “circular economy” that 
reuses materials where possible. Each company investigated had a 
strong focus on employee engagement and fostering a culture that 
emphasizes sustainable practices. Many of these companies are 
also exerting their influence on suppliers and making strategic 
investments (both domestic and abroad) to shape ‘green’ practice 
adoption, such as reforestation efforts and renewable energy 
microgrids.  

It should be noted that ‘green’ work goes beyond industry 
efforts. Research is being conducted across academia to develop 
new technologies and practices, as well as identify areas where 
further ‘green’ work needs to be done. One example of this is data 
centers, which have been identified as a major contributor to 
carbon emissions. These centers contribute exorbitantly to power 
consumption and their continued growth will be unsustainable 
such that the energy needed to power these capabilities might be 
infeasible, contribute greatly to greenhouse gasses, or both. 
Research is currently being done to assess the state of the art in 
sustainable computing, as well as identifying and characterizing 
challenges and potential solutions [62] [63]. 

8. Conclusions and Research Findings 

This work provides an overview of the many different 
definitions of ‘green’, in addition to highlighting emerging trends 
and illustrating the growing gaps between government and 
industry practices. These findings demonstrate the need to set 
goals, assign priorities, promulgate regulations, and make 
investments, as well as guidance for where to focus these efforts. 
This work is intended to provide foundational information for 
implementing green policy, as well as identify resources for where 
to look for more information when creating sustainability policies. 

One of the first steps in enacting ‘green’ practices across the 
government is to formalize a single definition for the term ‘green’. 
The EOs enacted in 2021 emphasize a need for a “whole-of-
government approach to combatting the climate crisis” (which 
would require coordinated and deliberate approach) as well as a 
need to “leverage the federal government’s footprint and buying 
power to lead by example” (which would require a consistent 
example and well understood priorities to follow) [46]. With a 
formalized definition and articulated ‘green’ priorities, the 
combined “whole of government” approach with the federal 
government’s buying power provides unique opportunities to 
evaluate the national benefits and costs of pursuing more nation-
wide transformational ‘green’ initiatives. Examples of these 
actions could include incentivizing a large-scale transition to all-
electric vehicles and a large-scale shift to a decentralized power 
grid by using renewable energy based DERs and microgrids.  

The phenomenon of “greenwashing,” where corporations 
mislead consumers about their environmental performance or the 
environmental benefits of a product or service [64], has become 
increasingly widespread [65] and has eroded consumers and 
citizens’ trust [66]. These incontinences around the term ‘green’ 
have created a misunderstanding of the true benefits of 
implementing more sustainable practices in the government and 
across the U.S. We recommend the federal government enact a 
top-down ‘green’ definition as well as ‘green’ priorities that will 

standardize how environmental suitability and planning is 
approached. 

To capture the findings from our survey of ‘green’ best 
practices, we provide answers to our original research questions in 
the following sections.   

8.1. What quantifiable metrics or features make a company 
‘green’? 

This work observed that companies considered ‘green’ have 
well-documented, quantifiable improvements in their 
sustainability initiatives. These are published in yearly, publicly 
available progress reports that often include multi-year goals as 
well as progress over time. The goals could include reduction in 
carbon emissions, amount of energy obtained through renewable 
sources as opposed to traditional fossil fuel sources, amount of 
waste diverted from landfills compared to previous years and 
obtaining third-party certifications for sustainable buildings. We 
also observed quantifiable goals and developments in the areas of 
fleet management, water conservation techniques, and increasing 
‘green’ requirements for suppliers.   

8.2. What are ‘green’ best practices? 

The U.S. government identifies ‘green’ best practices as 
practices that improve energy resilience, water efficiency, 
sustainable acquisition and lifecycle management, and electronics 
stewardship [39]. As mentioned, the DOD has goals to source 
greater than 25% of facility energy from renewable energy 
sources, as well as goals to incorporate innovative approaches to 
conserve water. DOD policies also prioritize high performance and 
sustainable buildings that target at least the LEED silver level. 
DOD policies also outline quantifiable ‘green’ goals for waste 
reduction, including quantifiable reduction in waste generated, as 
well as quantifiable goals for increasing the percentage waste 
diverted from landfills. 

Industry leaders identify ‘green’ best practices as those that 
target carbon emissions, focusing on investments in both 
renewable energy and developing a ‘circular economy’ business 
approach. Companies are also implementing more granular ‘green’ 
practices such as water conservation techniques (including dual-
plumbing systems to leverage non-potable water source where 
possible), natural air circulation ventilation systems, and smart 
LED lighting. Additionally, industry leaders emphasize employee 
engagement and culture shifts to promote a company culture that 
implements ‘green’ practices. Many of these companies have also 
invested in ways to shape ‘green’ practice adoption outside of their 
direct organization, such as reforestation efforts and renewable 
energy microgrids. 

As discussed in Section 4.2, third-party certifications help 
identify ‘green’ best practices in the areas of sustainable buildings, 
business values, product manufacturing, and water use. Beyond 
this, third-party rankings use key performance indicators such as 
resource management, employee management, clean revenue, and 
supplier performance to grade companies. Using the well-regarded 
Corporate Knights method, companies are evaluated on the eight 
universal KPIs: percentage tax paid, pension fund status, supplier 
sustainability, women in executive management, women on 
boards, sustainability pay link score, sanctions deductions, and 
clean revenue. 
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8.3. Who are the industry leaders in the ‘green’ field? 

Through our survey, Google, Apple, and Starbucks were 
identified as viable case studies for ‘green’ leaders in industry. It 
should be noted that Disney, IBM, and Dell also appear on 
sustainability rankings lists but were not used as the primary focus 
in this investigation [32]. The three chosen companies are not only 
acknowledged as leading ‘green’ institutions, but also offer 
publicly available sustainability reports that could both be 
reviewed for the purpose of this investigation but can be used as 
examples for other organizations developing their own plans. 

9. Recommendations  

To be competitive with industry and international partners, we 
recommend that all U.S. government agencies formalize and 
publicly release sustainability policies with (1) quantifiable goals 
aligned with the major areas industry leaders are targeting, (2) 
identified ‘green’ practices the agency plans to implement to meet 
these goals, and (3) metrics the agency plans to use to measure 
sustainable progress. As a first step to develop these goals, we 
recommend each agency evaluate their current organization as a 
baseline for improvements. The major sustainability areas 
discussed in this paper (renewable energy use, sustainable 
building, fleet management, waste reduction, water conservation, 
and sustainable purchasing) should be included in this 
investigation. Existing evaluation methods, such as the Corporate 
Knights ranking procedure, should be used as a guideline during 
the process. Once the baseline is determined, milestones and 
targets should be planned such that the government can meet 
industry standards for sustainable practices (carbon neutral, net-
zero to landfill, buildings maintaining LEED certification, etc.). A 
new EO that standardizes agency green practices across the U.S. 
government would help catalyze individual agency efforts. Further 
U.S. government funded research on how ‘green’ best practices 
slow climate change and its adverse societal consequences, 
improve public health, and enhance environmental protection is 
also recommended. 

10. Future Work 

While this report outlines the changing landscape of ‘green’ 
practices, we recognize that there are a multitude of barriers 
inhibiting wider-spread adoption of these practices and an 
evaluation needs to be performed to determine what these barriers 
are and how to best address them. These barriers include, but are 
not limited to, the following: perceived cost, conflicting codes and 
guidelines, and lack of government resources. One of the most 
widely documented barriers to ‘green’ practice adoption is the 
upfront expense for implementation. Additionally, we observed 
that LEED certification conflicts with certain COVID guidelines, 
specifically for ventilation. 

The next step for this research is to formally investigate these 
barriers to adoption to propose novel solutions to remove those 
barriers and enable implementation of ‘green’ practices and 
climate mitigation strategies. The authors completed an initial 
investigation to these barriers specially for solar photovoltaics [67] 
and are continuing the research. 
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 This study investigated the vulnerabilities of three operating systems: Windows 10, macOS, 
and Ubuntu. The analysis of secondary data obtained from the CVE and NVD databases for 
the study period demonstrates varying OS vulnerability. Quantitative assessment of the 
vulnerability (using the vulnerability score) for the investigated operating systems found 
consistent results in the security vulnerability of these OS. The correlation of the disclosed 
vulnerabilities data and the average weighted vulnerability yielded coefficients of -0.3674, -
0.4081, and 0.3473 for macOS, Windows 10, and Ubuntu Linux. These results demonstrate 
windows 10 as having the highest security vulnerability, followed by macOS. Ubuntu Linux 
had the lowest vulnerability scores. These results were validated by the CVSS distribution of 
the vulnerability score. The results point to the impact of the popularity of OS on the number 
of attacks in a given period. OS used by many people tend to attract significant attacks testing 
their integrity, security, and safety.  
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1. Introduction & Background  

With the advent of big data and analytics, the internet and 
information systems have become increasingly important for 
organizations. The growth in the significance of information and 
computer systems has witnessed increased attacks characterized as 
malware, virus, or ransomware. Since 2017, cybercriminals have 
increasingly deployed ransomware to information systems, gained 
access to files, encrypted them, and demanded millions of dollars 
from victims for a decryption key. According to [1], ransom 
demands have increased significantly since 2020. Others also 
observed cyber-attacks have evolved and are difficult to detect. 
The success of these attacks points to a continuing vulnerability in 
information technology systems that attackers can exploit to their 
advantage. According to the Common Vulnerabilities and 
Exposures (CVE) (n.d.), a vulnerability refers to “a weakness in 
the computational logic (e.g., code) found in software and 
hardware components that, when exploited, results in a negative 
impact on confidentiality, integrity, or availability.” Therefore, 
operating system (OS) vulnerability can be described as exposures 
or weaknesses within an OS that allows a cyber-attacker/intruder 
to undermine the integrity of the OS, or any system installed on it 
as per [2], [3] and others. 

 OS vulnerability can either be due to errors in the development 
process or unpatched or outdated OS that increases the opportunity 
for security breaches as described in [2] and [4] When coupled 
with negative user behaviors such as those examined by [5] and 
others, these vulnerabilities provide attackers with easy access to a 
system. Outdated software is also a growing cause of vulnerability 
as it does not take into consideration new updates released as a 
result of new research or studies indicating their areas of 
weaknesses [6], though some studies indicate outdated software is 
difficult to compromise than up to date software [7]. Particularly, 
attackers have exploited these vulnerabilities to execute Ransom 
denial of service (RDoS) attacks that have cost individuals and 
organizations millions of dollars across the world [5], [8]. Besides 
a denial of service, other vulnerabilities reported by vulnerability 
databases and vendors include code execution, overflow, exploits, 
memory corruption, SQL injection, gaining of privileges, HTTP 
response splitting, file inclusion, XSS, and directory traversal. 
These vulnerabilities are reported alongside the vulnerability life 
cycle. Various studies have been conducted on the vulnerability 
life cycle of software applications and operating systems. They 
include [9]-[12] studies. While the vulnerability cycle of operating 
systems is still under exploration, researchers tend to agree that the 
life cycle is divided into five crucial stages as illustrated in Figure 
1. These stages include (a) vulnerability birth or creation (the time 
when OS weakness is created), (b) vulnerability discovery (the 
time when OS vulnerability is identified by vendor) (c) 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Jasmin Softić, jasmin.softic@stu.ssst.edu.ba 

Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 230-235 (2022) 

www.astesj.com   

https://dx.doi.org/10.25046/aj070625 

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj070625


J. Softić et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 6, 230-235 (2022) 

www.astesj.com     231 

vulnerability disclosure (vendor makes the vulnerability known to 
the public), (d) patch availability (vendor provides a quick fix to 
the weakness), and (e) patch installation (the public users of the 
affected OS install the quick fix solution to address system 
weakness) [9], [11]. In [3] the author suggested an extra stage 
described as the “exploit stage” to be inserted between the first and 
fifth stages indicating that the vulnerability of the system could be 
exploited before the availability of a patch. They provided a clear 
demonstration of the vulnerability life cycle as demonstrated in 
Figure 1.   

 The time intervals between these stages carry different risks for 
users for a given system vulnerability. These risks have been given 
different names. The period between vulnerability discovery or its 
disclosure to when the patch is installed to fix it is known as the 
days of risk [3]. The terms black risk, grey risk, and white risk are 
utilized to describe the awareness of the public regarding 
vulnerability. Black risk describes the lack of public awareness 
about the existence of vulnerability in the software or hardware 
they use. 

 
Figure 1: Vulnerability life cycle for software products 

While developers and researchers continue to investigate how 
to address these vulnerabilities, attacks continue to be reported for 
new product releases by various vendors, indicating the continued 
existence of errors or weaknesses in the new OS development or 
evolution of attacks with the ability to overcome OS updates and 
upgrades. Besides, OS vendors also release patches to their old 
operating systems to fix vulnerabilities that could be exploited by 
attackers. Some OS vulnerabilities have been reported, while 
others have not. For reported vulnerabilities, patches have been 
released soon before they are exploited. However, for other OS 
weaknesses, vendors have taken longer to release patches, further 
exposing users of their products to cyber risks [13]. Enterprise 
operating systems by major technology companies, including 
Windows, macOS, Ubuntu, and Google Chrome OS, have been 
attacked due to their vulnerabilities as discussed by [14], [15] and 
[16] in their studies. These vulnerabilities have been defined in the 
literature. However, this study focuses on selected vulnerabilities 
reviewed in Table 1. 

 

 

Table 1: OS vulnerabilities 

Vulnerability Definition and Impact of Attack 

DoS 

An attack meant to shut down OSs, servers, 
or computing systems making them 
inaccessible to intended users. DoS attacks 
can lead to bandwidth depletion or resource 
depletion [17]  

Code 
Execution 

In this type of vulnerability an attacker is 
able to run an arbitrary code of their 
choosing with system level privileges on an 
OS or server that possesses the appropriate 
weakness. A remote code execution can 
lead to a denial-of-service attack and 
sensitive data exposure [18] 

Overflow 

An overflow is vulnerability in coding 
errors that attackers can exploit to access 
systems without authorization. An attacker 
can manipulates coding errors, altering an 
application path, and overwrite system 
memory with this vulnerability [19] ,[20] 

Memory 
Corruption 

Entails the altering of OS memory without 
explicit assignment due to programming 
errors [21] 

Sql Injection 

A vulnerability type that allows an attacker 
to interfere with the queries of applications 
to their databases, allowing them to access 
sensitive data [22] 

XSS (Cross-
site scripting) 

This vulnerability makes it possible for 
attackers to interfere with user interaction 
with the OS or an application by allowing 
them to circumvent same origin policy 
[23],[24]  

Directory 
Traversal 

A system weakness that provides an 
attacker with a means for reading arbitrary 
files on the server running certain 
applications. It allows attackers access to 
sensitive information and data [25] 

Http 
Response 
Splitting 

A web application vulnerability caused by 
the failure of an application to properly 
sanitize various input values [26]. Its 
impacts include web-cache poisoning, XSS 
attacks, and cross user defacement.  

Bypass 
something 

Entails the exploitation of weak OS 
authentication mechanisms allowing the 
attacker to access system data [27] 

Gain 
Information 

Vulnerabilities that allow attackers to gain 
information from an operating system  

Gain 
Privileges 

OS weaknesses that provide a means for 
hackers to gain system privileges without 
proper authentication 

 A review of the literature by the researcher found limited 
investigations into the vulnerabilities of popular enterprise 
operating systems. In [28] conducted a vulnerability assessment of 
Windows 10 and employed CVE data to test the security of the 
system. In [29] author examined Linux OS security and how 
updates can help overcome some of its vulnerabilities. 
Additionally, in [3] the author examined the vulnerabilities of six 
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operating systems, including Ubuntu, Red Hat, Windows, macOS, 
Oracle, and Linux. The study analyzed data from 2012 to 2016. In 
[3] study is among those that extensively utilized already existing 
vulnerability data to assess different OSs. However, there are no 
recent studies examining the vulnerability of the operating systems 
in the context of increased cyber-attacks and cyber wars between 
countries before and after COVID-19. The researcher attempts to 
fill this gap by examining the vulnerability of three popular OSs 
including Ubuntu, Windows, and macOS. The study focuses on 
the period 2015 to 2021 to investigate how OS vulnerability has 
changed over the years amid these cyber wars. The year 2015 is 
considered because the researcher wants to observe the changes in 
the subsequent years to understand how vulnerability statistics 
have changed over the years. 

2. Study Objectives 

This paper aims to identify changes in operating systems 
vulnerability over the study period even as cyber wars increase 
globally to extend literature findings and contribute to the body of 
knowledge on OS security. To address the research gaps, this study 
is guided by the following objectives: 

• Analyze vulnerabilities that have been disclosed and fixed by 
respective vendors for the operating systems under study.  

• Perform a quantitative comparison of the vulnerability (using 
the vulnerability score) for different operating systems for the 
period under study.  

• Identify the major vulnerabilities common to the operating 
systems under examination reported by vendors.  

• Identify how OS vulnerabilities have changed over the years 
(increased or decreased) at the time when significant global 
attacks (such as ransomware) have been reported. 

3. Research Methods 

This study employs data from two major databases that 
aggregate OS statistics to investigate the security vulnerabilities of 
the selected operating systems. These databases are the Common 
Vulnerabilities and Exposures System (CVE) and the National 
Vulnerabilities Database (NVD). CVE (https://cve.mitre.org/) and 
NVD (https://nvd.nist.gov/) make vulnerability data readily 
available through their websites. While there are other institutions 
(such as VNDB and Security Tracker) providing data on the 
vulnerability of operating systems and other software, the 
researcher considers CVE and NVD data to be sufficient for this 
study.  

CVE is provided by MITRE Inc., a not-for-profit organization 
that generates a list of known vulnerabilities and assigns them a 
CVE-ID. The ID is used for synchronizing with CVE, enabling 
data exchange. NVD, on the other hand, is provided by the U.S. 
National Institute of Standards and technology. NVD provides a 
classification of the severity of the vulnerability and type, which 
are crucial for this study. The severity of the vulnerability is 
classified using a CVSS (Common Vulnerability Scoring System) 
score. Other scoring systems include the Common Platform 
Enumeration Dictionary (CPE) and the Common Weakness 
Enumeration Specification (CWE). CWEs are used to classify OS 
vulnerabilities and provide “a common language of discourse for 

discussing, finding, and dealing with causes of software security 
vulnerability as they are found in code, design, or system 
architecture”,[30].A single vulnerability is represented by a unique 
CWE. A hierarchical structure is utilized to hold CWEs, enabling 
multiple levels of abstraction. For example, CWE-311 (missing 
encryption for sensitive data) is split into CWE-312 (clear-text 
storage of sensitive information) and CWE-319 (clear-text 
transmission of sensitive information). The study identifies the 
most common vulnerabilities facing these OSs using their CWEs. 
The study examines data from 2015 to 2021, a six-year period. The 
operating systems to be examined are Windows 10 (by Microsoft 
Corporation), Mac OS (from Apple Inc.), and Ubuntu (Canonical 
Ltd.). The vendors for the selected operating systems often issue 
bulletins about the vulnerabilities in their operating systems. These 
vendors and their operating systems were chosen because of their 
popularity among users, suggesting their attractiveness to 
malicious attackers. It is expected that the higher the number of 
users for an operating system, the elevated the rate of vulnerability 
identification and reporting. This ensures the researcher accesses 
sufficient data for analysis. The study period is chosen to ensure 
the collected data has an element of reliability by combining 
vulnerability data for old operating systems and recent operating 
systems. In [3] the author argued that NVD and CVE vulnerability 
reports are statistically insufficient for the most recent versions of 
operating systems. For Microsoft, the operating system under 
investigation is Windows 10, released on 29 July 2015. For 
Canonical, vulnerabilities for Ubuntu Linux operating systems are 
examined. The Apple operating system investigated in this study 
has undergone several changes in name over the years. Mac OS X 
data is utilized in this study. Data extracted from these websites are 
analyzed using Microsoft Excel software to attain the study 
objectives. 

4. Results and Discussions 

4.1. Disclosed Vulnerabilities 

Table 2 lists these operating systems and the number of 
vulnerabilities reported from 2015 to 2021. Between 2015 and 
2021, the Ubuntu OS [31] reported the highest number of 
vulnerabilities followed by Windows 10 [32], and macOS [33] 
came in the third position as illustrated in Table 2.  

Table 2: Disclosed cumulative vulnerabilities for the selected Oss 

Year Windows 10 Ubuntu Linux macOS 
2015 57 321 407 
2016 172 319 218 
2017 262 228 308 
2018 258 860 110 
2019 448 484 308 
2020 807 423 306 
2021 485 25 315 
Total 2489 2660 1972 

Table 3 shows the vulnerabilities reported for the studied OSs. 
The top five vulnerabilities for the three operating systems are code 
execution (22.97%), DoS attacks (22.83%), overflow (18.48%), 
memory corruption (11.25%), and gaining information (9.65%). 
The code execution vulnerability was highest for macOS followed 
by Windows 10. DoS vulnerability was highest for Ubuntu while 
for Windows 10, code execution was the dominant vulnerability. 
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Table 3: Vulnerability types reported between 2015 and 2021 

 Windows 
10 Ubuntu macOS Total % Of 

All 
DoS 164 823 639 1626 22.83 
Code Execution 514 290 832 1636 22.97 
Overflow 161 520 635 1316 18.48 
Memory Corruption 49 143 609 801 11.25 
Sql Injection 0 2 2 4 0.06 
XSS 4 22 8 34 0.48 
Directory Traversal 4 30 8 42 0.59 
Http Response Splitting 0 3 0 3 0.04 
Bypass something 152 122 134 408 5.73 
Gain Information 336 155 199 690 9.69 
Gain Privileges 205 48 121 374 5.25 

Figure 2 shows the disclosed vulnerabilities for the three OSs 
from 2015 to 2021. The cumulative vulnerabilities for windows 10 
have been increasing since 2015, while that for Ubuntu have 
fluctuated over the years, dropping in 2017 and shooting to the 
highest in 2018, before dropping further to the lowest for the three 
OSs.  

 
Figure 2: Disclosed vulnerabilities for windows 10, Ubuntu, and macOS (2015 to 

2021) 

4.2. Vulnerability Scores for Operating Systems – CVSS 

Table 4 provides the weighted average vulnerability level for 
the three operating systems for the study from the CVE databases 
for the period under study. The weighted average score for each 
OS was retrieved from the CVE website by searching each year 
from January to December. Each CVSS score (0-1, 1-2, 2-3…9-
10) is assigned the reported number of vulnerabilities and a 
percentage which are then utilized to compute the weighted 
average CVSS score. For example, the data for computing the 
2015 weighted average for windows 10 can be found in [34]. The 
process is repeated for the entire period for all the OSs. The 
average vulnerability score for the study period is computed 
utilizing a similar approach.  

Table 4 and Figure 3 shows the average vulnerability severity 
level by aggregating common vulnerability scoring system 
(CVSS) from the CVE database. The figures illustrate macOS to 
have higher vulnerability scores while Ubuntu has the lowest 
average for the study period. Vulnerabilities of the Ubuntu Linux 
are least critical with an average of 6.0 followed by Windows 10 
and lastly macOS.  

 

Table 4: Weighted average vulnerability severity for OSs from CVE (CVSS 
Score) 

Year Windows 10 Ubuntu Linux macOS 
2015 7.6 6.6 7.0 
2016 7.5 6.0 7.6 
2017 5.4 6.2 7.3 
2018 5.8 6.0 7.1 
2019 6.9 6.0 7.0 
2020 6.2 5.4 6.9 
2021 5.7 4.9 6.7 

Weighted Average CVSS score 6.2 6.0 7.0 
 

 
Figure 3: Average weighted vulnerability for the OS 

4.3. Disclosed Vulnerability vs Average Weighted Vulnerability 

Correlation between disclosed vulnerabilities and average 
weighted vulnerabilities for the study period yielded coefficient of 
-0.4081, 0.3473, and -0.3674 for windows, ubuntu, and macOS 
respectively. The coefficients suggest Ubuntu Linux OS as having 
the lowest severities while windows has the highest security 
severities resulting from their vulnerabilities during the study 
period.   

4.4. Vulnerability Severity 

The impact of a vulnerability on the integrity, confidentiality, 
and security of a system is described as vulnerability severity. 
Vulnerability severity is quantified using the CVSS systems that 
assigns a score from zero (least severe) to ten (most severe) [35]. 
A CVSS score is computed from a combination of various metrics 
including the easiness of exploitation of a vulnerability and its 
impact (https://www.first.org/cvss/specification-document).  

The calculation of the vulnerability severity score utilized in 
this study is achieved utilizing three metric group – base, temporal, 
and environmental metrics. The base metric generates a 
vulnerability score from 0 to 10 and is intrinsic to a vulnerability 
and does not change. The base score is then modified by scoring 
environmental and temporal metric. Temporal metrics are those 
that change over the lifetime of a vulnerability while 
environmental metric consider the specific environment where the 
vulnerability exists (www.balbix.com).  

NVD uses two ratings of severity scores namely CVSS v2.0 
and the CVSS v3.0. Under CVSS v2.0, a range of 0.0 to 3.9 is 
classified as low, 4.0-6.9 as medium, and 7.0-10.0 (High). In 
CVSS v3.0, 0.0 denotes no vulnerability, 0.1-3.9 (low), 4.0-6.9 
(medium), 7.0-8.9 (High), and 9.0-10.0 (Critical) 35. 
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Table 4 presents the average severity for the three operating 
systems for each year and the average for the study period.  

Table 5 provides data for the different severity levels for the 
three operating systems for the study period. 

Table 5: Number of vulnerabilities by severity score 

Year OS Number of vulnerabilities by severity score 
0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10 

2015 

Windows 10 0 1 6 0 5 0 7 21 0 17 
Ubuntu 0 3 12 13 60 72 48 88 2 23 
macOS 0 5 22 6 48 52 107 118 3 46 
Total 0 9 40 19 113 124 162 227 5 86 

2016 

Windows 10 0 3 18 4 18 6 12 54 0 57 
Ubuntu 0 9 22 11 103 61 47 41 0 25 
macOS 0 1 11 2 37 17 30 39 3 78 
Total 0 13 51 17 158 84 89 134 3 160 

2017 

Windows 10 0 52 36 4 56 7 36 45 2 24 
Ubuntu 0 0 8 2 84 42 39 51 0 2 
macOS 0 0 22 0 62 21 65 44 0 94 
Total 0 52 66 6 202 70 140 140 2 120 

2018 

Windows 10 0 26 46 4 63 7 29 54 1 28 
Ubuntu 0 9 52 19 295 151 159 164 2 9 
macOS 0 0 9 0 26 9 17 20 0 29 
Total 0 35 107 23 384 167 205 238 3 66 

2019 

Windows 10 0 3 64 4 97 28 21 111 3 117 
Ubuntu 0 4 25 25 147 100 81 92 1 9 
macOS 0 1 22 2 56 51 71 30 1 74 
Total 0 8 111 31 300 179 173 233 5 200 

2020 

Windows 10 0 1 104 11 310 16 79 209 1 76 
Ubuntu 0 7 42 25 179 78 55 29 0 8 
macOS 0 1 20 4 73 32 72 34 0 70 
Total 0 9 166 40 562 126 206 272 1 154 

2021 

Windows 10 0 0 72 9 192 37 97 64 0 14 
Ubuntu 0 1 10 2 4 1 0 7 0 0 
macOS 0 1 18 0 91 25 103 22 2 53 
Total 0 2 100 11 287 63 200 93 2 67 

Sum-Total 

Windows 10 0 86 346 36 741 101 281 558 7 333 
Ubuntu 0 33 171 97 872 505 429 472 5 76 
macOS 0 9 124 14 393 207 465 307 9 444 
Total 0 128 641 147 2006 813 1175 1337 21 853 

Figure 4 shows OS distribution by severity levels. All the OS 
have the highest quantity of vulnerability at a severity level 
between 4 and 5. Ubuntu has the lowest critical level severity while 
macOS has the highest numbers. No operating system has a score 
between 0 and 1. 

 

 

 

 

 

 

 

 

 

 
Figure 5 OS vulnerabilities distribution by CVSS severity level 

4.5. The Most Common Vulnerabilities 

OSs vulnerabilities are classified using the CWE scheme by 
NVD as proposed by MITRE. The study identified common 
vulnerabilities as CWE-119, CWE-19, and CWE-20 for macOS 
and Ubuntu and CWE-119, CWE-19, CWE-20, CWE-281 for 
Windows 10.  

• MITRE Corporation describes CWE-119 as the “improper 
restriction of operations within the bounds of a memory 
buffer”. The “software performs operations on a memory 
buffer, but it can read from or write to a memory location that 
is outside of the intended boundary of the buffer”.[36] 

• CWE-19 – Weaknesses in the processing of data 
• CWE-20 – described as “improper input validation which 

may result in altered control flow, arbitrary code execution or 
illegal access to and control of resources”  

• CWE-281 – Weakness in the proper presentation of 
permissions as the software fails to preserve permission or 
incorrectly preserves it during copying, restoring, or sharing 
of objects. 

5. Discussion and Conclusion 

 The rise in cyber-attacks in recent years is demonstrated by the 
findings of this study. Using the operating system vulnerability 
data from CVE and NVD, this study has shown that operating 
systems of different versions continue to be attacked and exploited 
due to their vulnerabilities. However, Windows 10 was attacked 
more than other OS, demonstrating the impact that a high number 
of users utilizing a particular OS could have on their long-term 
security and integrity.  

 Cybercriminals and attackers exploit these weaknesses to 
exploit these operating systems to the detriment of the users. 
Between 2015 and 2021, Ubuntu reported the highest vulnerability 
(2660), followed by Windows 10 (2489), and lastly macOS (1972). 
MacOS seems to be most secure of the three operating, but not 
exempted from further exploitation. The low vulnerability may 
also suggest low disclosure rates by Apple compared to the other 
developers. Among the three OSs, code execution was the most 
common type of vulnerability followed by DoS. Nonetheless, 
Ubuntu had the lowest vulnerability score while macOS had the 
highest suggesting that the few vulnerabilities reported for macOS 
were very serious compared to the many reported for Ubuntu or 
Windows. The implication of this study is that OS developers and 
companies need to enhance the security of their products extending 
findings by [3]. A change in software development processes and 
practices for disclosing vulnerabilities needs to be effected to 
enhance the security, confidentiality, and integrity of these systems 
and, therefore, the user’s data. While this study focused on three 
OS, future work can study more than one OS of different versions 
using data from multiple sources to develop relationships between 
vulnerabilities, actual executed exploits, and system safety rating 
for a given period. 
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 Massive integration of inverter dominated renewable energy systems (RESs), i.e., wind 
turbines (WTs), reduces the reliance on conventional alternator-based power stations. The 
system inertia and damping aspects of the power system were significantly decreased by 
this extensive integration of inverter-based WT system, which impacts on the fault ride-
through (FRT) competence and thus precipitates the frequency instability. Modern grid 
code instructed to operate the WT system similar like conventional power plants. However, 
most of the conventional inverter controller failed to fulfil the requirement. To compensate 
for the issues, an advanced control method of a VSG for variable speed wind turbines with 
a permanent magnet synchronous generator (VSWT-PMSG) is proposed by this work. The 
proposed control scheme mimics the behavior of a conventional alternator and includes an 
active-power frequency control scheme with a governor model accompanied by an 
automatic voltage regulator (AVR) model, along with a current feedback loop system which 
enhance the system inertia and consider damping aspects of the system during serious fault 
conditions, i.e., three line to ground (3LG) fault. The suggested VSG-based inverter 
controller's functionality has been verified using the simulation model. 

Keywords:  
Wind Farm 
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1. Introduction  

The importance of moving away from fossil fuels to clean, 
dependable, and affordable RES is a paramount and immediate 
concern. Furthermore, being an increasingly important source of 
intermittent renewable energy, the wind energy generation system 
begins to have huge effects on the power grids nowadays, 
considering the increased grid penetration of wind farms (WFs) 
and updated power level of WTs in the energy generation systems. 
After all, renewable energies are abundant in nature, clean, and 
safe compared to other energy sources, an ultimate source of green 
power, and widely accessible. Undoubtedly, one of the most 
prominent and efficient sources of renewable energy technologies 
is wind power. 

2022 is predicted to be another significant year for wind power 
developments, specifically for the quickly expanding offshore 
wind industry, as stated in the Global Wind Report 2022 from the 
Global Wind Energy Council (GWEC).  Globally, 94 GW of wind 

capacity have been established, including 21 GW offshore,making 
2021 the second-best year for the global wind industry. Offshore 
installation is about to play a bigger role in the leading global wind 
capacity development. By 2026, the global offshore wind market 
is anticipated to expand from 21.1 GW in 2021 to 31.4 GW [1]. 

Among different types of WT systems, PMSG is a popular 
alternative for installing new WF because of various advantages, 
including variable speed operation, ability to regulate active and 
reactive power autonomously, benefit of omitting the gearbox and 
brush, and inexpensive maintenance [2-3]. However, a massive 
integration of PMSG-based WT systems in the power grid reduces 
dependency on traditional units and influences the power system’s 
transient stability. 

The new grid code required that the WF work in the same way 
as traditional units and maintain grid stability during transient 
states. One of the important criteria of voltage stability is fault ride 
through (FRT) capability [4]. 
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Figure 1: 𝐶𝐶𝑝𝑝 vs.𝜆𝜆 characteristic curve. 
 

Figure 2: Wind generator power response at different wind speed. 
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Figure 3: Power system model. 
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Several control mechanisms have been utilized to augment the 
FRT capability of the PMSG system. For example, well known 
cascaded control strategy presented in Refs. [5-7]. However, the 
conventional cascaded control mechanism can’t ensure FRT 
capability properly. 

Also, some auxiliary devices, for example, supercapacitors [8], 
energy storage systems (ESS) [9], static synchronous 
compensators (STATCOM) [10], unified power flow controllers 
(UPFC) [11], flywheel energy storage system (FESS) [12] and 
superconducting magnetic energy storage (SMES) [12] etc., has 
been applied to augment FRT competence of PMSG system. 
However, all the auxiliary devices will increase the overall system 
cost. 

Additionally, some inherent control modifications can be made 
for PMSG to improve the FRT capability. For example, The 
machine-side converter (MSC) regulates the DC-link voltage and 
the wind turbine's grid-side converter (GSC) accomplishes the  
maximum power point tracking (MPPT) in the  new control 
scheme [13].  

As a result, the surplus power on the DC-side may be lowered 
by decreasing the active power generated by the PMSG when the 
grid-side voltage drops. Thereafter, DC-side voltage stability is 
simplified. However, in typical conditions, the performance of the 
control technique mentioned above is erroneous.  

In [14], pitch control was used to cut down on the available 
wind power. The rotor and the DC-link capacitor store the 
additional power. The GSC also provided the backup for reactive 
power. The pitch control,on the other hand, is a slow mechanical 
process that can't respond right away to changes in the system. 
Also, changing the angle of the pitch too often wears down 
equipment and shortens the life of the PMSG. 

Recently, Researchers are actively concentrating on inverter 
systems established on VSG principle [15]. In Reference [16] 
portrayed a basic concept that aims to mimic the properties of a SG 
while simultaneously providing dampening and inertial support. 

Based on the aforementioned contemplations, developing a 
control scheme based on the VSG technology that enables the 
PMSG system to improve FRT competency of the system is the 
main goal of the work. The AVR, damping characteristics, and 
mechanical governor behavior are all emulated by the suggested 
inverter control technique for PMSG. With the help of AVR, the 
proposed VSG system will inject the right amount of reactive 
power to restore the voltage level.  

To assist with the proposed work, the performance of a PMSG-
based WF was evaluated in terms of its FRT capabilities, taking 
into account the 3LG fault, which is the most severe situation. The 
simulation exhibits the FRT capabilities of the proposed VSG 
control technique as well as the smooth operation of the PMSG 
system. 

2. Wind Turbine Model 

WT power generation relies upon the interaction of the turbine 
rotor with the wind. 

Accessible wind power,  

      𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 1
2
𝜌𝜌𝜌𝜌𝜌𝜌𝑤𝑤3                                                                 (1) 

here, A and Vw are the area used by rotor blades and wind speed, 
respectively. 

In accordance with the Betz law, under an ideal state of affairs, 
the maximum power that an ideal turbine rotor with an infinite 
number of blades can produce from wind is 59.26% of the power 
accessible in the wind. 

WTs are restricted to having two or three rotor blades because 
of underlying and economic contemplations. Thus, how much 
power they can pull out is nearer to around 50% of the accessible 
wind power. The Power coefficient 𝐶𝐶𝑝𝑝  represents the ratio of 
obtainable power to available power. 

      𝐶𝐶𝑝𝑝 = 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑤𝑤 𝑝𝑝𝑝𝑝𝑤𝑤𝐸𝐸𝐸𝐸
𝑃𝑃𝑝𝑝𝑤𝑤𝐸𝐸𝐸𝐸 𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

= 𝑃𝑃𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟
𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

                                           (2) 

Thus, the extractable power can be written as [17]:  

      𝑃𝑃𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 = 1
2
𝐶𝐶𝑝𝑝𝜌𝜌𝜌𝜌𝜌𝜌𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤3                                                         (3) 

Finally, the mechanical power output of the turbine is 
expressed in the following equation: 

     𝑃𝑃𝑤𝑤 = 0.5𝜌𝜌𝜌𝜌𝜌𝜌2𝜌𝜌𝑤𝑤3𝐶𝐶𝑝𝑝 (𝜆𝜆,𝛽𝛽)                                                  (4) 

In this equation, 𝑃𝑃𝑤𝑤  denotes the extracted wind power, 𝜌𝜌 = 
radius of rotor (m), 𝐶𝐶𝑝𝑝 =  Power coefficient, 𝜌𝜌 =  air density 
(𝑘𝑘𝑘𝑘/𝑚𝑚3).  Equation of 𝐶𝐶𝑝𝑝 is as follows [5]: 

   𝐶𝐶𝑝𝑝(𝜆𝜆,𝛽𝛽) = 𝑐𝑐1 �
𝐸𝐸2
𝜆𝜆𝑤𝑤
− 𝑐𝑐3𝛽𝛽 − 𝑐𝑐4� 𝑒𝑒

−𝑐𝑐5
𝜆𝜆𝑤𝑤 + 𝑐𝑐6𝜆𝜆                           (5) 

   1
𝜆𝜆𝑤𝑤

= 1
𝜆𝜆−0.08𝛽𝛽

− 0.035
𝛽𝛽3+1

                                                              (6) 

   𝜆𝜆 = 𝜔𝜔𝑟𝑟𝑅𝑅
𝑉𝑉𝑤𝑤

                                                                                  (7) 

  𝑇𝑇𝑤𝑤 = 𝑃𝑃𝑤𝑤
𝑤𝑤𝑟𝑟′

                                                                                   (8) 

here, 𝑇𝑇𝑤𝑤  represents the torque of the turbine,  𝛽𝛽 =  pitch angle 
(degree),  𝜔𝜔𝐸𝐸 =  rotor speed (rad/s), 𝑐𝑐1  toward 𝑐𝑐6 =  turbine’s 
characteristic coefficients (𝑐𝑐1 = 0.5176, 𝑐𝑐2 = 116, 𝑐𝑐3 = 0.4, 𝑐𝑐4 =
5, 𝑐𝑐5 = 21, 𝑐𝑐6 = 0.0068 ) [5,17-18]. 𝜆𝜆 represents the tip speed 
ratio.   

Figure 1 shows the characteristic graph of 𝐶𝐶𝑝𝑝 vs. 𝜆𝜆. The graph 
is established for a diverse value of  𝛽𝛽 from Equation (5). Here, the 
optimum value for   𝜆𝜆(𝜆𝜆𝑝𝑝𝑝𝑝𝐸𝐸) = 8.1, and for the optimal value of 
𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶𝑝𝑝𝑝𝑝𝐸𝐸) = 0.48 [5].  

The maximum power point (MPPT) of the PMSG system is 
displayed in Figure 2 [5]. 

3. Power System Model 

Figure 3 represents a power system model employed to 
analysis the transient stability of the system. The control strategy 
and construction of the system are portrayed in the diagram. The 
system model consists of a WT, a PMSG, a DC/AC, and an 
AC/DC inverter system.  It is a 20 MW system connected to an 
infinite bus by a 1.8 kV/33 kV transformer. A load of 9 MW and 6 
MVAR is attached to the system through the transformer. All the 
necessary parameters of PMSG system are taken from [19]. 
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Figure 4: Arrangement of PMSG system. 
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Figure 5: Machine side controller. 

Figure 6: Proposed VSG control strategy. 
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4. PMSG Model and Control System 

PMSG is a VSWT generator system furnished with a 
comprehensive power electronic frontier. Figure 4 portrays the 
control system and design layout of a PMSG-based VSWT.  The 
total system consists of PMSG, WT with drive train models, pitch 
angle control system, VSG controlled grid side inverter (GSI), and 
machine side converter (MSC). Two levels of IGBT are used here 
to build both the converter circuits used in the system. The MSC 
and the VSG controller are in charge of controlling the converters. 
The MSC has a direct link to the stator terminal of PMSG. The GSI 
system is connected to the grid using step-up transformers. The 
analysis in this study makes use of the already-available PMSG 
model from the PSCAD library [20]. 

The comparator circuit block controls the DC chopper circuit 
that is included in the DC-link protection controller system. The 
comparator initiates the DC chopper circuit when the DC-link 
voltage (𝜌𝜌𝑤𝑤𝐸𝐸) is ≥ 1.05 pu and consequently, safeguards the DC-
Link system. This system utilizes the PWM strategy, and for both 
converters, the carrier frequency of 3.0 kHz and the rated 𝜌𝜌𝑤𝑤𝐸𝐸 of 
3.0 kV are chosen [21]. 

4.1. Machine Side Controller 

The MSC converts the entire three-stage, unregulated AC 
voltage that the PMSG produces into DC voltage. Figure 5 
represents the control scheme for the MSC arranged by using four 
PI controllers. There are two loops in the controller mechanism. 
The upper loop is employed for reactive power, and the lower loop 
is responsible for the active power. In the PMSG, the q-axis current 
(𝐼𝐼𝑠𝑠𝑠𝑠) controls the active power (𝑃𝑃𝑠𝑠), and the current of the d-axis 
(𝐼𝐼𝑠𝑠𝑤𝑤) controls the reactive power (𝑄𝑄𝑠𝑠).  

The reference active power (𝑃𝑃𝐸𝐸𝐸𝐸𝑟𝑟) is determined utilizing the 
MPPT algorithm. The procedure is narrated in section 3 of this 
paper. The reference reactive power (𝑄𝑄𝑠𝑠∗) has been set to zero in 
order to execute the operation regarding the unity power factor  
[21]. 

4.2. Proposed VSG Control Strategy 

This section briefly portrays the proposed controller of VSG. 
Figure 6 addresses the generally introduced VSG control 
procedure. The proposed control framework incorporates a 
governor model, an AVR model, and a virtual generator model 
along with a current feedback loop. 

4.3. VSG Model 

The impedance model for VSG is shown in Figure 7. The 
armature resistance and the synchronous reactance of the generator 
are represented by r and x, respectively. The field windings 
generate an electromotive force which is designated by 𝐸𝐸𝑝𝑝 and δ 
denotes the load angle between the rotor and the grid.  

The voltage of the grid and its prolongation toward axis d and 
q axis is expressed by 𝜌𝜌𝑔𝑔  , 𝜌𝜌𝑤𝑤 , and 𝜌𝜌𝑠𝑠  respectively. Similarly, 𝐼𝐼𝑤𝑤∗   
and 𝐼𝐼𝑠𝑠∗  characterize the armature currents for the axis d and q, 
respectively and are illustrated in the subsequent equation.  

In order to regulate the command regarding the current inverter 
system, the above-described parameters are occupied. 
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Figure 7: VSG impedance model. 

4.4. Active Power-Frequency Control Strategy 

The grid frequency can be managed by utilizing the VSG 
control system. VSG control in the inverter circuit empowers the 
required control for primary frequency by coordinating a suitable 
measure of power via inertial feedback. The VSG algorithm 
obtains the load angle (δ) with the utilization of the swing equation. 
The swing equation depends on the changes in active power. The 
equations stated in this section represent the principal contraption 
of the VSG [22-23]. 

(𝑃𝑃𝑚𝑚 − 𝑃𝑃𝐸𝐸) 𝜔𝜔 − 𝐷𝐷𝑝𝑝(𝜔𝜔 − 𝜔𝜔𝐸𝐸) =  𝐽𝐽 𝑤𝑤𝜔𝜔
𝑤𝑤𝐸𝐸

�                                (10) 

  𝑤𝑤𝑑𝑑
𝑤𝑤𝐸𝐸

= 𝜔𝜔                                                                             (11) 

Similarly, as a SG, the reference active power and the 
instantaneous active power are addressed by Pe and Pm 
successively. Here, the droop constant is represented by Dp, J 
represents the inertia, angular frequency is represented by ω, and 
the reference angular frequency by ωr accordingly. Besides, a 
governor model is also employed to carry out the task of 
controlling the input power directive according to frequency 
alteration. Figure 8 shows the governor model. 

 
Figure 8: Governor Model. 

4.5. AVR Model 

By utilizing a fundamental excitation strategy of the SG, the 
reactive power-voltage regulatory system is possible to plan. 
Figure 6 portrayed the control strategy. The following equation 
contemplates the resulting voltage: 
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Qref denotes the reference value of reactive power, whereas Qe 
stands for the instantaneous reactive power, the reference voltage 
is expressed by Vref, and the terminal voltage is expressed by Vg, 
respectively. Kq represents droop control for the reactive power. 
Kp and Ki, respectively, are used to denote the proportional and 
integral gains of the PI controller. 

4.6. Current Feedback Loop 

As depicted in Figure 6, a pair of PI regulators make up the 
current feedback loop. The mentioned PI regulators remunerate the 
current of the axis d and q to produce the reference value  for d and 
q axis voltage. The fundamental inclination of the alteration is 
acquired via the grid network. 

5. FRT Requirement for Wind Power Generation 

Power quality, reliability, and the electrical grid's stability are 
just a few of the issues that have arisen owing to the massive 
incorporation of large-scale wind energy generation facilities into 
the utility network. The transmission system operators (TSOs) 
have been urged to update grid codes to accommodate the 
technical specifications of wind power facilities as a result of this 
integration [24]. Wind generators having an FRT facility is one of 
the crucial requirements of WF grid codes which implies that 
ordinary power production ought to be continued rapidly 
immediately after the apparent grid voltage has been retrieved after 
facing disruption in the power production. 

FRT prerequisites for the WFs are illustrated in Figure 9 [25].  
Suppose there is a voltage dip situation in the system within the 
predetermined RMS value and the duration of the voltage drop is 
within the predefined value. In that case, the WFs must stay in 
operation with the grid. The conditions are illustrated in Figure 9. 

 
Figure 9: FRT requirement for WF. 

Every WT inside the WF hereby remains in operation without 
any trip on the off chance that the connection point's voltage 
recuperates the appraised voltage by 90% in 1.5 seconds after the 
voltage dip situation. This guarantees that wind generation is not 
interrupted by routinely cleared defects. Utilities also stipulate that 
wind turbines have voltage stability for set amounts of time and 
that they must be able to maintain the grid during fault incidents. 

6. Simulation Results and Discussions 

The power system model presented in Figure 3 was employed 
to conduct the simulation work utilizing the PSCAD/EMTDC 
software. As depicted in Figure 3, a 3LG fault is applied near the 
inverter of the PMSG to investigate the system's transient stability. 

The fault happened at 5.0 s, and lasts for 0.05 s. The CB opens at 
5.1 s and then closes once more at 6 s based on the supposition that 
the fault condition has disappeared. 

The fault and CB conditions are presented in Figure 10. The 
total time span of the simulation is considered as 10 s due to 
transient stability analysis and system frequency is 50 Hz.  

 
Figure 10: 3LG fault conditions. 

 
Figure 11: Terminal voltage response. 

 
Figure 12: Active power response of grid inverter. 

On the assumption that the wind speed wouldn't change for a 
short while, the applied wind speed to PMSG is maintained 
constant under rated conditions. Figure 11 through 14 presents the 
findings from the simulation work. The terminal voltage response 
of PMSG is illustrated in Figure 11. Initially stable, a voltage dip 
happened during the fault time. However, the terminal voltage 
quickly returns to the nominal value after the fault duration and 
follows the grid code discussed in Section 5. This graph clearly 
indicates the FRT capability of the proposed VSG control 
approach.  
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Figures 12 to 13 show that the PMSG's active and reactive 
power responses are stable following the fault. Finally, Figure 14 
presented the PMSG's rotor speed response. The rotor speed is 
oscillating more between 5.0 s to 6.0 s. This is because, the severe 
fault occurs at 5.0 s.  Even though, the response is fluctuating 
during the fault period, the rotor speed is stable after the fault 
clearance. 

Therefore, it may be said that the proposed VSG technique has 
shown significant effectiveness and efficiency in stabilizing the 
PMSG system during severe fault periods along with enhancing 
the FRT capability.     

 
Figure 13: Reactive power response of grid inverter. 

 
Figure 14: Rotor speed response of PMSG. 

7. Conclusion 

The most sustainable and renewable source of electricity is still 
wind. However, the system must be able to sustain voltage dip 
situations brought on by system faults according to the current WF 
grid code, which is impossible with a conventional control 
mechanism but with a VSG control approach. This paper proposes 
and analyzes a VSG control mechanism for a PMSG-based wind 
turbine to enhance the system stability and FRT capability of a 
grid-connected wind energy generation system. All details of the 
proposed approach, including diagrams along with the related 
simulation findings, are provided in this paper. According to the 
simulation results, the system can withstand a severe fault event 
(3LG fault). 
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 We are interested in taking into account ambiguity in the analysis phase of data 
warehouses, using fuzzy logic. We want to offer decision makers the possibility of using 
natural language in this phase. We created in a previous work the Baccalaureate fuzzy data 
warehouse which we were able to query with seven natural language terms to which we 
created seven membership functions. In this work, we present a fuzzy data warehouse for 
server failures that we created and for which we used the same terms to which we associated 
seven membership functions too. And, we carried out a comparison at the end of which we 
concluded that the definition of the values of the membership function differs according to 
the context of analysis. Our solution is extensible and can be enriched with new natural 
terms language. The next step is to design a conversational interface that enables a natural 
language conversation between the decision maker and the fuzzy data warehouse. 
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1. Introduction 

Decision makers need to use natural language in the analysis 
phase of data warehouses; this allows them to appreciate existing 
data as they wish. Our field of application is higher education 
where decision makers need to analyze the failure rate of servers 
and easily detect the machine that frequently breaks down, the type 
of failure, the duration in order to be able to make good forecasts. 

No machine is 100% reliable. The fault tolerance criterion of 
the machine is expressed either in average number of hours 
between failures, or in number of hours of operation before the end 
of life of the machine. Except this criterion given by the 
manufacturer, the users of these machines study server failures that 
occur on a real time basis. It is in this context that our study is 
written [1]. 

In this paper, we present the fuzzy server failure data 
warehouse that we created using Mondrian environment and MDX 
queries [1]. 

We are looking for the answer to the questions: 

• Which servers have an average failure rate, lowest highest, etc.? 

• How to use the terms: medium, high in queries? 

The rest of the paper will be organized as follows: We first 
explain the context of this study, we present an overview of related 
works, and then we detail the solution based on fuzzy logic and we 
present the comparative analysis, finally, we finish with 
conclusion. 

2. The study context 
The goal of all our work is to show that the use of natural 

language facilitates the querying of data warehouses. So, we used 
Fuzzy logic. We defined the membership functions of the 
predicates that represent the natural language terms most used by 
analysts. In this context, we have chosen to experiment our 
solution on two very distinct areas: 

• The field of national education to assess the baccalaureate 
success rate for which we have published the results [2]-[4]. 

• And the field of server failures to appreciate the server failure 
rate that we present in this paper. 

In this work, we used the same terms to experiment them in the 
field of server failures and we defined the corresponding 
membership functions. 

3. Related works 

In [5]-[8], the author focuses on fuzzy multidimensional data, 
presenting a solution based on fuzzy logic and using SQL to take 
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into account imperfect values and vague criteria. ReqFlex is an 
intuitive user interface to the definition of preferences and the 
construction of fuzzy queries [9]. Also, the study on the medical 
data warehouse recording the vital parameters (blood pressure) of 
patients [10]. In [11], the author adds a new fuzzy layer to the 
existing model without modifying the data warehouse. Linguistic 
concepts are integrated for the interpretation of the measurements 
of the fact table. This separation between the fuzzy concepts and 
the data warehouse constitutes the strong point of this model. This 
is the reason why we have retained it in all our work despite the 
fact that this model has not been tested on a complex system. 

4. The solution based on fuzzy logic 

There are in classical Boolean logic only two states: TRUE or 
FALSE. In [12]-[14], the author proposed Fuzzy logic in 1965. 
This logic makes it possible to express different levels and to 
describe a phenomenon linguistically, then to represent it by a 
small number of rules. 

A fuzzy term is a natural language word. To model it, we use 
a trapezoidal function for which characteristic parameters are 
defined. 

4.1. The Fuzzy server failure data warehouse model 

We designed the star schema of our data warehouse [15]- [21]. 
In [1], the model is defined and commented. There is one fact table 
"FactServerFailure" and four dimension tables: 
"Dim_Department", "Dim_Section", "Dim_Server" and 
"Dim_Time".  

In fact table "FactServerFailure", there are all the primary keys 
of all the dimension tables related to the fact table and there is the 
measurement Failure_rate. It is as the metric to calculate and 
analyze. It indicates the ratio between the number of failure of a 
server to the total number of failures of the servers. 

Failure_rate=number of server failure*100/total number of 
server failures. 

In the other dimension tables, we find the characteristic 
attributes of these tables and which constitute axes of analysis such 
as time, department, etc. 

The integration of ambiguous terms is done through two fuzzy 
meta tables that we call Fuzzy_ct table and Fuzzy_mt table. 

 Fuzzy Fuzzy_ct table is used to store fuzzy classes associated 
with linguistic terms (absolutely high, average, absolutely low, etc.) 
and Fuzzy_mt table is used to store the membership degrees of a 
value to a fuzzy class and the query result expresses the degree of 
each failure rate to a fuzzy class. Concrete examples of these 
degrees of membership are illustrated in the various tables which 
appear in the section some results. 

4.2. The membership functions 

We integrated seven fuzzy predicates to qualify the failure rate 
as absolutely high, rather high, somewhat high, average, somewhat 
low, rather low and absolutely low and we defined the seven 
corresponding membership functions. 

Table 1: The membership functions 

The membership 
function 

Values and intervals 

Absolutely high Y=0 in [0, 7], y=1 in [8, 10] 
and y=x-7in [7,  8]. 

Ratherhigh  Y=0 in [0, 6] and [9, 10], y=1 
in [7, 8], y=x-6 in  
[6, 7] and y=-9-x in [8,9]. 

Somewhathigh Y=0 in [0, 5] and [9, 10], y=1 
in [6,8], y=x-5 in [5, 6] and 
y=-9-x in [8, 9]. 

Average  Y=0 in [0, 4] and [7, 10], y=1 
in [5,6], y=x-4 in  
[4, 5] and y=7-x in [6, 7]. 

Somewhatlow  Y=0 in [0, 6] and [9, 10], y=1 
in [7, 8], y=x-6 in [6, 7] and 
y=-9-x in [8, 9]. 

Ratherlow  Y=0 in [0, 1] and [5, 10], y=1 
in [2, 4], y=x-1 in [1, 2] and 
y=-x+5 in [4, 5]. 

Absolutelylow  Y=0 in [3, 10], y=1 in [0, 2] 
and y=3-x in [2, 3]. 

4.3. Some results 

We present in following some results of the realized system. 

In this table appear the servers with their characteristics of the 
University whose failure rates we have studied since their first 
commissioning until the year 2020. 

Table 2: List of servers studied 

Server 
number 

Physical server model RAM Storage 

1 HP Proliant gen 05 8G 512G 
2 HP Proliant gen 05 8G 512G 
3 HP Proliant gen 05 8G 512G 
4 HP Sauvegarde 8G 512G 
5 DELL PowerEdge T300 8G 512G 
6 DELL 16G 1.7T 
7 HP Z420 Workstation 8G 512G 
8 DELL PowerEdge T320 16G 1.7T 
9 DELL PowerEdge T320 16G 1.7T 
10 DELL PowerEdge T320 16G 1.7T 
11 HP Proxy1 12G 900G 
12 DELL Proxy2 12G 900G 
13 HP server Proliant Gen 10 8G 1T 
14 DELL PowerEdge T320 16G 1.7T 

In this table appear the servers with failure rates 
Table 3: List of servers studied with their failure rates 

Server 
number 

Physical server model Server 
failure rate 

1 HP Proliant gen 05 9.09% 
2 HP Proliant gen 05 9.09% 
3 HP Proliant gen 05 9.09% 
4 HP Sauvegarde 9.09% 
5 DELL PowerEdge T300 6.06% 
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6 DELL 5.05% 
7 HP Z420 Workstation 9.09% 
8 DELL PowerEdge T320 1.01% 
9 DELL PowerEdge T320 5.05% 
10 DELL PowerEdge T320 6.06% 
11 HP Proxy1 9.09% 
12 DELL Proxy2 7.07% 
13 HP server Proliant Gen 10 9.09% 
14 DELL PowerEdge T320 8.08% 

In this table appear the servers that recorded an absolutely high 
rate of failure. The percentage 9.09% and 8.08% are considered 
absolutely high failure rates with a total degree of membership 
(100%) and the percentage 7.07% is considered an absolutely high 
failure rate with only  07% membership degree. And all the 
percentages of the other remaining servers are not considered 
absolutely high failure rates because their membership degree is 
0%. 

Table 4: Result of query absolutely high 

Server 
number 

Server failure 
rate 

Membership 
degree 

1 9.09% 100% 
2 9.09% 100% 
3 9.09% 100% 
4 9.09% 100% 
7 9.09% 100% 
11 9.09% 100% 
13 9.09% 100% 
14 8.08% 100% 
12 7.07% 07% 
05 6.06% 0% 
06 5.05 0% 
08 1.01% 0% 
09 5.05% 0% 
10 6.06% 0% 

In this table appear the servers that recorded an absolutely low 
rate of failure. The percentage 1.01%  is considered an absolutely 
low failure rate with a total degree of membership (100%) and all 
the percentages of the other remaining servers are not considered 
absolutely low failure rates because their membership degree is 0%. 

Table 5: Result of query absolutely low 

Server 
number 

Server 
failure 
rate 

Membership 
degree 

8 1.01% 100% 
1 9.09% 0% 
2 9.09% 0% 
3 9.09% 0% 
4 9.09% 0% 
5 6.06% 0% 
6 5.05% 0% 
7 9.09% 0% 
9 5.05% 0% 
10 6.06% 0% 
11 9.09% 0% 

12 7.07% 0% 
13 9.09% 0% 
14 8.08% 0% 

 
4.4. The comparative study 

We found that for the same terms the meaning remains the 
same but the membership functions change significantly. For 
example, for a very high baccalaureate success rate, the percentage 
of success is between 90% and 100%, while for server failures the 
highest rate is around 10% only. 

Thus, we have established the following result.  The definition 
of the values of the membership function is closely linked to the 
field of study. For any natural language term, the term retains its 
meaning all the time but the definition of the values of the 
membership function which corresponds to it changes according 
to the context of study.  

We are interested in studying the same terms with other data 
from similar fields to better frame the definition of values of 
membership functions and to arrive at a single definition for a field 
of study. Only multiple experiments will prove it. Also, it is 
interesting to experiment with these same terms in sub-domains of 
the same domain like studying the failure rate of computers linked 
to servers. 

Table 6: Results comparison 

The 
membership 
function 

Values in Server failure 
context  

Values in 
Baccalaureate 
context[2] 

Absolutely 
high 

Y=0 in [0, 7], y=1 in [8, 
10] and y=x-7in [7, 8]. 

Y=0 in [0.80], 
y=1 in [90,100] 
and y=0.1x-8 in 
[80, 90]. 

Ratherhigh  Y=0 in [0, 6] and [9, 
10], y=1 in [7, 8], y=x-
6 in  
[6, 7] and y=-9-x in 
[8,9]. 

Y=0 in [0.70], 
y=1 in [80, 90], 
y=0.1x-7 in [70, 
80] and y=-
0.1x+10 in 
[90,100]. 

Somewhathigh Y=0 in [0, 5] and [9, 
10], y=1 in [6, 8], y=x-
5 in [5, 6] and y=-9-x in 
[8,9]. 

Y=0 in [0.50] 
and in [90,100], 
y=1 in [60, 80], 
y=0.1x-5 in [50, 
60] and y=-
0.1x+9 in 
[90,100]. 

Average  Y=0 in [0, 4] and [7, 
10], y=1 in [5,6], y=x-4 
in  
[4, 5] and y=7-x in [6, 
7]. 

Y=0 in [0.40] 
and in [70,100], 
y=1 in [50,60], 
y=0.1x-4 in 
[40,50] and y=-
0.1x+7 in 
[60,70]. 

Somewhatlow  Y=0 in [0, 6] and [9, 
10], y=1 in [7, 8], y=x-
6 in [6, 7] and y=-9-x in 
[8,9]. 

Y=0 in [0.30] 
and in [60,100], 
y=1 in [40,50], 
y=0.1x-3 in 
[30,40] and y=-
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0.1x+6 in 
[50,60]. 

Ratherlow  Y=0 in [0, 1] and [5, 
10], y=1 in [2, 4], y=x-
1 in [1, 2] and y=-x+5 
in [4, 5]. 

Y=0 in [0.10], 
y=1 in [20,40], 
y=0.1x-1 in 
[10,20] and y=-
0.1x+5 in 
[40,50]. 

Absolutelylow  y=1 in [0, 20]. Y=0 in [0.50] 
and in [90,100], 
y=1 in [60,80], 
y=0.1x-5 in 
[50,60] and y=-
0.1x+9 in 
[90,100]. 

5. Conclusion 

We presented the context of our study which concerns the two 
data warehouses, that of the Baccalaureate and that of Server 
failures. We were interested in the analysis phase of data 
warehouses where we were able to formulate MDX queries with 
natural terms using fuzzy logic and we explained some returned 
results. In this paper, we carried out a comparative analysis 
between the membership functions defined for each data 
warehouse and we found that even if the term of the natural 
language integrated into the model retains all its meaning, but the 
definition of the membership function which corresponds to it 
differs from one field of study to another, which has enabled us to 
affirm that the definition of the values of the membership function 
is strongly linked to the field of study.  

Some perspectives emerge from our work, namely the insertion 
of new terms and the design of new query methods such as an 
expert system or a chatbot. Also the experimentation of the models 
in other establishments of the same domains to better test the 
defined membership functions. 
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 In Senegal, agriculture has always been seen as the foundation on which the socioeconomic 
development of the country rests. However, in the rural world, agriculture remains 
traditional at a time when the challenges of food self-sufficiency to accompany emergence 
are launched. In the southern part of Senegal commonly called Casamance, the abundance 
of rain makes it possible to practice rice cultivation and market gardening research must 
therefore play a leading role in the introduction of technological innovations, techniques, 
and decision-support tools to promote productive, competitive, and sustainable agriculture. 
Therefore, smart agriculture must focus on new solutions for water irrigation, soil quality, 
and culture monitoring. The emergence of the Internet of Things (IoT) is perceived as a very 
important lever for successful high-end intelligent agriculture. Indeed, the appearance of 
increasingly specialized monitoring sensors combined with new wireless communication 
technologies constitutes good decision-making tools. 
The proposal of this paper consists of a new network architecture that can cover a large 
cultivation area to carry out water irrigation techniques in Casamance. It is, therefore, a 
question of identifying the best communication technology among new Low-Power, Wide 
Area Networks (LPWANs) such as Long-Range (LoRa), SigFox, etc which is suited to the 
environment considered. Also, the choice of the best deployment of sensors for better 
coverage. The choice of technology must be motivated by the financial costs and the range 
of transmission. The deployment must fix the optimal distance between the sensors 
minimizing the interferences according to some parameters specific to the environment. An 
analytical study is used on the deployment to determine the optimal distance between two 
gateway nodes to reduce induced interference. 

Keywords:  
Smart agriculture 
LoRa  
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Architecture 
Casamance 
Interferences 

 

 

1. Introduction 

Today, devices tend to replace humans in their daily work. This 
induces a permanent interaction between connected devices and 
humans. Internet of Things (IoT) [1,2] can now be considered one 
of the most powerful tools for creating, modifying, and sharing 
countless amounts of information. Indeed, the IoT aims to make 
objects dialogue with each other and with individuals. It has 
become an essential means used in many fields such as health 
[3],[4], agriculture [5], etc. In the case of smart agriculture [6], it 
is mainly used to modernize the sector.  Indeed, the deployment of 
connected objects allows farmers to have real-time information on 
the quality of soil, water, plants, etc. So, it offers farmers and 
producers the opportunity to reduce waste and improve 
productivity [7–9]. This ranges from the amount of fertilizer used, 

and the number of trips made by agricultural vehicles, to more 
efficient use of resources such as water and electricity. 

With new IoT tools, farmers can monitor their field conditions 
for real-time decision purposes. These decisions can be manual or 
automated according to the data collected such as humidity, light, 
temperature, crop health, etc. [10]. Innovations in terms of low 
consumption and connectivity make it possible to extend the scope 
of IoT applications for smart agriculture and to deploy connected 
objects in vast environments with strong constraints.  Long Range 
(LoRa) [11]  is a radio communication protocol that constitutes the 
architecture of the system and which allows low-speed but above 
all long-range data transmission for all your IoT-connected 
objects.  LoRaWAN (Long Range Wide Area Network) [12] is a 
communication protocol that works over an LPWAN (Low Power 
Wide Area Network) network, while LoRa technology is the 
physical layer of the network. Casamance is a particular region that 
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stands out from other areas of Senegal due to its enormous edaphic, 
climatic, hydrographic, and biogeographical potential. The high 
rainfall combined with very dense vegetation in the region makes 
it sometimes easier to use LPWAN communication technologies 
such as LoRa rather than 802.15.4 which is a short-range 
technology. This paper proposes a new LoRa technology-based 
network architecture suitable for a smart agriculture solution in the 
Casamance region of Senegal. The contributions can be divided 
into two major parts: 

• A new LoRa network architecture based on the classical one 
combines short and long-range LoRa radio links for making it 
possible to carry out smart agriculture in rural areas, 
particularly in the southern area of Senegal. 

• Evaluation of the proposal is conducted through an analytical 
study used on the deployment to determine the optimal 
distance between two gateway nodes to reduce induced 
interference. 

The following presents the rest of the paper. Section 2 presents 
the context and the motivation, and the state of the art on smart 
agriculture is presented in section 3. Section 4 focuses on the LoRa 
networks while section 5 presents the proposed architecture of the 
network. In section 6, we present an analytical study followed by 
a discussion. Finally, the paper ends with a conclusion in section 
7. 

2. The context and motivation 

Senegal is located at the most western projection of the African 
continent into the Atlantic Ocean, at the confluence of Europe, 
Africa, and the Americas, and a crossroads of major maritime and 
air routes. The climate is dry tropical and characterized by two 
seasons: a dry season from November to June and a rainy season 
from July to October. Three types of vegetation: forest in the south, 
savanna in the center, and steppe in the north. The southern part 
called Casamance is the rainiest part of the country. Casamance  
has a very varied range of soils: 

• the tropical ferruginous soils leached with concretion and 
armor; 

• weakly ferritic soils; 
• undegraded halomorphic soils; 
• and moderately organic hydromorphic soils. 

The climate is humid tropical with rainfall above 1200mm which 
decreases towards the east. It is the wettest part of Senegal (rainfall 
> 800mm) thanks to the presence of the monsoon flow for more 
than 8 months and we find 20% arable land in the country. The 
area benefits from a hydrographic network made up of a set of 
permanent and seasonal waterways called bolongs. The main one 
is the Casamance River (350 km).  

Basse-Casamance is the administrative region of Ziguinchor 
and is composed of forest areas and agricultural areas (mainly rice 
and peanuts). The forest areas are characterized by their density, 
particularly to the southwest of Oussouye covered with a Guinean 
vegetation cover made up of large palm groves, thousand-year-old 
cheese groves, lianas, teak, and giant mango trees. Up to the 
Gambian border, the forests, often state-owned, are dense and 
protected. The rice fields largely dominate the agricultural 
landscape of Basse-Casamance as shown in Figure 1.   

 
Figure 1: Rice fields in Casamance 

Casamance is the richest agricultural region in Senegal. 
Agricultural production is also limited by the lack of large-scale 
mechanization and the inadequacy of agricultural inputs used. 

Today, to win the challenge of large-scale agriculture, it is 
important to develop new digital tools capable of water irrigation, 
analyzing soils, proposing the best inputs, or making decisions in 
the face of warning messages, etc. To achieve this, it is important 
to make better choices on the sensor equipment. This must be 
motivated by the transmission range of the sensors, the financial 
cost, etc.  In addition, the criteria for placing the sensors must be 
well studied to deploy the minimum number of sensor nodes for 
maximum coverage of the area. Otherwise, it is important to set up 
a network architecture capable of satisfying coverage and 
especially monitoring needs. A multi-linear architecture with 
LoRa radio links seems to be the choice to achieve smart 
agriculture in the specific case of Casamance. The main goal is to 
propose an end-to-end wireless LoRa architecture to collect the 
maximum data for irrigation or soil quality detection use. 

3. The state of the art 

Today, the world faces many phenomena such as climate 
change, floods, and threatening bush fires exposing certain 
particularly African populations to famine. Faced with these 
threats, it is necessary to find new effective methods to meet the 
challenges of food self-sufficiency. The democratization of the IoT 
has enabled digitalization in the field of agriculture. The sector is 
developing new tools to optimize the management of farms and 
harvests. This then makes it possible to set up intelligent methods 
of irrigation and water conservation [7,13–15], to measure the 
quality of the soil or crops [16,17]. Indeed, data and connected 
objects allow farmers to improve their productivity through 
network and data management models.  The sensors deployed in 
agricultural areas are diverse and varied according to the 
characteristics including range, cost, etc. The sensors deployed in 
agricultural areas are diverse and varied according to the 
characteristics including range, cost, etc. Regarding the range, 
there are several types of 802.15.4 short-range wireless 
technologies or LPWANs such as LoRa, NB-IoT, SigFox, etc. 
Consequently, many authors focus on different models of 
networks for smart agriculture.  The SAIoT is a model for smart 
agriculture described in [18]. The aim goal is to develop a real-
time monitoring system for soil properties such as temperature, 
moisture, etc. The model is composed of three levels: the Farm 
level, the Server level, and the Client level. It implements also 
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decision support advisory models for Pest & Disease forewarning, 
Crop Disease identification using image analysis and SMS (Short 
Message System) based alerts.  Connected objects used to collect 
information use 802.15.4/Zigbee radio links, which therefore 
limits the range of the solution to small areas. The authors of the 
paper [19] present another application of smart farming. It consists 
of an intelligent irrigation system based on 802.15.4-type sensors. 
The sensor nodes are deployed in a restricted space of over a 
hundred meters. LPWAN technologies seem to be best suited to 
large agricultural areas due to the long transmission range. Studies 
have recently been conducted in this direction to see the 
contribution of these wireless technologies in smart agriculture.  
The paper presented in [20] reviews the most used LPWANs in the 
case of smart agriculture. It presents the Nb-IoT, Sigfox, and LoRa 
technologies with the characteristics. NB-IoT is an LPWAN 
solution based on existing cellular networks. In public mode, the 
principle of LoRa is similar to Sigfox. Transmitters once 
positioned in an area covered by the network will send their 
information directly to the Cloud of the LoRa or Sigfox operator. 
This requires that each sensor be provisioned with a subscription 
from the operator to be able to communicate with the Cloud. LoRa 
technology also offers the possibility of operating in private LoRa 
mode. This means it is possible to build your own LoRa network 
using gateways for local coverage. No need for subscriptions with 
operators in private LoRa mode. This mode of operation of LoRa 
is very interesting in the case of vast agricultural areas devoid of 
operator network coverage, in particular, called white areas. This 
explains why a lot of work in the field of smart agriculture uses 
solutions based on LoRa.  An efficient LoRa-based smart 
agriculture is presented in [21] for humidity and temperature 
monitoring uses. In [22], the authors present novel watering 
management based on sensor nodes using LoRa technology for 
communication. The solution is designed for the specific case of 
Vietnam and real-time data management. The model describes 
three types of nodes. The gateway node performs the core 
functions of data collection from the nodes via LoRa.  Node 1 and 
sensor node 1 has been designed to act as a relay between node 1 
and the gateway Nodes 1 and sensor 2 have been designed to act 
as a relay between node 1 and the gateway while node 2 monitors 
the quality of the water coming from the pump. The authors present 
an architecture composed of LoRa nodes for monitoring roles, a 
gateway for data collection, and a server for and a server for data 
analysis and decision-making. They evaluate the architecture in 
terms of humidity and temperature. Another very important factor 
in agricultural monitoring is the physical topology of the area. 
Indeed, it can determine the way to deploy the nodes in the zone. 
Most agricultural areas in southern Senegal are surrounded by 
waterways for much of the season. In such a configuration it is 
easier to carry out a deterministic and linear deployment of the 
nodes. In addition, given the very large size of these areas, it is 
necessary to opt for equipment with a long communication range. 
In this context, linear LoRa networks are more suitable for the 
considered environments. The advantage of linear wireless 
networks resides above all in their simplicity of deployment. 
However, in the specific case of linear LoRa networks, it is 
important to rethink this deployment taking into account the 
characteristic parameters of LoRa such as range, data rates, 
propagation model, etc. Much research on the deployment of nodes 
in wireless networks has been proposed over the years. Very 
recently, they have turned to LoRa-type wireless networks. Paper 
[23] presents a LoRa network of campuses deployed on several 
sites. It describes a method of deploying LoRa sensors to cover 
communications. The network covers an area of 20,000 meters. 

Because of the scope of LoRa nodes, it would be more interesting 
to be able to deploy the nodes over a wider area. In paper [24], it 
is about covering the city of Southampton in the UK using a LoRa 
network. The deployment method used in this paper focuses on the 
optimal distance between gateway nodes that can ensure maximum 
network coverage. The connectivity assessment tested the 
efficiency of the deployment with the message delivery rate. 
Interferences if not well managed can negatively impact the 
deployment of LoRa nodes.  In the paper [25], the authors present 
a modeling of interferences based on a mathematical model. The 
analysis of parameters such as the SIR or the SNIR provided a clear 
idea of the impact of the propagation model on interference in 
LoRa networks. However, the work carried out was done over a 
radius of 12 km, which is insufficient in the case of vast 
agricultural areas. An interference study was conducted from an 
anechoic chamber to give an idea of large-scale deployment. The 
evaluation of parameters such as the spread factor [26], and the 
coding rate [27] sets the conditions for deploying nodes. Other 
works focus on the deployment of LoRa networks based on criteria 
different from those mentioned so far as in [28]. This paper 
evaluates the impact of interference on deployment in terms of 
BER [29] according to various spread factors, coding rates, and 
bandwidth 

As indicated above, the LoRa technology seems to be the most 
appropriate in the particular case of the Casamance context. 
Indeed, the transmission range is around 20 km and the possibility 
of configuring it in private mode makes it possible to cover vast 
agricultural areas without an operator network. The other 
advantage of LoRa is the reduction of financial costs.  In the 
following, we review LoRa technology. This is to explain in detail 
the physical and logical components of the LoRa architecture. 

4. An overview of the LoRa technology 

Like LPWAN networks, the LoRaWAN network uses a star 
topology configuration. The architecture of a LoRa network is 
essentially composed of four components: end devices, gateways, 
a network server, and an application server. Figure 2 shows these 
different elements. The end devices are equipped with LoRa 
modules to allow them to send and receive radio signals and 
communicate with the gateways. In addition to being able to 
exchange with the end nodes, the gateways have an interface that 
allows them to have TCP/IP-based communication with the 
network server. The network component that has the most work to 
do is the network server. It allows the administration of the whole 
network, in other words, it is the conductor. Its role is to route 
information from the end nodes to the corresponding application 
servers and to remove redundant packets.  

 
Figure 2: Classic LoRaWAN architecture 
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4.1 The LoRa physical layer 

LoRa is based on spread spectrum modulation which uses the 
Chirp technique signal in which the frequency increases (up-chirp) 
or decreases (down-chirp) with time. Spread spectrum is a 
technique that allows an information signal to be transmitted over 
a bandwidth several times greater than the minimum bandwidth 
required. The modulated signals have a constant amplitude with a 
variable frequency [30]. Spread spectrum modulation reduces 
energy consumption and increases resistance to interference. In 
LoRa, signals are modulated in the ISM (Industrial, Scientific, and 
Medical) frequency band without a license, which varies according 
to the region (e.g. 868 MHz in Europe, 915 MHz in North 
America)[30]. 

The performance of LoRa nodes depends mainly on the 
following parameters: 

The spreading factor (SF) is a quantity defined by the ratio 
between the chip rate and symbol rate. A chip represents pulses of 
a spread spectrum code and a symbol represents several chips. A 
chirp contains 2SF bits per symbol. In a LoRaWAN network, the 
spreading factor is an integer between 7 and 12 [31]. This 
parameter allows us to vary the transmission range and rate and to 
send simultaneously on a given channel. A high spreading factor 
implies a long transmission range and a low data rate (see Table 
1). 

Table 1: LoRa spreading factor 

Spreading factor 
(for UL at 125 

kHz) 
Bit rate 

Range 
(Depends on 

Terrain) 

Time on Air ( 
for an 11-bytes 

payload) 

SF10 980 bps 8 km 371 ms 

SF9 1760 bps 6 km 185 ms 

SF8 3125 bps 4 km 103 ms 

SF7 5470 bps 2 km 61 ms 

Bandwidth is the difference between the maximum and 
minimum frequency. High bandwidth values result in high data 
rates. The transmission time of a symbol (Ts), the spreading factor, 
and the bandwidth (BW) are related by the following equation : 

𝑇𝑇𝑇𝑇 = 2𝑠𝑠𝑠𝑠

𝐵𝐵𝐵𝐵
 [8]     

Coding rate: LoRa uses the FEC (Forward error correction) 
technique to detect errors in transmitted frames. Extra bits are 
added in the frame, more precisely at the payload level. In LoRa 
these extra bits are controlled by the coding rate (CR). The values 
that the code rate can take are 4/5, 4/6, 4/7, or 4/8 [30]. 

 
4.2 The LoRaWAN protocol 

LoRaWAN (Long Range Wide Area Network) is an open 
protocol proposed by LoRa Alliance (the Organization in charge 
of the promotion of LoRaWAN). It corresponds to the MAC 
(Medium Access Control) layer of the OSI (Open Systems 
Interconnection) reference model. LoRaWAN is designed to 
connect objects equipped with LoRa modules and powered by 
battery energy to the Internet. A LoRaWAN network consists of 
LoRa nodes, gateways equipped with LoRa modules, and an 
interface for connecting to the Internet, a network server, and an 

application server. LoRaWAN uses the channel access technique 
of the ALOHA type [12]. That is, each node in the network can 
transmit whenever it wishes. According to the LoRaWAN 
specification [10], Data transmission is performed on multiple 
channels. Indeed, each device has a maximum of 16 channels that 
can be preconfigured before a terminal joins a LoRaWAN 
network. A LoRa frame consists of a preamble, a header, the 
payload, and an error control field. If the header contains 
information about the CRC (Cyclic Redundancy Check) and the 
CR (Coding Rate), the frame is said to be explicit, otherwise, it is 
implicit. 

The LoRaWAN specification defines three modes of operation 
for end nodes suitable for various IoT applications. Each mode of 
operation is commonly referred to as a class. 

Class A: This is the default class that must be implemented by 
all end nodes in the LoRaWAN network. In class A, the terminal 
sends a message to the network server (uplink) through a channel 
randomly chosen among those configured in the terminal with a 
data rate, the terminal node opens two reception windows RX1 and 
RX2 respectively after one second and 2 seconds (default values) 
following the uplink transmission during which it waits for the 
server transmission (downlink). If the server does not transmit, 
then the message is resent. The recommended retransmission limit 
is eight (8). Due to the short listening window, class A is the most 
energy efficient. 

Class B: Terminals, where class B is enabled, consume more 
power than those implementing class A because these terminals 
offer more receive windows. The ping slots are opened at regular 
time intervals to activate the downlink. They are synchronized 
through a beacon broadcast in the network to provide the 
synchronization references. The synchronization time is called 
BEACON_PERIOD. In addition to these specific features, class B 
also implements the operating mode of class A. 

Class C: Terminals using class C are constantly listening to the 
channel to receive messages from the network server. In a terminal, 
class C and class B should not be activated simultaneously. Unlike 
Class B, which opens only two receive windows, Class C 
additionally opens an RXC receive window for continuous 
listening. 

As we have already shown, LoRa through its physical and 
logical components is an ideal candidate for smart agriculture in a 
country where network coverage is not guaranteed in agricultural 
areas. Moreover, given the abundance of rainfall and the physical 
architecture of agricultural areas, it is more judicious to arrange the 
sensors linearly because of the constraints imposed by the 
environment. Indeed, arable land is surrounded by waterways. So, 
for the needs of traceability and economy, it is preferable to deploy 
them linearly. The works cited above have already shown the 
interest that researchers have developed in such architecture. It 
should be noted however that the classical architecture of LoRa as 
it is presented cannot guarantee good coverage in the particular 
case of Casamance. The very complex nature of the landscape due 
to the high rainfall does not guarantee good wired deployment 
between the gateway nodes and the routers. Indeed, to succeed in 
such a deployment, specific devices are needed that can protect the 
cables over long distances, which is likely to be very expensive. 
The deployment of sensors must take into account several factors 
such as the extent of the area, the absence of telecommunication 
operators, and the financial costs. For all these reasons, it is 
therefore judicious to propose an architecture for deploying sensor 
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nodes in a linear mode without a wired connection. In other words, 
the proposed architecture combines LoRa radio links throughout 
the network with short- and long-range links. 

5. The proposed architecture 

The contribution of this paper is the implementation of a 
network architecture based on LoRa for the needs of smart 
agriculture. Such an architecture must take into account the 
specific characteristics of the area considered, the financial costs, 
etc. For all these reasons, the architecture is composed of several 
types of nodes with different physical characteristics. It is therefore 
a multi-linear architecture composed of several levels combining 
short-range and long-range nodes depending on the level as shown 
in figure 3. The choice of the linear topology is explained for the 
needs of ease of deployment and location of the nodes, and the 
complexity of the relief. Indeed, as indicated above, the vegetation 
in Casamance is very dense and very diversified. Several types of 
end device nodes can be described according to their role. 

• Some sensors measure the rate of wetting on the leaves to 
anticipate diseases related to leaf humidity and reduce the use 
of phytosanitary treatments. 

• Some sensors measure soil humidity and temperature to 
control root irrigation and delay the arrival of pests. 

• Some measure humidity and air temperature to detect frost, 
and anticipate the life cycle of insects and diseases. 

The end device nodes form the first level and the gateways the 
second level. Each gateway plays the role of cluster head for all 
the nodes associated with it.  There are mainly two types of links 
in the network as shown in figure 3: 

• Low LoRa links: The Low LoRa links are short-range links, 
and are used in communications between the nodes of the first 
level and those of the second level.  SF parameters in [7, 8] 
are used. 

• High LoRa links: The high LoRa links are long-range links, 
and are used in communications between the nodes of the 
second level in the sink node. SF parameters in this case are 
in [9, 10, 11]. 

 
Figure 3:  Proposed network architecture 

Such architecture faces several challenges. In particular, the 
challenge of deployment for better optimization of resources such 
as memories, storage spaces, or computing units. It is well-known 
that interference in wireless networks can negatively and 
significantly impact performance.  Therefore, in such a network, it 
is imperative to settle the question of deployment to minimize 
interference. Figure 4 below gives an illustration of the node’s 

deployment in a rice field in Casamance. In the following, we 
present an analytical analysis method to define an optimal 
deployment of network nodes. 

 
Figure 4: Illustration of node deployment in a rice field 

6. Analytical study and discussion 

The objective of this study is to define a method for deploying 
the nodes of the architecture described above. It is therefore a 
question of defining from certain well-chosen parameters the 
minimum distance between two gateway nodes which makes it 
possible to achieve the best deployment. These induce the choice 
of the spreading factor, the bandwidth, the coding rate, etc. A good 
interference management policy makes it possible. We can identify 
the case where there is a risk of interference at the node Gi, 
interference induced by the activity of the node Gj. We can define 
the gateway node Gj and the set of nodes j  as the interfering nodes 
for the node Gi.  In this condition, an optimal node deployment 
needs to set a minimum distance between two gateways.  In 
wireless networks, the SIR (Signal-to-Interferences Ratio) [32]  is 
a good indicator of the quality of the received signal. Thus, 
depending on the desired reception power, it is possible to rely on 
the SIR to determine the optimal distance between two nodes. In 
the specific case of this paper, the analysis must determine the 
optimal distance between two gateways to minimize interference. 
Indeed, given the proposed architecture, we can consider the 
gateways as cluster heads. Thus, the distance between the gateway 
nodes has a significant impact on the deployment. 

The cluster i is formed by the gateway Gi which is the cluster 
head and the set of nodes ni. In the same way we define cluster j as 
shown in figure 5. To determine the minimum distance between Gi 
and Gj , we set:  

• Ti: the transmission power of node i 
• Tj: the transmission power of node j 
• 𝑇𝑇G: the transmission power of node Gj 
• di: the distance between node i and gateway Gi 
• dj: the distance between node j and gateway Gi 
• dij: the distance between gateway i and an interfering gateway  
• d: the distance between two adjacent gateways 

 
Figure 5: Distance between gateway illustration 
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The propagation model represents the signal and therefore the 
interference induced during transmission. To take into account the 
environmental fluctuations of the medium, Log Normal 
Shadowing is required in this study because of its random nature. 
The path loss at an arbitrary distance 𝑑𝑑 > 𝑑𝑑0 from the transmitter 
is given by the following equation (1): 

𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑) = 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) + 10𝑛𝑛 𝑙𝑙𝑙𝑙𝑙𝑙( 𝑑𝑑
𝑑𝑑0

) ± 𝑋𝑋𝜎𝜎          (1)  

where n is the path loss attenuation factor,  𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) is the path 
loss at a reference distance 𝑑𝑑0, and 𝑋𝑋𝑋𝑋 is a zero-mean Gaussian 
distributed random variable. The standard deviation σ is expressed 
in 𝑑𝑑𝑑𝑑. So, for a given transmission power PT, the received power 
is provided by the equation (2): 

 𝑃𝑃𝑅𝑅𝜎𝜎 = 𝑃𝑃𝑇𝑇 − 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑)                                 (2) 

The received signal at the gateway Gi from node i is the sum of 
multiple terms: the first, is the desired signal received from node i; 
the second is the interferences caused by the set of gateways Gj 
around Gi, the third is the interference generated by all the sets of 
nodes j associated to the gateways Gj. Let be 𝐾𝐾′ the set of node j 
associated with a gateway Gj. We can define the SIR [20] as: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝐵𝐵 = 𝑆𝑆(𝑖𝑖) −�𝑆𝑆�𝐺𝐺𝑗𝑗�
𝑥𝑥

𝑗𝑗=1

+ � � 𝑇𝑇(𝑘𝑘′)
𝑀𝑀𝑀𝑀𝑀𝑀

𝑘𝑘′=1𝐾𝐾′𝜖𝜖𝐺𝐺𝑗𝑗

     (3) 

𝑆𝑆(𝑦𝑦) = 𝑇𝑇𝑦𝑦 − 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) − 10 ∗ 𝑛𝑛 ∗ log �𝑑𝑑𝑦𝑦
𝑑𝑑0
� ± 𝑋𝑋𝜎𝜎(𝑦𝑦)  (4)  

where y can be a gateway or an end device node, x is the number 
of interfering gateways for the gateway Gi and MAX is the number 
of nodes associated with a given gateway. 

The coexistence of several radio links of different ranges is a 
particularity of the architecture. Short radio links of 2 km are used 
at the first level while those of long-range over 4 km are at the 
second level of the architecture.   As shown in figure 3, we note 
various spreading factors according to the level. Thus, the first 
level spreading factor is set to 7 while it is in the range {9,10,11} 
in the second level. Moreover, for the sake of simplicity, it is 
assumed that a gateway communicates with only one of its nodes 
at a given time. So, for x interfering gateways, there are x 
interfering nodes at a specific time. In addition, the transmitting 
power for the end devices nodes is assumed to be the same value. 

So, the SIR becomes: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝐵𝐵 = 𝑆𝑆(𝑖𝑖) −�𝑆𝑆�𝐺𝐺𝑗𝑗� −  �𝑆𝑆 (𝑗𝑗)     (5)
𝑥𝑥

𝑗𝑗=1

𝑥𝑥

𝑗𝑗=1

 

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝐵𝐵 = 𝑇𝑇𝑖𝑖 − 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) − 10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑑𝑑𝑖𝑖
𝑑𝑑0
� ± 𝑋𝑋𝜎𝜎(𝑖𝑖) −  ∑ (𝑇𝑇𝐺𝐺 −𝑥𝑥

𝑗𝑗=1

𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) − 10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑑𝑑𝑖𝑖𝑗𝑗
𝑑𝑑0
� ± 𝑋𝑋𝜎𝜎(𝐺𝐺𝑗𝑗))  −  ∑ (𝑇𝑇𝑖𝑖 − 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) −𝑥𝑥

𝑗𝑗=1

10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �𝑑𝑑𝑗𝑗
𝑑𝑑0
� ± 𝑋𝑋𝜎𝜎(𝑗𝑗))                    (6)   

Environmental fluctuations in the considered area for coverage 
issues are supposed to be homogeneous. Environmental conditions 
are known to be very stable in Senegal according to the season. 
Thus, 𝑋𝑋𝜎𝜎(𝑖𝑖),𝑋𝑋𝜎𝜎�𝐺𝐺𝑗𝑗� , and 𝑋𝑋𝜎𝜎(j)  follow the same Gaussian 
distributed random variable 𝑁𝑁~(0,𝑋𝑋).  According to these 
considerations we have: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝐵𝐵 = (2𝑥𝑥 + 1) ∗ 𝑋𝑋𝜎𝜎 + (1 − 𝑥𝑥) ∗ 𝑇𝑇𝑖𝑖  + (2𝑥𝑥 − 1) ∗ 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) (7) 

−𝑥𝑥 ∗ 𝑇𝑇𝐺𝐺 − 10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑑𝑑𝑖𝑖
𝑑𝑑0
� + 10 ∗ 𝑛𝑛 ∗�𝑙𝑙𝑙𝑙𝑙𝑙 �

𝑑𝑑𝑖𝑖𝑗𝑗
𝑑𝑑0
�

𝑥𝑥

𝑗𝑗=1

 

+10 ∗ 𝑛𝑛 ∗�𝑙𝑙𝑙𝑙𝑙𝑙�
𝑑𝑑𝑗𝑗
𝑑𝑑0
�

𝑥𝑥

𝑗𝑗=1

             (8) 

We assume that the deployment is deterministic and uniform. 
Therefore, the relationship between dij and d is given by the 
formula (9): 

𝑑𝑑𝑖𝑖𝑗𝑗 = 𝑗𝑗 ∗ 𝑑𝑑              (9) 

where j represents the number of interfering gateways for a given 
gateway i. 

In addition, for all the nodes j associated with the same 
gateway, we can affirm that the distance dj is almost equivalent to 
the distance dij . Thus, from equation (8) we have:  

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝐵𝐵 = (2𝑥𝑥 + 1) ∗ 𝑋𝑋𝜎𝜎 + (1 − 𝑥𝑥) ∗ 𝑇𝑇𝑖𝑖  + (2𝑥𝑥 − 1) ∗ 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) 

−𝑥𝑥 ∗ 𝑇𝑇𝐺𝐺 − 10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑑𝑑𝑖𝑖
𝑑𝑑0
� + 10 ∗ 𝑛𝑛 ∗�𝑙𝑙𝑙𝑙𝑙𝑙 �

𝑑𝑑 ∗ 𝑗𝑗
𝑑𝑑0

�
𝑥𝑥

𝑗𝑗=1

 

+10 ∗ 𝑛𝑛 ∗�𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑑𝑑 ∗ 𝑗𝑗
𝑑𝑑0

�
𝑥𝑥

𝑗𝑗=1

             (10) 

 

The simplified formula gives: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝐵𝐵 = (2𝑥𝑥 + 1) ∗ 𝑋𝑋𝜎𝜎 + (1 − 𝑥𝑥) ∗ 𝑇𝑇𝑖𝑖  + (2𝑥𝑥 − 1) ∗ 𝑃𝑃𝑃𝑃𝑑𝑑𝐵𝐵(𝑑𝑑0) 

−𝑥𝑥 ∗ 𝑇𝑇𝐺𝐺 − 10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑑𝑑𝑖𝑖
𝑑𝑑0
� + 20 ∗ 𝑛𝑛 ∗ 𝑥𝑥 ∗ log

𝑑𝑑
𝑑𝑑0

 

+20 ∗ 𝑛𝑛 ∗ log�𝑗𝑗
𝑥𝑥

𝑗𝑗=1

         (11) 

Let be: 

𝑍𝑍 = (2𝑥𝑥 + 1) ∗ 𝑋𝑋𝜎𝜎   and  

𝐾𝐾 = (1 − 𝑥𝑥) ∗ 𝑇𝑇𝑖𝑖  + (2𝑥𝑥 − 1) ∗ 𝑃𝑃𝑃𝑃𝑑𝑑𝑑𝑑(𝑑𝑑0) 

−𝑥𝑥 ∗ 𝑇𝑇𝐺𝐺 − 10 ∗ 𝑛𝑛 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙 �
𝑑𝑑𝑖𝑖
𝑑𝑑0
� + 20 ∗ 𝑛𝑛 ∗ 𝑥𝑥 ∗ log

𝑑𝑑
𝑑𝑑0

 

+20 ∗ 𝑛𝑛 ∗ log�𝑗𝑗
𝑥𝑥

𝑗𝑗=1

 (12) 

Z is so a gaussian distributed random variable 𝑁𝑁~(0, (2𝑥𝑥 +
1) ∗ 𝑋𝑋2). 

Let be  

 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 the probability that 𝑆𝑆𝑆𝑆𝑆𝑆 ≥ 𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇ℎ𝑟𝑟𝑠𝑠𝑠𝑠𝑟𝑟𝑟𝑟𝑑𝑑.  

 

𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠[𝑍𝑍 + 𝐾𝐾 ≥  𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇ℎ𝑟𝑟𝑠𝑠𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑑𝑑] = 𝑝𝑝  (13) 

 

⟺  𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠[𝑍𝑍 ≤  𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇ℎ𝑟𝑟𝑠𝑠𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑑𝑑 − 𝐾𝐾] = 1 − 𝑝𝑝  (14) 

This is equivalent to: 

𝑃𝑃
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠� 𝑍𝑍

𝜎𝜎∗�(2𝑥𝑥+1)
≤

(𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜−𝐾𝐾)
𝜎𝜎∗�(2𝑥𝑥+1)

�=1−𝑝𝑝   
  (15) 

⟺  𝑃𝑃
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝐻𝐻≤

(𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜−𝐾𝐾)
𝜎𝜎∗�2(𝑥𝑥+1)

�=1−𝑝𝑝
  (16) 
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where 𝐻𝐻 = 𝑍𝑍
𝜎𝜎∗�(2𝑥𝑥+1)

   is a gaussian random variable 𝑁𝑁~(0,1). 

According to the repartition function of  𝑁𝑁~(0,1) , it is 
assuming that:  

(𝑆𝑆𝑆𝑆𝑅𝑅𝑇𝑇ℎ𝑟𝑟𝑟𝑟𝑠𝑠ℎ𝑜𝑜𝑜𝑜𝑜𝑜−𝐾𝐾)
𝜎𝜎∗�(2𝑥𝑥+1)

= 𝐹𝐹−1(1 − 𝑝𝑝)   (17)   

where 𝐹𝐹−1 is the inverse function of F. 

We deduce from this equation the value of K. 

𝐾𝐾 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑇𝑇ℎ𝑟𝑟𝑠𝑠𝑠𝑠ℎ𝑟𝑟𝑟𝑟𝑑𝑑 −  𝑋𝑋 ∗ �(2𝑥𝑥 + 1) ∗ 𝐹𝐹−1(1 − 𝑝𝑝) (18) 

Finally, the distance between two adjacent gateways is given 
according to equations (12) and (18): 

log𝑑𝑑

= 
�𝐴𝐴 + 𝑑𝑑 ∗ 𝑥𝑥 + 𝐶𝐶 ∗ √2𝑥𝑥 + 1 + 𝐷𝐷 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙∏ 𝑗𝑗𝑥𝑥

𝑗𝑗=1 �
20 ∗ 𝑛𝑛 ∗ 𝑥𝑥
�  

where: 

𝐴𝐴 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑑𝑑𝑑𝑑 − 𝑇𝑇𝑖𝑖  + 𝑃𝑃𝑃𝑃𝑑𝑑𝑑𝑑(𝑑𝑑0) + 10 ∗ 𝑛𝑛 ∗ log
𝑑𝑑𝑖𝑖
𝑑𝑑𝑙𝑙

 

𝑑𝑑 = 𝑇𝑇𝑖𝑖  − 2 ∗ 𝑃𝑃𝑃𝑃𝑑𝑑𝑑𝑑(𝑑𝑑0) + 𝑇𝑇𝐺𝐺 + 20 ∗ 𝑛𝑛 ∗ log 𝑑𝑑0 

𝐶𝐶 = − 𝑋𝑋 ∗ 𝐹𝐹−1(1 − 𝑝𝑝) 

𝐷𝐷 = −20 ∗ 𝑛𝑛 

The mathematical analysis makes it possible to unambiguously 
determine the optimal deployment of gateway nodes minimizing 
interference. This allows us to define a reusable deployment 
pattern to cover a large agricultural area. The choice of pattern 
takes into account the characteristics of the environment 
considered as environmental fluctuations due to rainfall, the nature 
of the soil, etc.  The pattern is defined as the set formed by a 
gateway Gi and the interfering gateway nodes Gj which guarantee 
a given reception threshold. The minimum distance d as a function 
of the size of the pattern is proposed in the following. 

Evaluation is done according to the conditions described in   
[33].  It should be noted that in Senegal the work on smart 
agriculture is currently in a purely experimental phase  [34,35]. 
Therefore, the work does not focus on the propagation model. 
Hence the choice of parameters for an environment similar to that 
of Senegal such as in Lebanon's environment. Path loss parameters 
are shown in Table 2. 

Table 2: The path loss parameters 

Parameters Values 
Tip 14 dB 
TGj 20 dB 
di 2000 m 
n 4,179 
σ 7,2 dB 
Reception probability 0.9 
PLdb(d0) 102,86 

It is shown according to the paper [22] that for a spreading 
factor of 12 and a reception rate of around, the ISR threshold is 
equal to 6 dB. 

 
Figure 6: Number of interfering gateways as a function of distance 

Figure 6 represents the minimal distance between two adjacent 
gateways.  It shows the influence of the distance between an end 
device node and its gateway on the deployment. Indeed, it shows 
the maximum number of interfering gateways for a given distance 
di. The curve shows that the number of interfering gateways is 
inversely proportional to the distance. Indeed, when the distance is 
excellent, the interference is less and therefore the interference can 
be limited to 1 gateway. On the other hand, when the distance is 
reduced (less than 3000 m), the interferences are very significant. 
In this case, the number of interferents increases without exceeding 
a limit of 5. It should also be noted that the minimum distance does 
not exceed the defined distance di. 

In the specific case of the rice fields of Casamance, it is 
preferable to minimize the equipment that makes up the 
architecture because of the presence of water around the fields. 
Therefore, it is more advisable to choose the deployment of 
gateways over long distances (example d = 6Kms). 

7. Conclusions and future work 

Smart agriculture is seen today as a very important lever for 
winning the challenge of food self-sufficiency in a world where 
resources such as water are becoming increasingly scarce. Indeed, 
the new techniques of irrigation, monitoring of soil quality, of 
temperature make it possible to improve productivity and maintain 
cultivable soils. In the particular case of Casamance in Senegal, the 
practice of smart agriculture must take into account the very dense 
rainfall in this environment. This implies the choice of the most 
appropriate sensors and wireless communication technology. 
Moreover, it is necessary to have an optimal deployment of the 
sensors to have good coverage of the zone. This induces the study 
of a network architecture that ensures this purpose.  

A new LoRa network architecture based on the classical one is 
presented in this paper. This architecture combining short and 
long-range LoRa radio links make it possible to carry out smart 
agriculture in rural areas, particularly in the southern area of 
Senegal. It focuses on the specific case of the rice field for 
irrigation system purposes. An analytical study on the deployment 
helps us to define a model of deployment of the nodes particularly 
the gateways. This study is based on factors such as the SIR, the 
reception probability, the distance between nodes, etc. In future 
work, we first plan to simulate the network in Omnet++ to confirm 
the analytical study. This involves conducting a performance study 
in terms of throughput, end-to-end delay, and energy to analyze the 
advantages and limits of the model. Then, it is about deploying 
LoRa sensors and gateways in a real environment.  
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 To reduce the time necessary for determination of tsunami source parameters it is proposed 
to optimize the location of sensors system and to use only a part of the measured wave profile. 
Based on computation, it is possible to balance the number of sensors in use and the time 
period after the earthquake needed to obtain tsunami wave parameters. Numerical 
experiments show that even a part of the wave period (compared to ¼ of the entire period) 
provides enough information to get the wave amplitude within the well-known concept of 
calculation in advance. This is due to the application of Fourier theory in the form of 
orthogonal decomposition of the measured wave profile. It is important that the proposed 
algorithm requires only a few seconds using regular personal computer. Using the real depth 
profile offshore Japan we compute the time required to calculate the wave amplitude (with 
10 percent accuracy) in case of one, two and three sensors. Optimization could be performed 
in terms of minimal time required to get the wave profile. It is also possible to calculate the 
sensor network design, which provides the maximal time between wave parameters 
determination and the wave approaching nearest coast. The new feature here observed is 
that optimal positions of sensors are different if one needs minimizing time to detect tsunami 
wave or maximazing time it takes the wave to approach the nearest cost after recovering the 
wave parameters at source. This may require to rearrange decision making at tsunami 
warning centers.  

Keywords:  
Initial sea surface displacement 
Tsunami source parameters 
Part of wave profile 

 

 

1. Introduction   

This paper is an extension of the work originally presented in 
the conference OCEANS 2021: San Diego – Porto [1]. 

As a rule, the numerical modeling modulus of tsunami warning 
system should contain the following three major parts: wave 
generation (earthquake magnitude and hypocenter location 
recalculated in terms of the initial seabed displacement), wave 
propagation and inundation of the dry land. For example, our 
reference code, the MOST (Method of Splitting Tsunami) software 
package (see [2,3]), has all these parts. Alternative codes have 
similar structure [4,5]. It is natural to use “initial disturbance” at 
tsunami source as the “input data” to calculate tsunami wave 
propagation from the source to the coastal area. Displacement of 
the sea bed (due to the earthquake) could be evaluated on the basis 
of knowledge of the Earth crust structure and the location of the 
earthquake epicenter. So, regardless the underlying reasons, in any 
case the so-obtained initial displacement is nothing but 
approximation. We propose to use instead the sea surface 

displacement at tsunami source, obtained by processing the 
measured profile of the real tsunami wave. These measured data 
are available due to the rather well-developed system of bottom 
pressure sensors, located at sea bed around Pacific Ocean, given in 
Figure 1 from [6].  

 
Figure 1. Location of Dart buoys around the Pacific Ocean [6] 
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In addition, there exist systems of bottom sensors, connected 
to the dry lend (processing centers) by a cable, for example 
DONET (Dense Oceanfloor Network system for Earthquakes and 
Tsunamis) [7] and S-net (Seafloor observation network for 
earthquakes and tsunamis) [8] being developed in Japan. Figure 2, 
taken from [8], shows the location of S-net deep-water stations 
eastward of Honshu Is. 

 
Figure 2. Configuration of the S-net observation system along the Japan trench [8] 

In some publications, the optimal positioning of the sensor 
network refers to the location of sensors that allow detection of a 
tsunami wave in the shortest time after its occurrence (see, for 
example, [9] and the references therein). The present article, 
however, deals with the configuration of a network of deep-water 
recorders, not for the earliest detection of the tsunami occurrence, 
but for determining the water surface displacement profile with the 
required accuracy in the shortest possible time. 

In [10] the S-net observation data are used reconstruct the 
source parameters by the sequential multiple linear regression 
method.   

The original idea of calculation in advance was used in [11]. It 
consists in introduction of so-called Unit Sources (UnSs). These 
are nothing but rectangles 50x100 km – typical size of the sea bed 
displacement in case of 7.5 M earthquake. It is possible to simulate 
numerically tsunami wave propagation initiated by a given 
displacement form. Covering the particular subduction zone with 
such UnSs (along with the typical for this zone shape of the initial 
sea bed displacement) one can create “in advance” the database of 
the calculated tsunami wave time series (synthetic mareograms). 
Suppose that we have a sea bottom pressure sensor (a number of 
those are installed over the Pacific Ocean) which is able to report 
the parameters of the tsunami wave passing over in a real time 
mode. Having such a measured wave profile we now approximate 
it as a linear combination of several calculated wave profiles, each 
being initiated by one of the UnSs [12]. In fact, such a database 
exists and is available for use. System of UnSs covers major 
subduction zones around Pacific Ocean [13]. 

As was noted in [14], even a part of the measured wave profile 
is enough to reconstruct the main tsunami wave parameters within 

the calculation in advance strategy. We believe that 10% error is 
acceptable to decide if a particular wave is dangerous in a given 
location. Here we show how the necessary time to determine the 
wave amplitude at source depends of the number of sensors one 
uses. This is done by the example of three different locations of the 
“composed” tsunami source within a particular water area offshore 
Japan.  

The rest of this paper is composed as follows. We first describe 
the “calculation in advance” data inversion strategy. Then the idea 
of orthogonal decomposition method is given. The method has a 
very low computational cost and makes it possible to obtain an 
approximation of tsunami source parameters by using only a part 
of the measured wave profile. Digital bathymetry offshore the 
central part of Honshu Island (Japan) is then introduced. Setting up 
of numerical experiments is then described, including location of 
model tsunami sources and artificial water level measurement 
sensors. The obtained numerical results are given in Section 3. 
Finally, these results are briefly discussed. 

2. Setup of Numerical Experiments 
2.1. Problem Statement 

As part of the general problem of estimating the tsunami hazard 
in the shortest possible time, let us determine the role of the 
location of the system of deep-water sensors. We will assume that, 
at the cost of allowing 10% error in obtained wave amplitude, the 
source parameters are determined from data from a single sensor, 
the first one the wave has reached. Moreover, we will use only part 
of the wave period, which is about 1/4 of this first period (having 
the positive phase first). The exact value of this NPWP (Necessary 
Part of Wave Period) is determined automatically, on the basis that 
the amplitude values practically stop growing as the wave passes 
over the sensor [14]. Let us consider the ratio of the number of 
sensors to the time required to determine the approximate values 
of the wave parameters in the tsunami source.  

Following [3], we will assume that the epicenter of the 
earthquake is located within a certain zone (subduction zone). This 
assumed zone is covered by 8 rectangles of size 50x100 km - the 
typical size of the seafloor deformation zone during an earthquake 
of magnitude M=7.5 (the accepted threshold value of magnitude 
for the formation of tsunami waves). In each of these rectangles 
(Unit Sources - UnSs) is placed a perturbation with a shape 
characteristic of seafloor deformation resulting from earthquakes 
in this subduction zone. The seafloor deformation during a 
stronger earthquake will be approximated by a linear combination 
of four of these UnSs with some coefficients. The problem of 
determining the source parameters comes down to determining the 
set of these amplification coefficients.   
2.2. Orthogonal Decomposition Method 

To elaborate a fast and robust algorithm for the determination 
of the above amplification coefficients, Fourier series theory was 
used, as it deals in particular with optimal approximation of a given 
function with the linear combination of functions being orthogonal 
and normalized. 

Let f(t) be the measured time series of the wave profile 
(marigram). One can consider the data from DART buoy or nay 
alternative sensor. By fk(t), k=1,…,n, let us denote the calculated 
wave profiles, obtained (by direct numerical solutions to the linear 
or nonlinear shallow water system [15]) at the same point of sensor 
location. The parameter k means that the source of this wave is 
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located at the k-th UnS having “standard” shape. As was shown 
numerically, these functions, 𝑓𝑓𝑘𝑘(𝑡𝑡), could be considered linearly 
independent. To describe better the measured wave, one should 
determine the coefficients, bk, for the linear combination of these 
functions, for which the below difference in L2 norm is the 
smallest: 

∫ �∑ bkfk(t)-f(t)N
k=1 �

2T
0 dt → min  (1) 

In such a statement the problem of determination of the wave 
parameters at source is reduced to the one of the optimal 
approximation of a given function f(t) by the linear combination of 
functions {fk(t)}.  

The Fourier series theory states that the coefficients of such 
optimal approximation (1) are exactly the Fourier coefficients of 
expansion of f(t) in a series with respect to {fk(t)}  (see, for example, 
[16]), provided that the system {fk(t)}  is orthogonal and 
normalized: 

�𝑓𝑓𝑖𝑖(𝑡𝑡),𝑓𝑓𝑗𝑗(𝑡𝑡)� = ∫ 𝑓𝑓𝑖𝑖(𝑡𝑡)𝑓𝑓𝑗𝑗(𝑡𝑡)𝑑𝑑𝑡𝑡𝑇𝑇
𝑡𝑡0

= 0,                 (2) 

�𝑓𝑓𝑖𝑖(𝑡𝑡),𝑓𝑓𝑖𝑖(𝑡𝑡)� = 1.                                               (3) 

So, the Fourier series theory was used in [17] to design the 
algorithm to determine coefficients for optimal approximation of 
the measured tsunami wave. This algorithm, tested in [1,14,18], 
consists of several stages. 

At the first stage the “marigrams” {fk(t)} obtained from the unit 
sources should be recalculated to meet the requirements (2)-(3).  

Then, the function f(t) (tsunami wave profile) should be 
expanded to the Fourier series with respect to recalculated 
synthetic marigrams. At the last stage the obtained Fourier 
coefficients are transformed into the sought coefficients in (1).  

Note that the described algorithm has a very low computational 
cost as mostly simple algebraic operations are involved. We 
consider calculation of integrals (scalar products and L2 norms as 
simple operations, too.) During the performed numerical 
experiments it takes less than a second using regular personal 
computer.  
2.3. Domain for Numerical Study – Bathymetry 

All numerical studies were arranged at the water area offshore 
Kanto Region, central part of the Honshu Island (Japan). JODC 
database (see [19]) was used to create the gridded bathymetry for 
the computation area, given in Figure 3. The area under study is 
bounded in East-West direction by 137.0º and 143.0º East 
Longitude, and in North-South direction by 32.0º and 37.0º North 
Latitude. Spatial grid steps are 223 m (East-West direction) and 
273 m (North-South direction. Array of computational nodes has 
size of 2000x2500. 
2.4. Description of Numerical Studies Setup 

Tsunami sources in subduction zones usually extend along 
deep-water troughs. In this case, the source is most effectively 
reconstructed by sensors located in the direction of the short axis 
of such sources. In the area under consideration the deep-water 
trench is oriented from North to South (Figure 3), so the possible 
sources are extended in this direction, and the virtual sensors are 
located along the meridian, which, in our opinion, allows 
reconstructing effectively the initial displacement of the water 
surface using the data of a minimum number of sensors. Along the 

northeastern coast of Honshu Island, where S-net sensors are 
installed (Figure 2), the possible tsunami sources are extended in 
the direction of Japan Trench, which allows an optimal choice 
among the already available deep-water recorders. This is not yet 
possible in the area of the Kanto Peninsula. 

We consider offshore water area at the Izu-Bonin subduction 
zone. Suppose that tsunami sources are expected within the strip 
covered by eight UnSs (having size 50x100 km each), indicated as 
white rectangles, see the Figure 1. In total the 100x400 km zone is 
considered. Simulating a rather strong earthquake, the Composed 
Sources (CSs) are studied. These are nothing but linear 
combinations of four neighboring USs with certain amplification 
coefficients. We choose the following values for the coefficients 
(0.7, 0.8, 1.2, 1.3). It means that for each of the CSi, i=1,2,3, 
(indicated in Figure 3) the upper-left UnS has the coefficient 0.7 
(in the linear combination, which determines our Composed 
Source), the lower-left – 0.8, upper-right – 1.2 and lower-right – 
1.3. The amplitude of sea surface indignation of each of these CSi 
does not exceed +150 cm and its shape is given in Figure 4. Form 
of such a CS is typical in the area of study. Our task is to determine 
these amplification coefficients. 

 
Figure 3: Digital bathymetry of water area under study. Artificial tsunami 

sources are indicated as CSi. Green crosses indicate artificial sensors 

 
Figure 4: Visualization of CSi – water level in the artificially composed tsunami 

source having size 100 x 200 km  
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A number of virtual tsunami detection sensors are located close 
to the subduction zone. Exact positions of these 10 “tsunameters” 
are indicated by green crosses. Numbering is arranged from up 
(sensor L1) to down, the “last one is indicated as L10.  These 
“virtual tsunameters” Li could coincide with the existing sensors 
from S-net and DONET, the other could suggest possible positions 
of DART buoys.   

3. Numerical Results 

A series of numerical calculations of tsunami propagation from 
each of the 8 UnSs under consideration was performed to obtain 
synthetic tsunami profiles, on the basis of which the source 
parameters recovery algorithm was constructed. For numerical 
modeling, the MOST algorithm [2,3], which correctly describes 
tsunami propagation in a sufficiently deep-water area, was used. 
This method uses difference scheme based on spatial direction 
splitting difference scheme to approximate the system of nonlinear 
shallow water differential equations. Calculations can result in 
wave series at all 10 tsunami recorder locations from each UnS. 

A series of computational experiments were carried out to 
assess the efficiency of reconstructing a composed sources CSi, 
i=1,2,3, by using the data from deep-water recorders located at 
different points in the region. The gridded bathymetry for these 
calculations is described in Section 2.2, and the field of water 
surface displacement in the basis (Unit) Source, constructed using 
the seismic source model in elastic half-space [12], is presented in 
Figure 5.  

Based on the results of numerical modeling of tsunami 
propagation generated by each of 8 such UnSs, a database of 
synthetic mareograms (wave time series) at the locations of 10 
virtual deep-water detectors (given in Figure 3) was created. Wave 
series calculated at these virtual tsunameters location were used to 
reconstruct the source composed of 4 UnSs with different 
amplification coefficients. To estimate the quality of restoration of 
composed sources CSi, i=1,2,3, the results of tsunami modeling 
generated by each CSi at different sensors were used. The time 
needed for recovery and deviation estimate from the exact wave 
profile were determined and are presented in the form of tables. 

 
Figure 5. Water surface displacement in the Unit Source having size 50 x 100 km 

Results of numerical simulation described in [14] are given in 
Tables 1-3 below. 

The following “critical” time designations are used in the 
tables:  

NPWP – necessary part of the wave profile, measured in 
seconds, to determine correctly (within 10% error) the coefficients 
in approximation (1); 

T1 (sec) – time moment in which the wave first maximum 
appears at the given virtual sensor; 

T2 (sec) – the time it takes the wave to approach the nearest 
coast after the moment where the coefficients in (1) are correctly 
determined.  

Table 1: Source CS1 (see Figure 1). Wave travel time to the nearest coast is 
equal to 1260 sec. 

No 
Rec. 

NPWP, 
sec. T1, sec 

T2, 
sec 

L1 1031 740 229 

L2 794 630 466 

L3 697 525 563 

L4 552 435 708 

L5 478 375 782 

L6 469 358 791 

L7 383 367 877 

L8 385 372 875 

L9 348 336 912 

L10 317 306 943 

Table 2: Source CS2 (Figure 1, the middle one). Wave travel time to the nearest 
coast is equal to 886 sec. 

No 
Rec. 

NPWP, 
sec. T1, sec 

T2, 
sec 

L1 443 343 443 

L2 358 285 528 

L3 262 266 624 

L4 319 303 567 

L5 354 340 532 

L6 389 373 497 

L7 382 368 504 

L8 473 366 413 

L9 502 391 384 

L10 550 443 336 
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Let us consider three scenarios of a possible tsunami. The 
combined sources of the form shown in Figure 4 have three 
possible positions CSi (i=1,2,3), see Figure 3. The analysis of 
Tables 1-3 shows that if we have only one working sensor at our 
disposal, it should be placed at point L5 (yellow arrow in Figure 
1). The guaranteed detection time of the source parameters will be 
478 seconds (case of CS3 source). In the case of any other location 
of the sensor in at least one scenario under consideration, this time 
will be longer. However, if we want to have the longest time 
available before the wave arrives on shore after determining the 
source parameters, we should choose sensor position L2 (red arrow 
in Figure 3). This time will be 466 sec (again for the source CS3). 
With a different location of the sensor, we will find a case where 
this time will be shorter.  

If we have two sensors at our disposal, they must be chosen 
differently. For the fastest detection time of the source parameters 
in the "worst" of three cases it will be sensors L3 and L10 (shown 
by yellow arrows in Figure 6), and this time will be 317 seconds 
(source CS3). That is, the addition of one sensor allows reducing 
the required time by almost 1.5 times. If we want to achieve the 
longest possible time before the wave arrives on the shore, we 
should place the sensors at the points L1 and L4 (shown by red 
arrows in Figure 6). This time will be 488 seconds (source CS1), 
which is slightly longer than in the case of one sensor. 
Table 3: Source CS3 (the upper one at Figure 1). Wave travel time to the nearest 

coast is equal to 719 sec. 

No 
Rec. 

NPWP, 
sec. T1, sec 

T2, 
sec 

L1 231 218 488 

L2 242 233 477 

L3 296 284 423 

L4 314 304 405 

L5 394 333 325 

L6 500 412 219 

L7 626 503 93 

L8 782 615 0 

L9 935 740 0 

L10 1049 849 0 

For the convenience of further analysis, the data about the 
optimal location of one and two sensors are collected in Tables 4 
and 5. 
Table 4: Optimal location of 1 and 2 sensors for fastest determination of source 

parameters   

 Source parameters 
detected, sec 

 CS1 CS2 CS3 
L5 394 354 478 
L3+L10 296 262 317 

 

It is clear from Table 4 that by introducing an additional sensor 
to the monitoring system it is possible to reduce the time for source 
parameters determination. The “reduction rate” for the necessary 
time is similar for all considered scenarios CSi, i=1,2,3. We may 
assume that doubling the number of sensors leads to the reduction 
of time to detect the source parameters compared to 30-40%. 
Additional numerical experiments are needed to get the exact 
numbers, which should definitely depend on a particular 
subduction zone. 
Table 5: Optimal location of 1 and 2 sensors to have larger travelling time for the 

wave to approach nearest dry land after source parameters determination  

 Wave travelling time to 
approach dry land after 
coefficients determination, 
sec 

 CS1 CS2 CS3 
L2 477 528 466 
L1+L4 488 567 708 

In case we are interested in time one has after obtaining the 
source parameters before the wave approaches nearest shore, Table 
5 shows, that this time increases after taking into consideration an 
additional sensor. However, the observed gain is practically 
negligible for CS1 scenario and is compared to 40 sec (about 8%) 
for CS2 scenario. Note that in these two scenarios we are able to 
determine source parameters rather fast, see Table 4.  

In case of the most unfavorable CS3 with the largest time 
required for the source parameters determination, wave traveling 
time to the nearest dry land increases valuably according to Table 
5. This fact leads to a conclusion, that it is far nontrivial to choose 
the optimality criteria for the monitoring system. 

 
Figure 6: Visualization of the digital bathymetry. Model Composed tsunami 

sources are indicated as CSi. Green crosses indicate artificial sensors 
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4. Discussion 

Most studies on the organization of the tsunami detection 
system (location of sensors) to provide data to tsunami warning 
services have the objective of determining the wave parameters at 
the source as quickly as possible. By doing so, the distribution of 
maximum wave heights along the coastline can be predicted more 
quickly. However, numerical results show that a different location 
of the sensors would provide more time before the wave arrives at 
the nearest shore. Considering the fairly densely populated 
coastline of Japan, this parameter seems to be at least as important 
as the fastest wave detection. This should be taken into account 
when planning the location of additional sensors. 

The optimal location of the surveillance system can be 
calculated (not just being randomly suggested) according to the 
selected criterion. The more sensors are used, the better the value 
of the selected criterion will be – the source parameters will be 
determined faster or after determining the source parameters there 
will be more time until the wave reaches the nearest shore.  

Thus, when switching from one to two sensors in the model 
case under consideration, the time for which the algorithm 
determines the source parameters decreases from 478 to 317 sec 
(Table 4), that is, practically one and a half times (source CS3). Let 
us note that in other considered scenarios as well (sources CS1 and 
CS2) this time decreases from 394 to 296 sec (1.33 times less time 
needed) for the CS1 case and from 354 to 262 sec (1.35 times less) 
for the CS2 source. 

For the criterion “maximum time remaining until the wave 
reaches the nearest shore”, this time increases from 466 to 488 sec 
when an additional sensor is added (Table 4). This is a comparative 
increase, but for the CS3 source scenario, the increase in time to 
analyze and make decisions to evacuate the population is 242 sec 
(from 466 to 708 sec). This certainly may save lives. 

Thus, when designing a monitoring system for tsunami 
warning centers, it is advisable to choose a criterion for the 
optimality of the system, taking into account various factors 
(including the cost of creation) and to optimize the location of 
sensors. 
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 Aging is considered to be a complex process in almost every species’ life, which can be 
studied at a variety of levels of abstraction as well as in different organs. Not surprisingly, 
biometric characteristics from facial images play a significant role in predicting human’s 
age. Specifically, automatic age estimation in real-time situation has begun to affirm its 
position as an essential process in a vast variety of applications. In this paper, two 
approaches are addressed as solutions for such application: prediction of accurate age and 
age group by using the two most fundamental techniques in the domain of deep learning – 
convolutional neural networks (CNNs) and deep neural networks (DNNs). In summary, this 
work can be split into two main key contributions. By applying a novel hierarchical 
aggregation built on the base of neural network developed  from the training dataset, in the 
first stage, features extraction, the convolutional activation features are extracted from the 
captured facial image. As soon as this part is done, the features classification step is 
performed, in which Softmax Regression (SR) and majority vote classifiers are applied to 
predict accurate age and age group respectively. The effectiveness of the designed model 
was showed satisfactorily in the experimental results, which emphasizes the promising of the 
solution and indicates another direction for future development of algorithms and models in 
the field of machine learning. 
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1. Introduction  

Automatic age prediction from face images can be employed 
in a huge number of scenarios, from video surveillance [1], health-
care system, health management and statistics purposes [2], 
performance of individuals recognition [3], advertisement 
according to users’ age, or even criminal investigations [4]. The 
problem is the reliability of the results since the acquired images 
could be in unconstrained conditions because of lighting or pose, 
or when the photographed individuals do not aware of the cameras’ 
presence. Thanks to the advent of computational approaches, these 
constraints become less and less stressful for automatic computer 
vision algorithms. Furthermore, this analysis must be completed in 
a limited time interval of milliseconds, owing to the fact that it is 
performed in real time condition. Consequently, it is necessary for 
the solution of this task to be both fast and accurate. 

In order to achieve this goal, first of all, face detection is 
performed using a tool in real-time computer vision’s deep 
learning based-face detector, OpenCV. Particularly, this method is 
built mainly on ground of Single Shot Detector (SSD) and ResNet 
backbone for the purpose of increasing the accuracy and 
accelerating the estimation process, which could be considered to 
be a compensation for some acceptable major setbacks such as 
having unconscious biases in the training set or detecting darker-
skinned people less accurately than lighter-skinned ones when 
comparing with Haar-likes cascades [5] or histogram of oriented 
gradients (HOG) [6]. After the previous step has been fulfilled, by 
training with an abundant dataset, an age prediction model is 
created, thanks to which the features corresponding to each age are 
extracted using a structure of convolutional neural networks 
(CNNs). Meanwhile, a binary large object (blob) constructor pre-
processes the input images and extracts the face region of interest 
(ROI) so as to calibrate the convolutional architecture for fast 
feature embedding (caffe) based model that is utilized in this work. 
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The remaining of this paper is arranged as follow. In the next 
section, we will briefly review some researches inspiring our work. 
The architecture of the model will be explained precisely in section 
3. The overviewed algorithms and the detailed experimental results 
will be discussed in section 4 and 5 respectively. The last section 
provides a summary of this work as well as offers a conclusion and 
possible future development. 

2. Related works 

Since the early 2000s, automatic age prediction has drawn 
researcher’s attention in the field of machine learning and has 
undergone a renewed interest some years later as a consequence of 
the availability of larger databases having more real-annotated date 
than in the past. Some noticeable researches are shown in Table 1 
to represent the evolution of the methods. Overall, the process of 
this task involves two main phases: features extraction to pick out 
particular aging characteristics and features classification to divide 
these features.  

Feature extraction stage. The use of a classifier based on 
support vector machines (SVMs) and support vector regression 
(SVR) is widely used in several distinct works, whereas other 
researchers, who concentrated on achieving a faster and better 
performance, relied mainly on the combination of textural and 
local appearance. Facial images analysed by those methods will be 
capture the variation in shape and intensity. Nevertheless, the 
applied of deep learning algorithm, especially CNNs and Deep 
Neural Networks (DNNs) in age estimation has become more and 
more popular [7][8]. Particularly, the work of using ordinal 
regression and multiple output CNNs for this task by Niu. has 
demonstrated superior performance in comparison with other 
methods, and acts as motivation factor for the development our the 
deep learning approach. 

Pattern classification. It has been proposed, including, among 
others, to use SVMs and SVR [9], Partial Least Squares (PLS) and 
Canonical Correlation Analysis (CCA) [10], along with their 
regularized and kernelized versions, neural networks and their 
variant of Conditional Probability Neural Network [11]. In multi-
task classification issues, Softmax Regression (SR) [12] shows that 

it outperforms other methods in terms of performance. A detailed 
examination on these aging classification approaches has been 
shown in [13]. 

3. Deep learning based-face detector 

According to the aforementioned technique that is used in this 
paper, the first step that is performed is face detector using 
OpenCV. More precisely, the performed face detector is 
established on a SSD following a ResNet-like features which allow 
the result to be both faster and more accurate. Besides, this method 
uses DNNs module barked into OpenCV’s library without 
adjusting parameters and build a lightweight output model. Since 
the face detection task is much more accurate for lighter-skinned 
people, we make a decision of calibrating the pre-trained face 
detector with a dataset of muti-ethnic so as to regain the balance 
among different skin’s colors. 

4. Accurate age prediction 

Before building the model from pre-trained weights, compiling 
it with some functions and then training, the facial images from the 
dataset were pre-processed. Figure 1 shows the overall approach. 

4.1. IMDB-WIKI dataset 

Among online available database, e.g. MORPH, FG-NET, 
Kaggle, etc. we chose public celebrities’ images from IMDB-
WIKI dataset, which offers approximate 0.5 million of images 
ranging from 0 to 100 years old. The age distribution of this dataset 
is shown in Figure 2. Furthermore, in this process, several images 
were randomly ejected so as to each age has the same amount of 
images. Therefore, about 62,000 images remain for training our 
CNNs. 

4.2. Model’s construction using VGG-like pre-trained weights: 

In purpose of strengthen the quality of distinguished features, 
prior to training, a histogram equalization is applied for facial 
images. This pre-processing stage has claimed its importance from 
the received results. 

Table 1: Outline of Some Outstanding Studies on Age Prediction 
Publication Feature representation Face database/Database 

size 
Algorithm Evaluation 

protocol 
Performance/Accuracy 

[14] 2D shape, raw pixel 
values Private/500 Regression 500 train, 65 test MAE 4.3 

[15] Anthropometric model HOIP Classification Leave-one-out CS 57.3%(M), 
54.7%(F) 

[16] Ages pattern subspace 
(AGES) FG-NET/1002 MORPH Regression 

Train on FG-
NET, Test on 
MORPH 

MAE 8.83; CS 70% 

[9] Active appearance model FG-NET/1002 Hybrid Leave-one-
person-out MAE 4.97; CS 88% 

[17] BIF MORPH II/55,132 Regression 50% train, 50% 
test MAE 4.2 

[11] Active appearance model, 
label distribution FG-NET/1002 MORPH 

II/55132 Classification 

Leave-one-
person-out (FG-
NET), 10-fold 
cross-validation 

MAE 4.8(FG-NET), 
4.8(MORPH II) 

[18] Kullback-Leibler/raw 
intensities 

LFW/150,000 MORPH 
II/55,132 FG-NET/1002 

Classification 
(CNN) N/A MAE 2.8(FG-NET), 

2.78(MORPH) 
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In this paper, we use VGG-like pre-trained weights and build 
our VGG model to deal with the experiments, which grants us the 
opportunity to fine-tune only the weights of the final layer instead 
of building and training from the scratch. The essential stage in the 
compilation process is believed to be selecting the optimizer and 
loss function. We employ "Adam", i.e. adaptive moment 
estimation, to adjust the learning rate in the performance of the 
optimization step. A lower learning rate would result in more 
accurate weights but in the interim it will stretch the handling time 
for other weights. Whereas for our loss function and accuracy 
calculating apparatus for the data use for validating, we utilize 
Categorical Cross Entropy [19], the foremost common choice for 
classifying patterns. As specified, transfer learning scheme was 
applied to train the model to assure that we obtain an output of the 
overall accurate age combined from 101 layers. Consequently, we 
might have an outcome with a superior achievement on human 
face’s biometric characteristics. 

When processing, an image with a fixed size 224x224 RGB 
was inputted into this network. The model has five convolutional 
blocks with a max-pooling at the end of each block. The number 
of filters are orderly 64, 128, 256, 512 and 512. A block with three 
dense layers is inserted at the end of the model. The final dense 
layer acts as a softmax function. This model type used is Sequential 
which is the most straightforward way to construct such model 

layer by layer in Keras, which totally matches with the VGG neural 
network architecture [20]. The process of building such model’s 
substructure architecture is clearly shown step-by-step in Figure 3. 

In order to address a multi-class classification task, as 
aforementioned, the classifiers that show the finest results are 
usually a CNN which has SR as the last layer. The previous layers 
are a combination of Convolutional layers and nonlinear activation 
functions and pooling. These layers can be considered as a tool to 
help extract features of the data, the last layer is SR, a transparent 
but exceptionally effective linear classifier. By this way, we are 
able to assume that a collection of one-vs-rest classifiers is trained 
simultaneously, supporting each other, so it will result in better 
performance than training separately each classifier. The adequacy 
of CNNs, is that the both models use for feature extraction and 
classification will be trained together. This classifier allows us to 
find feasible coefficients which pair with the found feature vector, 
while the role of the feature extraction model is to fine-tune the 
coefficients of the convolutional layers in order to receive a linear, 
consistent feature result in comparison with the classifier in the last 
layer. We also make a checkpoint to monitor model over iterations 
and prevent it from overfitting. The iteration which has the least 
validation loss value will incorporate with the optimum weight 
coefficients so the validation loss will be monitored and only the 
best result will be saved. 

5. Age-group prediction 

5.1. Adience dataset 

For age group estimation, Adience benchmark dataset, one of 
the newest databases which is designed for this kind of task, is 
used. Over 16000 unconstrained facial images are divided into 8 
different age groups: 0-2; 4-6; 8-13; 15-20; 25-32; 38-43; 48-53; 
60-. 

5.2. Model using Caffe-based 

Fistly, the input data images will have to go through a pre-
processed phase, in which they will be randomly resized and 
cropped, subtracted mean values, scaled values with a scaling 
factor, switched the channel Blue to Red and vice versa by a 
function from OpenCV. As a result, we achieve a 4-dimensional 
main matrix with data formatted in batch size, channel, height, and 
width. The whole detailed process can be seen below in Figure 4. 

The pre-trained caffe-based model, which used for detecting 
ages will go through a calibrating process. In this designed 
network, the system is built with three convolutional layers, each 
taken after by a rectified linear unit (ReLU) and followed by a 
pooling layer. The primary two layers are applied normalization 
by the local response normalization [21]. Constructed right after 
these convolutional blocks, a collection of 512 neurons will create 
a fully-connected layer and there are two such kind of layers. 

 

Figure 1: Ensemble process 

 

Figure 2: Age distribution histogram from the IMDB-WIKI dataset 

 

Figure 3:  A general description of our procedure for developing CNN 
architecture in Keras 
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We tested with the method of using the designed model so as 
to predict age-group for novel faces. In fact, each 256×256 
human’s facial image will produce an assemblage of four 227×227 
which are cropped from each edge as well as another one which 
takes the center position of the original image as the center. The 
network is represented by all five of these images in combination 
with their horizontal reflections, and the final estimation is chosen 
to be the average value over all of the variants. Nonetheless, there 
are numerous challenges with the Adience dataset's images, like 
occlusions or motion blur, which can cause minor misalignments 
and have a noticeable effect on the accuracy of the calculation. The 
over-sampling method is designed for this situation. By bypassing 
the requirement to improve alignment quality and forcusing on 
immediately supplying the network with many translated versions 
of the same face, it can correct these misalignments. 

5.3. Transfer Learning on VGG Architecture for age-group 
prediction 

In Figure 5, we illustrate our pipline for the proposed 
architecture that is designed and realized in this work. The 
convolutional layers are common and follow the pattern of those 
of VGG16 architecture. The fully connected layers, however are 
reduced because of our eight target classes. Hence, fc6, fc7 and fc8 
has 512, 512 and 8 neurons, respectively. 

Transfer learning: The weights of the convolutional network 
are loaded from VGG model trained on VGG-Face dataset. The 
model is then fine-tuned. Because there are so few training data, 
this is a vital procedure. This also provides quicker convergence 
and reduces overfitting for the model. The network is trained using 
data from the OUI-Adience Face Image Project. The main steps 
are outlined in Figure 5, where a pre-trained VGG-Face model 
based on the two datasets: IMDB-WIKI and VGG-Face CNN 
descriptor is loaded, froze superfluous weights, and added a 
customized classifier with pointed layers of trainable parameters 
to improve the original configuration. This customized classifier is 
then added to solve the multi-class classification task by training 
classifier layers on targeting training data, adjusting hyper-
parameters, and unfreezing some additional layers if needed. 

5.4. Ensemble learning 

The next phase involves putting both of the aforementioned 
models into practice simultaneously under fresh conditions and 
selecting the superior model by evaluating the outcomes. The 
category that receives the most votes becomes the main age when 
classifying an image, which gives the impression that it is an 
election. As a result, we decide to combine the results using both 
the weighted majority voting and the soft voting. A summary of 
the process is shown in Figure 6. 

6. Overviewed algorithm 

6.1. Accurate age prediction algorithm from front view 

Because the change of face appearance is less changing and 
contains more information in frontal view than in profile views 
with the same rotation in depth, we only construct an age predictor 
for frontal view with a slight rotation. 

When making a prediction from a new face image, the outputs 
will be a column tensor in which each element corresponds to a 
class’s score. These scores, through softmax, will be normalized 
into probabilities and softmax classifier has a probabilistic 
interpretation [22] which will assign the probabilities to each class. 

An input x has a probability ai that it would fall into class i-th. 
For the age-set problem, yi is a label, fj represents the j-th element 
of the vector of class scores f, which connects the raw image 
through some rules to the class scores. By combining them, we get 
the following functions: the softmax function (1) and the cross-
entropy loss function (2) [23]: 

 y jif f
i

j
a e e= ∑  (1) 

 ( )log logy jif f
i i

j
L e e a

 
= − = − 

 
∑  (2) 

The result of this calculated prediction would be inaccurate and 
unreliable if we choose the one with highest possibility as the 
output, as there are a plenty of different classes in this task to 
estimate accurate age. In order to make this prediction become 
more reliable, in other words convert this task into a regression 
classification task, we calculate the probability of each class 
having an accurate age. By multiplying each output by its 
corresponding label and computing the sum of those values, we 
arrive at a summed result. Using the softmax expected value, E, as 

 

Figure 4: Data pre-processing pipeline 

 

Figure 5:  Overview of the Keras-based pipeline for CNN models 
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the basis for our apparent age prediction, we calculate the apparent 
age prediction as follows: 

  ( )
100

0
i i

i
E A y a

=

= ∑  (3) 

6.2. Majority vote classifiers 

Age-group predictions rely primarily on majority votes. In 
terms of results fusion, among all hard voting and soft voting are 
the most common schemes. 

Hard voting, also known as weighted majority voting, is 
defined based on the assumption that every image x has the 
classification C(x) of a model i-th, whose weights wi, with the total 
of w1,...,wm is equal to 1, C is from an collection of n labels along 
with I(.) as an indicator function. Each classifier will vote for a 
class, and the majority class ŷ with most votes [24]: 

 ( )ˆ arg max ( )
m

i ij n i
y w I C x j

∈
= =∑  (4) 

Soft voting, on the other hand, equalizes all classifiers to 
provide its proper probability for a particular target class. 
Supposing an image x receive the predicted result ŷ, with m is the 
number of models and n is the number of classes, then the 
probability is pmn. The label which possesses the highest sum of 
weighted probability will represent as the output for this predicting 
method: 

 ( )1ˆ arg max
m

jij n i
y p x

m∈
= ∑  (5) 

6.3. Real-time application 

Face detection is performed by using the Feature Base 
Approach method. It locates faces by extracting structural features 
from some facial regions like eyes, nose, mouth etc., which help 
distinguish between a face and many other objects and then uses 
them to detect a face. In our paper, we implement a feature-based 
approach by using OpenCV. 

Instead of creating and training the model from scratch, we use 
one of those trained Haar Cascade models in OpenCV which are 
available as XML files. In developing this application, we applied 
our model for real-time situation. Due to the fact that a real-time 
video stream is an assemblage of images, face detection is then 
applied for each frame taken by computer. By combining this 
model with age prediction, we then carry out the estimation step 
and complete the whole model. 

7. Experimental results 

In Figure 7 and Figure 8 below, we have illustrated two real-
time test cases where each consists of three cases which are Age-
group prediction only (left), Accurate age prediction only (center) 
and Simultaneous age prediction (right): single face and standard 
condition, and the other, multiple faces and unfavorable condition. 
Based on this typical case, we discover that our final model gives 
the most accurate and stable results with the actual age of the 
sample compared to the two monotone models that we originally 
built individually. In fact, the efficiency of the age prediction 
model is its association algorithm, because no matter how good the 
dataset is, it cannot wipe out all input situations (within the 
collection ability of our group). Therefore, we choose the optimal 
development of the algorithm rather than building the perfect 
dataset from scratch. 

7.1. Accurate age prediction 

The selective dataset was split into around 16000 train 
instances and then 6000 or thereabouts test instances. Our final 
train loss and accuracy were 2.892846 and 0.239473, respectively. 
Based on 6000 images of the test instances, our target model's 
mean absolute error (MAE) reaches the value of 4.09 years. 

There are some typical scenarios in Table 2 in which we test 
our modes in real-time conditions and then evaluate their 
performance. We showed the summary of 50 example cases and 
each accurate age was tested by 5 different people. The average 
accuracy is 91.97%, age difference is 2.7 years, with the MAE for 
age groups under 18, 20-50 and over 60 are 1.2, 2.5 and 5.3, 
respectively 

7.2. Age-group prediction 

For the VGG age-group detector, we used a quarter of the 
dataset for validation and the rest for training. A 100-epoch 
training process took approximately 6 hours to complete. Its 
validation and training accuracy are respectively 74.3% and 
72.95%. Besides, a one-off accuracy, i.e., the prediction of one 
more or one less than the actual age group, is 92.11% for this 
model. 

This method outperforms some of the previous studies on age 
prediction in Table 1 when it comes to performance of a caffe-
based age-group detector. A high level of accuracy can be achieved 
through the oversampling method, which provides an average 
accuracy of 50.27% with MAE 5.13 age groups and an average 
one-off accuracy of 84.55%.  Furthermore, the display of real-time 
accuracy with predicted age group also allows us to establish the 
current stability of the result. 

 

Figure 6: Our overall method 
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We attribute the performance of our selective approach to the 
mutual support of both models. To be more specific, the 
performance of the caffe-based model for children under 13 is just 
above average, while VGG-based results are more reliable. But in 
return, due to confusion with other age groups, the over 60 years 
old perform less well in terms of efficiency. Moreover, the 
confusion matrixes in Tables 3 and 4 show that the caffe-based age 
predictor is heavily biased toward the 25-32 age group. According 
to the two shown tables, the VGG-Face model estimates age-group 
labels with greater accuracy than the other, however, the confusion 
rate (i.e. the difference between the main age label and its adjacent 
groups) of the caffe-model is smaller than that of the VGG-model 
in most age groups. 

7.3. Comparison between two models 

As a result, we find that our age prediction model is slightly 
influenced by external factors, e.g., real-time lighting conditions 
and the number of faces within the camera range especially when 
the boundary overlap of faces occurs. Since our free dataset 
contains a high number of noisy images, the quality of our 
prediction fluctuates between some adjacent results. In Table 1, we 
found that our ensemble method performs better in classification 
than other methods based on deep neural networks trained on 
public datasets such as MORPH [14-16] by focusing on the MAE 
index and the number of divided classes. Furthermore, our method 
achieved much better results than most deep neural network 
approaches [15-17], CNN weights are used as feature extractors, 
while ensemble learning algorithms and majority vote classifiers 
are applied to generate the most reliable results. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4: Confusion Matrix of VGG Model 

 0-2 4-6 8-13 15-20 25-
32 

38-
43 

48-
53 60- 

0-2 0.86 0.14 0.00 0.00 0.00 0.00 0.00 0.00 
4-6 0.40 0.83 0.10 0.00 0.02 0.01 0.00 0.00 
8-13 0.00 0.05 0.76 0.04 0.13 0.01 0.00 0.00 
15-
20 0.00 0.01 0.07 0.33 0.53 0.05 0.01 0.00 

25-
32 0.00 0.00 0.01 0.02 0.79 0.17 0.01 0.00 

38-
43 0.00 0.01 0.01 0.00 0.27 0.64 0.06 0.01 

48-
53 0.00 0.01 0.01 0.01 0.07 0.39 0.40 0.11 

60- 0.00 0.00 0.01 0.00 0.02 0.24 0.30 0.43 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3: Confusion Matrix of Caffe Model 

 0-2 4-6 8-13 15-20 25-
32 

38-
43 

48-
53 60- 

0-2 0.70 0.26 0.03 0.00 0.01 0.00 0.00 0.00 

4-6 0.15 0.57 0.22 0.02 0.03 0.01 0.00 0.00 

8-13 0.03 0.17 0.55 0.08 0.14 0.02 0.00 0.01 

15-
20 

0.01 0.02 0.15 0.24 0.51 0.06 0.01 0.01 

25-
32 

0.01 0.01 0.09 0.11 0.61 0.15 0.02 0.01 

38-
43 

0.01 0.01 0.07 0.06 0.46 0.29 0.06 0.05 

48-
53 

0.01 0.01 0.06 0.05 0.26 0.34 0.15 0.13 

60- 0.01 0.01 0.06 0.03 0.11 0.27 0.17 0.36 

 

Figure 7:  Age-group prediction only (left), Accurate age                  Figure 8:  Age-group prediction only (left), Accurate age prediction only (center) and Simutane- 
prediction only (center) and Simultaneous age prediction (right)       ous age prediction (right) in multiple faces and unfavorable condition of 3 people whose real age  
in single face and standard condition of the 20-year-old girl.             from left to right is 20, 5 and 21. 

Table 2: Some Experimental Cases 

Age-
group test 

8-13 8-13 15-20 15-20 25-32 25-32 38-43 38-43 60- 60- 

Accurate 
age test 

11 13 16 20 27 30 42 46 65 68 

Real age 
9,9,7,11,
10 

12,12,12,
14, 13 

14,16,14,
15,14 

20,21,20,
20,20 

29,29,30,
25,26 

27,27,30,
32,32 

37,36,37,
40,38 

50,50,47,
51,51 

71,71,70,
63,60 

76,71,77,
63,72 

Condition 

Single 
face,  
Unfavora
-ble 

Single 
face, 
Standard 

Multiple 
faces, 
Standard 

Single 
face, 
Standard 

Multiple 
faces, 
Standard 

Single 
face, 
Unfavora
ble 

Multiple 
faces, 
Unfavora
-ble 

Multiple 
faces, 
Standard 

Multiple 
faces, 
Standard 

Multiple 
faces, 
Unfavora
-ble 

Age error, 
accuracy 

1.8 
83.64% 

0.8 
93.85% 

1.4 
91.25% 

0.2 
99% 

2 
92.59% 

2 
93.33% 

4.4 
90.24% 

3.8 
91.74% 

4.8 
92.62% 

5.8 
91.47% 
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8. Conclusion 

A technique using pre-trained fine-tuned VGG-Face weights 
and Caffe-based to predict accurate age and age-group was 
described and developed in this paper. The built model showed 
satisfying results with an acceptable level of reliability, besides the 
speed and quality of the performances. Although under some 
unfavorable conditions the accuracy was not as expected, the 
model presented promising achievement and indicated the 
orientation to develop and optimize the algorithm in particular and 
the whole model in general. The contribution of this paper is to 
demonstrate a combination of methods that are not 
overcomplicated but still highly effective. From there we want to 
show that in addition to investing completely in the dataset, we can 
take advantage of the strengths of the existing well-performed ones 
and devote our time to develop and optimize the algorithm. 

We intend to put under scrutiny other pre-trained weights as 
well as datasets and thereby create more ethnically balanced 
datasets which will be very helpful for more efficient feature 
extraction  in order to evaluate and select the most appropriate 
model with the best performance. Additionally, a completed model 
for information collection like face recognition can be developed, 
is a challenge that authors of this work plan to overcome.  
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Knowledge of pedestrian and vehicle movement patterns can provide valuable insights for city
planning. Such knowledge can be acquired via passive outdoor localization of WiFi-enabled
devices using measurements of Received Signal Strength Indicator (RSSI) from WiFi probe
requests. In this paper, which is an extension of the work initially presented in WiMob 2021,
we continue the work on the mobility intelligence system (MobIntel) and study two broad
approaches to tackle the problem of RSSI-based passive outdoor localization. One approach
concerns multilateration and fingerprinting, both adapted from traditional active localization
methods. For fingerprinting, we also show flaws in the previously reported area-under-the-curve
method. The second approach uses machine learning, including machine learning-boosted
multilateration, reference point classification, and coordinate regression. The localization
performance of the two approaches is compared, and the machine learning methods consistently
outperform the adapted traditional methods. This indicates that machine learning methods are
promising tools for RSSI-based passive outdoor localization.

1 Introduction

City planning initiatives can benefit from insights into mobility
patterns of pedestrians and vehicles. Given the prevalence of WiFi-
enabled devices carried by individuals and their continuous emission
of WiFi probe requests, such mobility patterns can be revealed by
localization of the devices based on measurements of WiFi probe
requests via the recorded received signal strength indicator (RSSI).
Active and passive localization are the two standard modes of RSSI-
based localization [1]. Active localization occurs on the target
device with the help of a custom app that may or may not require
cooperation (e.g., data exchange); it answers the question “Where
am I?” Passive localization occurs without the device’s knowledge
in an anonymous manner; it answers the question “Where are you?”
Due to the apparent difficulty of large-scale mobile app adoption
for localization purposes, passive localization is the more realistic
choice.

High variability in RSSI measurements due to fading (path-loss),
shadowing (temporary obstruction between a sender and a receiver),
and interference (overlap of WiFi channels) is a significant challenge
in RSSI-based localization [2]. To mitigate RSSI variability, some
active localization methods leverage device cooperation to obtain
additional location-sensitive information, such as signal angle of
arrival [3, 4], round-trip time [5], device orientation [6], and device
prior location [7]. However, passive localization cannot benefit from

these methods, as it does not have the luxury of device cooperation.
Other active localization methods achieve good results without

device cooperation [8]–[13]. Since the operations of these methods
share similarities with passive localization, they might be transfer-
able. However, fundamental differences exist between the two. For
instance, missing data are unlikely in active localization because
the probing signal is emitted by the access points in large numbers.
In passive localization, the probing signal is initiated by the target
device in an uncontrolled and sporadic manner. Consequently, the
active localization methods may have data requirements unachiev-
able in passive localization.

Previous work has also explored methods tailored to passive lo-
calization. However, they typically suit applications on a very small
(indoor) or very large scale (entire city), making them inadequate
for applications on a medium scale (within the span of a city street)
(see Section 2.2 for details).

Therefore, investigation into methods suitable for RSSI-based
passive localization in urban areas at the scale of a city street is nec-
essary. The investigation can be divided into two parts. One focuses
on the feasibility of adapting the methods used in cooperation-free
active localization (hereinafter referred to as “traditional active lo-
calization methods”) to passive localization; the other focuses on
new approaches not fully explored by previous research on passive
localization.

To facilitate the investigation, we have developed a privacy-
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centric mobility intelligence system (MobIntel) consisting of sensors
and cloud infrastructure to collect and analyze RSSI measurements
from anonymized WiFi probe requests. MobIntel has been tested
in downtown West Palm Beach, Florida, to count the number of
WiFi-enabled devices in a sensor’s visible range and to calculate the
percentage of devices that have persisted over time [14].

In this paper, which is an extension of the work initially pre-
sented in WiMob 2021 [15], we discuss a significant augmentation
to the analytical facilities of MobIntel, exploring methods to con-
duct passive localization in a controlled environment, with the goal
of identifying methods that are performant at the scale of a city
street (1.4 km). The specific contributions of the paper include:

1. We conduct a systematic performance evaluation of two adap-
tations of traditional active localization methods—path-loss-
based multilateration and fingerprinting—to support passive
localization. We examine performance impacts under vary-
ing training and testing data sets, including (1) training and
testing on individual RSSI measurements, (2) training and
testing on averaged RSSI measurements, and (3) training
on averaged, but testing on individual RSSI measurements.
We also compare the performance of fingerprinting across
three implementation methods, including vector-based Eu-
clidean distance, Gaussian-based area-under-the-curve, and
Gaussian-based tail probability.

2. For Gaussian-based fingerprinting in particular, we discover
that the previously reported area-under-the-curve method,
based on the arithmetic mean of the area-under-the-curve in a
Gaussian distribution [7], does not perform well when there
is large mismatch between the unknown RSSI measurements
and the fingerprint of a reference point. We propose an alter-
native method, which uses the Gaussian tail probability as the
likelihood of the unknown RSSI measurements originating
from a particular reference point. We show that our proposed
method achieves better localization performance.

3. We carry out a systematic evaluation of the accuracy impact of
integrating machine learning algorithms—multi-layer percep-
tron, support vector machine, and K-nearest neighbors—with
traditional active localization methods. We demonstrate that
the machine learning-based methods outperform their tradi-
tional counterparts, regardless of which model is incorporated,
or which training or testing set is used.

This paper is organized as follows. Section 2 provides a brief
overview of related work in RSSI-based active and passive local-
ization. Section 3 describes how we adapt the localization method
from a traditional active context to a passive context and how we
incorporate machine learning methods to boost performance. Sec-
tion 4 presents details of data collection, including experimental
design, hardware configuration, and data collection procedures. Sec-
tion 5 discusses the preparation of various data sets for analysis.
Section 6 reports the localization performance on methods adapted
from traditional multilateration and fingerprinting. Section 7 de-
scribes the model training process for the machine learning methods
and reports their localization performance. Section 8 compares
localization performance among the best models of each method

investigated. Finally, Section 9 concludes the paper by presenting
limitations and directions for future work.

2 Related Work
Prior work in RSSI-based localization has been conducted in active
(localization done on the device) and passive (device has no knowl-
edge of localization) settings. Here, a brief review of related work in
both areas is presented. Emphasis is given considering applicability
in urban areas.

2.1 Active Localization

Multilateration is a common method for active localization. It in-
volves estimating distances from the target device to all nearby
access points (APs) using an RSSI-distance model, and then apply-
ing linear least squares regression to pinpoint the device’s location
based on geometric analysis. Most work in multilateration focuses
on building a better or simpler RSSI-distance model. In [12], the
authors use the RSSI path-loss model as a base, treat the path-loss
exponent as a random variable, and apply maximum likelihood
estimation to derive a closed-form distance estimator. In [13], the
authors use linear regression to fit RSSI-distance data to a generic
path-loss model without estimating the path-loss exponent.

Relying solely on RSSI is usually not sufficient to deliver
high accuracy. Thus, some studies incorporate additional location-
sensitive information to mitigate RSSI variability and improve
model performance. For example, in [5], the authors leverage the
newly added fine timing measurement frame in WiFi protocols
to compute the RF signal round-trip time between device and AP.
Round-trip time is then fused with RSSI using Kalman filter to form
a new parameter that provides better distance estimation than RSSI
alone.

Other studies, as detailed in the review [4], drop RSSI
completely and use signal angle-of-arrival, time-of-arrival, time-
difference-of-arrival, and other more consistent measures to estimate
device-to-AP distance. These techniques yield higher accuracy than
RSSI-based multilateration.

The other commonly used method in active localization is fin-
gerprinting. Fingerprinting has offline and online stages. In the
offline stage, a test device roams around a target area surrounded
by numerous APs. The APs emit RF signals constantly, which are
captured by the test device at various reference points along its path.
The RSSI measurements obtained at each reference point form a
vector, or fingerprint, which describes the RSSI pattern representa-
tive of the reference point in the AP network. Together, the offline
RSSI fingerprints form a radio map that is used during the online
stage to match an unknown vector of RSSI measurements to the
most likely reference point.

Much research has focused on the offline stage to improve the
quality of fingerprints in the radio map. A common strategy is to in-
corporate additional location-sensitive information, such as azimuth
data collected from a device’s magnetometer [6] and a device’s prior
location and speed data [7, 16], such that an enhanced radio map
can be created. These studies have shown that an enhanced radio
map yields better localization performance.
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One challenge in fingerprinting is the scalability of creating
a high quality radio map outdoors. It requires data collection at
a large number of reference points and deployment of more APs,
both of which are daunting tasks. To resolve these issues, the au-
thors of [17] propose crowdsourcing to build radio maps at large
scales. Incentivized volunteers obtain RSSI measurements from
public WiFi hotspots and upload the RSSI and GPS data to a server
for radio map construction. Their work demonstrates the robustness
of crowdsourced data for localization purposes, yet falls short of
implementing an actual crowdsourcing solution.

Since passive localization is largely independent of the device,
any method requiring additional location-sensitive data from the de-
vice cannot be readily adapted. Crowdsourcing might be adaptable
because it does not require device cooperation. However, crowd-
sourcing in passive localization is different from active localiza-
tion, because the participants are APs instead of mobile devices.
In theory, these APs can sniff WiFi probe requests, record their
RSSI measurements, and upload the recorded data. Yet, in prac-
tice, configuring these APs to serve as crowdsourcing endpoints,
which are scattered around private businesses and homes, could be
more challenging than simply generating the radio map manually.
Thus, crowdsourcing is also not readily applicable to passive local-
ization. In summary, the only methods that are readily adaptable
from traditional active localization to passive localization are purely
RSSI-based multilateration and fingerprinting.

2.2 Passive Localization

The authors in [18] were the first to propose the concept of device-
free passive localization. It is based on the idea that an entity can be
detected and tracked in a network of APs that are constantly sending
beacons. Due to shadowing effects on the beacon’s signal, it is pos-
sible to construct a radio map based on RSSI disturbances, and use
fingerprinting to localize the entity even if it has no radio frequency
capability. In [19], the authors push this idea further by creating a
high density AP network, achieving not only localization, but radio
tomographic imaging for one or two entities in the AP network. In
[20], the authors present device-free localization models based on
relevance vector machines and show good performance with single
entity tracking in a cluttered environment.

Despite the progress in device-free passive localization, there are
two major limitations that preclude its use in an urban environment.
First, creating a sufficiently sensitive AP network requires a high
density of APs ([19] use 28 APs and [20] use 24 APs, both in a 6 m
by 6 m area); this is not scalable to city streets. Second, the number
of devices localizable within the AP network is limited because if
too many devices are present, the RSSI disturbances would be too
chaotic to characterize. This limitation means that the device-free
approach cannot handle crowded city streets.

The other approach in passive localization involves the target de-
vice emitting a signal spontaneously, such as a WiFi probe request,
but without actually communicating with the APs. Probe request
sensors are typically deployed at strategic positions to capture and
process probe request data. In [21], the authores use this approach to
localize static devices in an intersection. A target device is localized
to the same position as the sensor that has captured the device’s
probe request. If multiple sensors detect a device, the position of the
sensor receiving the highest RSSI measurements is used. However,

this method has low resolution if the number of sensors deployed
is small (i.e., many devices would be localized to the same sensor
if that is the only sensor nearby). This can be tolerated if the res-
olution requirement is low—for instance, at the scale of an entire
city, a resolution level of intersections is acceptable—but it is not
sufficient to reconstruct movement patterns on a street. One can
improve resolution by deploying more sensors at smaller intervals,
but this is not scalable.

In [22], the authors also use a qualitative method, but they im-
prove resolution by deploying GPS-enabled mobile sensors carried
by volunteers, who roam the monitored area. Since the sensors are
mobile, localization is not static. If a mobile sensor and a target
device have similar movement patterns, localization resolution can
be high. However, if the mobile sensor moves in the opposite di-
rection as the target device, localization resolution is compromised.
Another drawback is that continuous human-based monitoring is
infeasible over a long period of time. The paper suggests using
drones or robots as alternatives, yet the scalability issue remains.

In [1], the authors propose a quantitative method to localize a
stationary device using a single mobile sensor, without the need for
a radio map. Their method requires the sensor to move either in a
straight or right-angled path close to the target device’s potential
location, taking RSSI measurements from the device’s WiFi probe
requests at distinct points along the path. Using the RSSI path-loss
model, they estimate the distance from the measurement points to
the target device. Using these distance measurements, along with
the known distance between the consecutive measurement points,
they are able to estimate the location of the target device. The advan-
tages of this method include low cost and ease of implementation.
However, the method is limited by the requirement that the target de-
vice be stationary when the sensor is moving on the data collection
path. It also suffers from the scalability issue associated with mobile
sensors, if multiple targets are to be localized simultaneously.

Overall, the methods described above for passive localization
fall short for the requirements of monitoring mobility patterns on
city streets. The device-free methods are appropriate only at small
scales, whereas the qualitative methods are only sensitive enough
for large scales with low resolution requirements. The methods
based on mobile sensors, though capable of delivering higher resolu-
tions, present scalability issues in urban areas. Therefore, to achieve
passive localization on city streets, a different approach is needed
that leverages device participation (but not cooperation), uses static
sensors, and is quantitative in nature.

3 Our Methods
This section describes two general localization approaches that sat-
isfy the abovementioned requirements. The first approach involves
adapting traditional active localization methods, including multilat-
eration and fingerprinting. The second leverages machine learning,
including machine learning-boosted multilateration, classification
of reference points, and regression of reference points’ coordinates.

3.1 Multilateration

The concept of multilateration in active localization is described in
Section 2.1 and a visual representation is available in [23]. Since
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this method is independent of device cooperation, its adaptation to
passive localization is straightforward. Instead of using the RSSI
measurements obtained by the target device from nearby APs, it
relies on RSSI measurements acquired by the sensors from the target
device.

The RSSI measurements must be converted to distance values
between the target device and each sensor. This can be achieved
using the basic RSSI path-loss model shown in (1), where R is the
RSSI measurement, d is the distance (non-zero) between the sensor
and the target, A is the RSSI measured at a reference distance from
the target (e.g., 1 m), and n is the mean, environment-specific path-
loss index that describes the speed of signal loss with increasing
distance [24]. In a stable environment, A and n are constants. There-
fore, the path-loss model can be treated as a negative linear relation
between R and log (d), which can be fitted using linear regression
to produce an RSSI path-loss model.

R = A − 10n log (d) (1)

After estimating device-to-sensor distances, we use least squares
optimization to search for the coordinates (x̂, ŷ) that minimize the
residue in (2). In the equation, di is the estimated distance be-
tween the target device and the i-th sensor; (xi, yi) represents the
coordinates of the i-th sensor; and (x̂, ŷ) represents the estimated
coordinates of the target device.

Residual =
N∑

i=1

(
di −

√
(xi − x̂)2 + (yi − ŷ)2

)2

(2)

3.2 Fingerprinting

The concept of fingerprinting in active localization is described in
Section 2.2. Similar to multilateration, the adaptation from active to
passive localization only entails changing the manner in which RSSI
is obtained, i.e., instead of measuring RSSI on the target device from
signals sent by nearby APs, we measure RSSI on the nearby sensors
from the signal sent by the target device.

We employ two methods to establish RSSI fingerprints. The
first involves vector-based fingerprinting. We use RSSI vectors
as fingerprints, in which each value is the mean of all RSSI mea-
surements obtained by a specific sensor at a given reference point
[11]. For example, given N sensors S 1, S 2, ..., S N and M reference
points P1, P2, ..., PM , we denote Ri j1, Ri j2, Ri j3, ..., as the RSSI
measurements emitted from reference point Pi (1 ≤ i ≤ M) and
captured by sensor S j (1 ≤ j ≤ N). Let µi j be the mean of Ri j1,
Ri j2, Ri j3, .... The vector-based fingerprint of Pi can be written as
FV

i = [µi1, µi2, ..., µiN].
When a target device generates a vector of RSSI measurements

U = [R′1,R
′
2, ...,R

′
N] at an unknown location, the penalty of match-

ing U to FV
i can be approximated by their Euclidean distance. The

smaller the distance, the more likely the target device originates
from reference point Pi.

The second method is Gaussian-based fingerprinting. It uses a
set of Gaussian distributions as RSSI fingerprints, where each distri-
bution corresponds to the RSSI measurements obtained by a specific
sensor at a given reference point [7]. Extending the example above,
Gaussian-based fingerprinting computes both the mean (µi j) and

standard deviation (σi j) of RSSI measurements collected by sensor
S j with regard to reference point Pi. The Gaussian distribution is
expressed in (3).

gi j(x) =
1

σi j
√

2π
e
− 1

2 (
x−µi j
σi j

)2

(3)

Considering a reference point Pi, and N sensors S 1, S 2, ...,
S N , Pi’s Gaussian-based fingerprint can be expressed as a set of
distributions FG

i = {gi1(x), gi2(x), ..., giN(x)}.
Given a set of RSSI measurements U = [R′1,R

′
2, ...,R

′
N] from

the target device, the penalty of matching U to FG
i can be estimated

in two ways. The first is the area-under-the-curve (AUC) method,
proposed by [7]. It computes the AUC (denoted as Ai j) for each
R′j under the Gaussian distribution gi j(x), as shown in (4). The
penalty of matching U to FG

i is approximated by the mean of all
Ai j. The smaller the mean over Ai j, the more likely the target device
originates from reference point Pi.

Ai j =

∣∣∣∣∣∣
∫ R′j

µi j

gi j(x)dx

∣∣∣∣∣∣ (4)

Our initial localization results show that Gaussian-based finger-
printing with the AUC method does not perform well, especially
when there is significant misalignment between some R′j and µi j.
This is most likely due to the flaw of the penalty structure in the
AUC method (see Section 6.2 for details). To offer a better alter-
native, we propose the tail method, which uses tail probabilities
to represent the likelihood that an individual R′j originates from
gi j(x). The product of all such individual likelihoods is the overall
likelihood that U matches FG

i . Concretely, let Li j be a likelihood
estimator, which is the smaller of the two AUCs from the cumulative
density functions extending from R′j to either tail of the distribution.
Figure 1 illustrates the definition of Li j. In the figure, R′j is placed in
a Gaussian distribution gi j(x), with mean µi j and standard deviation
σi j. Li j is the AUC from R′j to the right tail. The larger the value
of Li j, or the closer R′j is to µi j, the more likely R′j originates from
gi j(x).

RSSI

Pr
ob
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ilit

y 
De
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ij R ′
j

Lij

gij(x)

Figure 1: Tail Probability of R′j in a Gaussian Distribution gi j(x)

Li j can be written as (5). The penalty of matching U to FG
i

can be approximated by the product over all Li j, which is then con-
verted to the sum of the negative logarithm of all Li j to facilitate
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computation. The smaller the sum, the more likely the target device
originates from reference point Pi.

Li j =

∫ min (R′j, 2µi j−R′j)

0
gi j(x)dx (5)

Once the penalty is obtained from the target device to all ref-
erence points using either the vector- or Gaussian-based method,
K-nearest neighbors is used to find the top k best-match reference
points. The exact value of k is determined empirically via a valida-
tion set. The average location of the top-k reference points is the
predicted location of the target device.

3.3 Machine Learning-boosted Multilateration

We use the RSSI path-loss model in (1) to estimate distance based
on RSSI measurement. However, (1) does not capture all the error
terms [10]. While it is possible to create more complex path-loss
models with add-on error terms, we can train a standard machine
learning model to “learn” the relationship between RSSI measure-
ments and distances, with error implicitly included. Machine learn-
ing may capture relationships not explicitly described by a physical
model. Thus, it is likely that a machine learning model will perform
better than the idealized physical model in (1). We use three standard
machine learning algorithms—multi-layer perceptron (MLP), sup-
port vector machine (SVM), and k-nearest neighbors (K-NN)—to
train regression models from RSSI measurements and distance at
each sensor. Each model is then used to conduct multilateration, as
described in Section 3.1.

3.4 Machine Learning Classification of Reference
Points

In fingerprinting, a set of RSSI measurements are passed to a fin-
gerprinting algorithm as inputs, and the most likely reference point
is returned as the localization output. This process is similar to
a machine learning classification model, where input features are
RSSI measurements, and output labels are reference points. The
difference between the two is that the former uses pre-specified
rules to determine how RSSI measurements match reference points,
whereas the matching is “learned” from training data in the latter.
We apply the same machine learning algorithms (MLP, SVM, and
K-NN) to train classifiers that map a set of RSSI measurements to
the best-match reference point.

3.5 Machine Learning Regression of Coordinates

In [9], the authors offer a simple approach to performing active
localization. They train a machine learning regressor that takes
RSSI measurements and propagation delays of transmitted signals
as input, and directly predicts the GPS coordinates of a target de-
vice. Despite not having access to the propagation delay data, we
can still adapt this approach to passive localization using the RSSI
measurements alone. We follow the same setup as in Section 3.4,
but instead of training a classifier, we train two regressors that take
RSSI measurements as input and predict a reference point’s x- and
y-coordinate, respectively. With the two regressors, we can directly
estimate a target device’s location based on the RSSI measurements.

4 Data Collection
To evaluate the passive localization methods discussed in Section
3, RSSI measurements from mock probe requests, along with the
coordinates of reference points, were collected in a semi-controlled
environment. In the following sections, we present the experimental
setup, experimental design, hardware details (sensor and emitter),
field preparation, and data collection procedure.

4.1 Experimental Design

Figure 2(A) shows the layout of the testbed. Each cell is a 1 m by 1
m square, making the entire field 15 m by 15 m. Four sensors (red
dots) s1, s2, s3, and s4 are placed at coordinates (0, 15), (15, 15), (0,
0), and (15, 0), respectively. During data collection, an emitter is
placed on each data collection point (blue dots) and allowed to send
approximately one-thousand mock probe requests. Each contains a
Media Access Control (MAC) address that is traceable to a specific
data collection point, distinguishable from a genuine probe request,
and unique. After a mock probe request is captured by a sensor, the
data is uploaded and stored in a database hosted on Amazon Web
Services (AWS). Since four sensors are present in the testbed, at
most four RSSI measurements are collected per probe request.

s1 s2

s3 s4

1 2 13 140 15

1

2

13

14

15

(A) (B)

Figure 2: Experimental design and satellite view of the testbed

4.2 Hardware - Sensor

We used the same sensor described in [14]. It captures WiFi probe
requests from the environment, removes duplicate MAC addresses
at each 30-second window, and uploads aggregated data to AWS.
In this paper, we added a new feature to differentiate mock probe
requests from genuine probe requests, which allows the sensor to
upload mock probe requests to a database dedicated to the exper-
iment. The uploaded data include MAC address, time of capture,
and RSSI measurement.

4.3 Hardware - Emitter

We used the same stress testing device described in [14] as the
emitter of mock probe requests. It emits WiFi probe requests with a
custom MAC address, on a specified channel, at a specified rate.

MAC address customization ensures traceability. The first four
letters of the address are synced to the time of emission (timezone
EST) in the format “HH:MM”. Since the timestamp at each data
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collection point is recorded, a time-stamped MAC address encodes
the location where the mock probe request was emitted. To en-
sure mock probe requests are distinguishable from genuine probe
requests, the fifth and sixth positions of the address are fixed as
“00”. A “HH:MM:00” prefix guarantees few, if any, collisions with
genuine probe requests. Finally, to ensure that mock probe requests
are unique among themselves, the remaining six positions are filled
with random hexadecimals. As an example, a mock probe request
emitted at 3:04 PM EST would have a MAC address similar to
“15:04:00:1A:2B:3C”.

The MAC address customization is only traceable at the granu-
larity of one minute. If two mock probe requests are emitted from
different data collection points within the same minute of an hour,
their locations cannot be distinguished (i.e. the first four letters of
their MAC addresses would be identical). To avoid such complica-
tions, the emitter remains at each data collection point for at least a
full minute before moving to the next. In the experiment, the emitter
uses cronjobs to send approximately 1,000 mock probe requests in
the first 50 seconds of each minute, and zero in the remaining 10.

4.4 Testbed Preparation

An empty outdoor area (GPS: 26.381488, -80.099640) with no
nearby obstacles was used as the testbed to avoid complications in
RSSI measurement. Figure 2(B) shows an overhead view of the
field. Figure 3 provides a detailed view after the 15 m by 15 m grid
has been prepared with spray chalk. The southwestern corner is
chosen as the origin point of the field, with coordinates (0, 0).

Figure 3: Mounted sensors on the testbed with grid drawn

The sensors were mounted on tripods, with an elevation of
approximately 1.8 m above the ground. The four tripods were posi-
tioned at s1, s2, s3, and s4, as illustrated in Figure 2. Three of the
tripods are visible in Figure 3.

4.5 Data Collection Procedure

Data are collected by placing the emitter on each data collection
point. The emitter is mounted on the same type of tripod as the
sensor, but with an elevation of only 1 m. This mimics the height
at which a WiFi-enabled device is likely to be carried by a pedes-
trian. During the first 50 seconds of each minute, the emitter is left
alone on the data collection point, without anyone present within the
boundaries of the testbed. In the remaining 10 seconds, a researcher
enters the field and moves the emitter to the next point. This setup
ensures that signal transmissions are not affected by transient ob-
structions. At each data collection point, the coordinates and the
current timestamp are recorded. This procedure is repeated until all
data collection points are visited.

Data collection for this manuscript was conducted from 15:00
to 20:00 on 2020-07-16.

5 Data Preparation

The raw probe request data contains 221,553 observations, one per
mock probe request. Each observation contains five parameters,
corresponding to the RSSI measurement (one per sensor) and times-
tamp. Observations with missing measurements are discarded. The
resulting cleaned data set contains 171,537 observations. To further
reduce the computation cost of model training, and to balance the
number of observations across data collection points, 100 observa-
tions are randomly selected from each data collection point to form
the sampled data set.

The sampled data set is one of the two data sets used in this paper.
It contains 25,200 rows and 11 parameters. Each row corresponds
to an individual mock probe request. The parameters correspond to
four RSSI measurements (R1 through R4), coordinates of the data
collection points (x and y), distances to each sensor (d1 to d4), and
unique labels of the data collection points (label). Table 1 shows
the structure of the sampled data set.

Table 1: Structure of the sampled data set

R1...R4 x y d1...d4 label

-44 ... -41 0.0 1.0 14.0 ... 15.0 16
-43 ... -41 0.0 2.0 13.0 ... 15.1 32
... ... ... ... ...

The other data set used in this paper is the mean data set, de-
rived from the cleaned data set by taking the mean and standard
deviation of RSSI measurements from each sensor at each data
collection point. The mean data set contains 252 rows and 15 pa-
rameters. Each row corresponds to a data collection point. The
parameters correspond to four mean RSSI measurements (µ1 to µ4),
coordinates of the data collection points (x and y), distances to each
sensor (d1 to d4), four RSSI standard deviations (σ1 to σ4), and
unique labels of the data collection points (label). Table 2 shows
the structure of the mean data set.
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Table 2: Structure of the mean data set

µ1 ... µ4 x y d1 ... d4 σ1 ... σ4 label
-44.3, ..., -42.8 0.0 1.0 14.0 ... 15.0 0.93 ... 1.15 16
-44.1, ..., -40.7 0.0 2.0 13.0 ... 15.1 1.60 ... 0.64 32
... ... ... ... ... ...

After random shuffling, the sampled data set is split into a sam-
pled training set (80%, 20,160 observations) and a sampled testing
set (20%, 5,040 observations) using scikit-learn [25]. The mean
data set cannot undergo the same splitting procedure due to having
only one observation per data collection point. Hence, the entire
mean data set is treated as the mean training set (252 observations).
Finally, the mean and standard deviation of RSSI measurements by
each sensor at each data collection point from the sampled testing
set form the mean testing set (252 observations).

The training sets are used exclusively for model training and
validation. In particular, the sampled training set is used in all
methods except fingerprinting; the models thus trained are called
sampled models. The mean training set is used in all methods;
the models thus trained are called mean models. The difference
between sampled and mean models is that the former is tuned using
the individual observations in a training set, whereas the latter is
tuned by their mean values. It is worth noting that averaging RSSI
measurements seems to have both positive and negative impacts on
model performance, as it simultaneously reduces random error [2]
and training size. It is thus interesting to study how the performance
of the mean model compares to that of the sampled model.

All data preparation procedures were conducted using the
pandas Python library [26]. Figure 4 illustrates the relationships
among the derived data sets, where their names, lineage, and shapes
(rows × columns) are shown.

Raw Dataset
221,553

Cleaned Dataset
171,537

Sampled Dataset
25,200

Mean Training Set
252

Sampled Training Set
20,160

Sampled Testing Set
5,040

Mean Testing Set
252

Sampled Validation Set
1,000

Exclude missing data

Take mean
100 random samples
per reference point

Random split
1000 random samples

Take mean

Figure 4: Relationship among all data sets

6 Traditional Methods
In this section, we present the adapted multilateration and finger-
printing methods for passive localization and consider their per-
formance. Here, localization performance is visualized by the cu-

mulative distribution function (CDF) curve of localization error.
Localization error is defined as the Euclidean distance between the
predicted and the true coordinates of a test observation. The larger
the area-under-the-curve of a CDF curve of localization error, i.e.,
the closer the curve gets to the top and left corner, the better the
localization performance.

6.1 Multilateration

Two RSSI path-loss models, one using the sampled training set
and one using the mean training set, are created by linear regres-
sion according to (1) for each sensor. The performance of the two
models, evaluated on the sampled testing set, is shown in Table
3. The R2 score describes the amount of variance explainable by
the path-loss model, and the mean absolute error (MAE) describes
the error between the estimated and actual distance. Within each
sensor, the two models have almost identical performance. This
means that averaging RSSI measurements does not alter model per-
formance. Across the models of different sensors, s4 has the best
performance, whereas s1 has the worst. This may be explained
by a consistent source of interference from the northwest corner
of the testbed. Since s1 is closest to the northwest corner, it was
affected the most. s4 is furthest from the interference source, so
it was affected the least. However, the validity of this explanation
cannot be verified until the same performance pattern repeats over
time in future research.

Table 3: Metrics of the path-loss model

Sensor Sampled Mean
R2 MAE R2 MAE

s1 0.61 4.62 0.61 4.63
s2 0.65 4.06 0.65 4.07
s3 0.61 4.03 0.61 4.03
s4 0.71 3.44 0.71 3.46

Two multilateration models are generated, one based on the sam-
pled RSSI path-loss model and the other based on the mean RSSI
path-loss model. We first convert RSSI measurements to distances,
and then pass the distance data to scipy’s least squares optimiza-
tion API to estimate the target device’s coordinates [27]. Figure
5(A) demonstrates the localization performance of the traditional
multilateration method. The x-axis denotes localization errors, and
the y-axis denotes the probability that a model’s localization error
is smaller or equal to a selected x-axis value. The blue (sampled-
sampled), orange (mean-sampled), and green (mean-mean) curves
represent the localization performance under three scenarios: the
sampled model tested on the sampled testing set, the mean model
tested on the sampled testing set, and the mean model tested on the
mean testing set, respectively.

The sampled-sampled curve does not show on the figure because
it overlaps with the mean-sampled curve. This is expected because
the sampled and the mean RSSI path-loss models have similar dis-
tance estimation performance. The mean-mean scenario performs
slightly better than the other two. However, this is likely an artifact
because the mean training and testing sets are very similar. Recall
that the cleaned data set is the source of the mean training set, and
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the sampled testing set is the source of the mean testing set (Figure
4). Since the sampled testing set is a subset of the cleaned data set,
the mean testing set shares information with the mean training set.
The similarity between the mean testing and training sets inflates
the measured performance of the mean-mean scenario.

6.2 Fingerprinting

The radio map for vector-based fingerprinting is a 252 × 4 matrix
prepared from the mean training set, where each row represents a
reference point, and each column represents the mean RSSI measure-
ments from a sensor. As mentioned in Section 3.2, we empirically
determine k, the number of top-match reference points that produces
the best coordinate estimation. A series of fingerprinting models
parameterized with different values of k are used to perform localiza-
tion on a validation set. The k leading to the least validation error is
selected. Usually, the validation set is withheld from the training set.
However in fingerprinting, the mean training set, which is also the
radio map, has no redundancy to supply a validation set. Therefore,
we set aside 1,000 observations from the sampled testing set as the
validation set (Figure 4). The observations in the validation set are
not included in evaluating model performance. Validation error is
defined as the root mean squared localization error, following [11].
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Figure 5: CDF curves of error in traditional methods

We use scikit-learn’s K-nearest neighbor API to search
for the optimal k. The API is called with default settings, except
algorithm is set to brute, and n neighbors is set to k, which
ranges from 1 to 20 for each validation run. For the data sets col-
lected, we find that the validation error reaches its minimum when
k = 2. Using this k, we evaluate the performance of vector-based
fingerprinting; results are shown in Figure 5(B). The axis layout
is the same as described earlier. The blue (v-mean-sampled) and

orange (v-mean-mean) curves represent localization performance
when vector-based fingerprinting is tested on the sampled (exclud-
ing the validation set) and mean testing sets, respectively. Similar
to traditional multilateration, the performance of v-mean-mean is
better than that of v-mean-sampled. Again, this is most likely an
artifact due to information overlap between the mean testing and
training sets.

The radio map for Gaussian-based fingerprinting is a 252 × 4
matrix prepared from the mean training set, where each row repre-
sents a reference point, and each column represents the Gaussian
distribution, modeled from the mean and standard deviation of the
RSSI measurements from the corresponding sensor. We follow the
same procedure described above to find the best k, except that in
the K-nearest neighbor API, (4) and the mean over Ai j are used
for the AUC method, whereas (5) and the sum over negative loga-
rithm of Li j are used for the tail method. The result of the search
shows that the minimum validation error is reached when k = 2
for both the AUC and the tail methods. Figure 5(B) shows the
localization performance of Gaussian-based fingerprinting based
on the optimal k value. The green (g-auc-mean-sampled) and red
(g-auc-mean-mean) curves represent the performance under the
AUC method, while the magenta (g-tail-mean-sampled) and brown
(g-tail-mean-mean) curves represent the performance under the tail
method. Both the g-auc-mean-sampled and g-tail-mean-sampled
curves are based on the sampled (excluding the validation set) test-
ing set, whereas both the g-auc-mean-mean and g-tail-mean-mean
curves are based on the mean testing sets. The g-auc-mean-mean
and g-tail-mean-mean curves again exhibit better performance than
the g-auc-mean-sampled and g-tail-mean-sampled curves, respec-
tively, which is likely an artifact.

Comparing performance across all curves (excluding the ones
under mean-mean scenario), the vector-based fingerprinting (v-
mean-sampled) performs the best. However, its lead over Gaussian-
based fingerprinting under the tail method (g-tail-mean-sampled) is
very modest.

Comparing the two methods within Gaussian-based fingerprint-
ing, the tail method consistently outperforms the AUC method. This
is most likely due to the difference in penalty structure, where the
AUC method, unlike the tail method, does not penalize misalign-
ment proportionally to its severity. Figure 6(A) shows an example
of how the penalty structure of the AUC method would fail to match
a set of unknown RSSI measurements to the most probable finger-
print. In the figure, a Gaussian-based fingerprinting radio map is
visualized, which contains two reference points (P1 and P2), each
fingerprinted by two sensors (S 1 and S 2). The two blue distribu-
tions represent the RSSI fingerprint of P1, denoted by the means
[µ11, µ12]. Similarly, the two orange distributions represent the RSSI
fingerprint of P2, denoted by the means [µ21, µ22]. For simplicity, all
distributions are assumed to have the same standard deviation. The
set of unknown RSSI measurements, U = [R′1,R

′
2], are illustrated

by two black dashed lines. Finally, the areas-under-the-curve used
in the AUC method are labeled as A11 and A12 for P1, and A21 and
A22 for P2.
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Figure 6: Example of matching under AUC or tail methods

Although it is clear that P1 is a better match for U than P2,
it is not apparent in Figure 6(A). According to the AUC method
described in Section 3.2, the match is selected as the smaller of
A11 + A12 and A21 + A22. Due to the large misalignment between
R′2 and both µ12 and µ22, we have A12 ≈ A22. Thus, the actual
comparison is between A11 and A21, which does not yield a clear
winner at first glance. However, the decision should not have been
left to a comparison between A11 and A21 in the first place. The
extreme misalignment between R′2 and µ22 should have already dis-
qualified P2. The AUC method is unable to recognize this because
its penalty structure is inversely proportional to the severity of RSSI
misalignment (i.e., the amount of penalty per unit of misalignment
decreases as misalignment becomes more severe). R′2 demonstrates
how this penalty structure fails. While it is expected that a match
between R′2 and µ22 is penalized much more than a match between
R′2 and µ12, the actual penalty associated with the former (A22) is
almost the same as the penalty associated with the latter (A12). Thus,
the failure to proportionally penalize misalignment makes the AUC
method ill-equipped for Gaussian-based fingerprinting.

On the contrary, Figure 6(B) illustrates that the tail method can
readily match U to P1 as expected. The layout of Figure 6(B) is
the same as Figure 6(A), except that the areas-under-the-curve are
redefined and labeled as L11 and L12 for P1, and L21 and L22 for P2.
According to the tail method described in Section 3.2, the match is
selected as the smaller of −lg(L11) − lg(L12) and −lg(L21) − lg(L22).
While L11 and L21 remain similar, the difference between L12 and
L22 is large, with L22 being virtually 0. As a result, −lg(L11)−lg(L12)
is easily smaller than −lg(L21) − lg(L22), which matches U to P1.
The reasons why the tail method works are two-fold. First, its
penalty structure is proportional to the severity of RSSI misalign-
ment, which ensures that larger misalignment receives exponentially
more penalty. Second, multiplication of tail probabilities (or the

sum of their negative logarithms) further amplifies the misalignment
penalty. In an extreme case, imagine that R′1 is perfectly aligned
with µ21 in Figure 6(B), and thus receiving the least amount of
penalty. Yet, the severe misalignment between R′2 and µ22 would
still overwhelm the overall penalty for P2 and readily make it a
worse match than P1. Therefore, the tail method is better-suited for
Gaussian-based fingerprinting than the traditional AUC method; the
difference in their localization performance is thus unsurprising.

7 Machine Learning Methods

Three methods—machine learning-boosted multilateration, machine
learning classification of reference points, and machine learning
regression of coordinates—are evaluated for RSSI-based passive
localization. Each method is approached using three standard ma-
chine learning algorithms, MLP, SVM, and K-NN. Each model is
trained on sampled and mean training sets to produce sampled and
mean models, respectively.

During model training, we conduct two rounds of cross-
validation to tune hyperparameters. For the sampled model, standard
five-fold cross-validation is used. For the mean model, multi-fold
cross-validation is not possible because the mean training set lacks
sufficient redundancy. Thus, the same validation set discussed in
Section 6.2 is used. In the first round of hyperparameter tuning, a
wide range of values are provided, such that an optimal range can
be identified for each hyperparameter. In the second round, values
within each optimal range are used to find the exact hyperparameter
values that minimize cross-validation error.

The finalized hyperparameter values are used to re-train the
model, which is then subject to performance evaluation. The out-
come of the evaluation is visualized as a CDF curve of the local-
ization error in the same manner as described in Section 6. The
sampled model is evaluated on the sampled testing set only, produc-
ing a sampled-sampled curve. The mean model is evaluated on both
the sampled and mean testing sets, producing mean-sampled and
mean-mean curves, respectively. As mentioned before, the valida-
tion set is excluded from evaluating the localization performance of
the mean models.

All machine learning and hyperparameter tuning algorithms are
executed using the corresponding APIs in scikit-learn.

7.1 Machine Learning-boosted Multilateration

In machine learning-boosted multilateration, the RSSI path-loss
model is replaced by a machine learning regressor to estimate dis-
tance based on RSSI measurements. The advantage of this approach
is that it assumes no prior knowledge of the complex RSSI-distance
relationship and conducts regression without the constraints of a
physical model.
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Table 4: Metrics of machine learning RSSI-distance regressors

MLP SVM K-NN
Sampled Mean Sampled Mean Sampled Mean

Sensor R2 MAE R2 MAE R2 MAE R2 MAE R2 MAE R2 MAE

s1 0.53 2.48 0.52 2.50 0.53 2.45 0.53 2.47 0.52 2.48 0.53 2.48
s2 0.64 2.05 0.64 2.05 0.63 2.05 0.63 2.06 0.63 2.12 0.64 2.07
s3 0.57 2.39 0.56 2.40 0.56 2.35 0.55 2.36 0.57 2.39 0.56 2.44
s4 0.68 1.92 0.67 1.93 0.67 1.89 0.66 1.92 0.67 1.89 0.67 1.92

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

(A) MLP

mlp-sampled-sampled
mlp-mean-sampled
mlp-mean-mean

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

(B) SVM

svm-sampled-sampled
svm-mean-sampled
svm-mean-mean

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

(C) K-NN

knn-sampled-sampled
knn-mean-sampled
knn-mean-mean

0 2 4 6 8 10
Localization Error (m)

0.0

0.2

0.4

0.6

0.8

1.0

CD
F

(D) Comparison

mlp-sampled-sampled
svm-sampled-sampled
knn-sampled-sampled

Figure 7: CDF curves of error in machine learning-boosted multilateration

The hyperparameters tuned for the MLP regressor are
hidden layer sizes, activation, and solver; C, kernel,
and gamma for the SVM regressor; and n neighbors, weights,
algorithm, and leaf size for the K-NN regressor. The maxi-
mum number of tuning iterations is 1,000 for the MLP, and 20,000
for the SVM and K-NN regressors.

Table 4 lists the R2 and MAE values for the machine learning
RSSI-distance regressors after two rounds of hyperparameter tun-
ing. Across machine learning algorithms, the sampled and mean
models exhibit similar performance. Across sensors, s4 exhibits the
lowest error, whereas s1 exhibits the highest error. This follows the
results from the RSSI path-loss model. Comparing the performance
between the machine learning and the RSSI path-loss models, we
observe that the former consistently outperforms the latter in terms
of MAE.

We use each machine learning RSSI-distance regressor to gener-
ate its corresponding multilateration model as described in Section
6.1. Figures 7(A), (B), and (C) demonstrate their localization per-
formance. Across all three machine learning algorithms, the models
have similar performance, which is not surprising, given the similar
performance in RSSI-distance regression mentioned above. The
mean-mean curve performs slightly better, which, as described in
Section 6, could be an artifact.

A comparison is also made among the best CDF curves across
the three methods (mean-mean curve excluded), as shown in Figure
7(D). There is little difference in localization performance among
them.

7.2 Machine Learning Classification of Reference
Points

Machine learning classification is an alternative to the traditional
fingerprinting method. A trained machine learning classifier takes
four RSSI measurements from a target device as input and produces
a predicted label as output. The label can be mapped to a refer-
ence point, which is considered the estimated location of the target
device.

The hyperparameters tuned for the MLP classifier are
hidden layer sizes, activation, solver, and alpha; C,
kernel, gamma, and decision function shape for the SVM
classifier; and n neighbors, weights, algorithm, and
leaf size for the K-NN classifier. The maximum number of
tuning iterations is 1,000 for all classifiers.
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Table 5: True and adjacent accuracy of machine learning classifiers

MLP SVM K-NN
Accuracy Sampled Mean Sampled Mean Sampled Mean

True 0.63 0.55 0.70 0.68 0.69 0.68

Adjacent 0.81 0.78 0.84 0.83 0.84 0.80
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Figure 8: CDF curves of error in machine learning classification

Table 5 lists the true and “adjacent” accuracy of each classifier
after two rounds of hyperparameter tuning. True accuracy repre-

sents the proportion of testing observations with correctly predicted
labels. Adjacent accuracy denotes the proportion of testing observa-
tions with predicted labels that either match the true labels or one
of the eight surrounding labels. The purpose of including adjacent
accuracy is to reveal the degree of inaccuracy when a wrong pre-
diction is made. Due to this intentional leniency, adjacent accuracy
is always better than true accuracy. Across machine learning algo-
rithms, the sampled model performs slightly better than the mean
model. MLP performs the worst, whereas SVM and K-NN have
similar performance.

Figures 8(A), (B), and (C) illustrate the localization performance
of all three algorithms. Across machine learning algorithms, the
sampled-sampled curve exhibits slightly better performance than
the mean-sampled curve, but the mean-mean curve tops them both,
with zero meter localization error more than 90% of the time. As dis-
cussed earlier, the exceptional performance exhibited by the mean-
mean curve is most likely an artifact. However, the exaggeration
in classification is much more pronounced than in multilateration.
This is due to the way we compute localization errors for classi-
fiers. Since we consider a correct match to a reference point as
being equivalent to zero meter localization error, we accumulate
many zero-error instances when evaluating the localization perfor-
mance of classifiers. These zero-error instances inflate the CDF
curves. In contrast, multilateration methods never exhibit zero meter
localization errors.

We also compare the best CDF curves across the three machine
learning algorithms, with the mean-mean curves excluded. Figure
8(D) shows the results, where SVM performs slightly better than
the others.

7.3 Machine Learning Regression of Coordinates

Machine learning regression of coordinates trains two RSSI-
coordinate regressors based on the x- and y-coordinates, respec-
tively. It allows direct quantitative estimation of a target device’s
position. Each regressor takes four RSSI measurements from an
observation as input and produces a pair of estimated coordinates as
output.

The hyperparameters tuned for the MLP regressor are
hidden layer sizes, activation, solver, and alpha; C,
kernel, and gamma for the SVM regressor; and n neighbors,
weights, algorithm, and leaf size for the K-NN regressor. The
maximum number of iterations is 1,000 for the MLP regressor, and
20,000 for the SVM and KNN regressors.
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Table 6: Metrics of machine learning RSSI-coordinate regressors

MLP SVM K-NN
Sampled Mean Sampled Mean Sampled Mean

Coordinate R2 MAE R2 MAE R2 MAE R2 MAE R2 MAE R2 MAE

x 0.84 1.24 0.83 1.30 0.91 0.71 0.82 1.29 0.91 0.71 0.88 0.97
y 0.86 1.16 0.85 1.24 0.90 0.74 0.85 1.21 0.91 0.71 0.90 0.80
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Figure 9: CDF of error with machine learning RSSI-coordinate regression

Table 6 lists the R2 and MAE values for the machine learning

RSSI-coordinate regressors after two rounds of hyperparameter tun-
ing. Across all regressors, the sampled model has better regression
performance than the mean model, which is likely due to the differ-
ence in training size. However, it is worth noting that the difference
in training set size does not affect the performance of the RSSI-
distance regressors (Section 7.1). A possible explanation of why
the RSSI-coordinate regressor is more sensitive to training set size
is that it is a more complex model (four features as input) than the
RSSI-distance regressor (one feature as input). Across algorithms,
the sampled models of SVM and K-NN perform slightly better than
that of MLP, while the mean model of K-NN outperforms that of
MLP and SVM. Between the two coordinates, y-coordinates gener-
ally have lower estimation error than x-coordinates. We speculate
that this is the result of how our testbed is prepared, where there is
more measuring variability in the x- versus y-axis.

Figures 9(A), (B), and (C) summarize the localization perfor-
mance of all three algorithms. Within MLP and K-NN, the sampled-
sampled curve performs slightly better than the mean-sampled curve,
but the mean-mean curve outperforms both. This aligns with our
earlier hypothesis that indicates performance exaggeration in the
mean-mean curve. However, in the SVM models, the situation is
surprisingly reversed. The sampled-sampled curve shows better
performance than the exaggerated mean-mean curve. This is most
likely due to the superior RSSI-coordinate regression performance
of the SVM sampled model compared to the SVM mean model.

We then compare the performance of the best CDF curves across
the three machine learning algorithms (excluding the mean-mean
curves), as shown in Figure 9(D). The results show that the sampled-
sampled SVM model performs the best.

8 Royal Rumble
To find the best-performing model overall, we juxtapose the best
model within each method (excluding the mean-mean curves) in
the same plot. If multiple models show equally good performance
within a particular method, a model is arbitrarily selected. The result
is shown in Figure 10. The axes are the same as before. The blue
curve corresponds to the best performant model in traditional multi-
lateration (sampled-sampled); the orange curve corresponds to the
best in traditional fingerprinting (v-mean-sampled); the green curve
corresponds to the best in machine learning-boosted multilateration
(mlp-sampled-sampled); the red curve corresponds to the best in
machine learning classification of reference points (svm-sampled-
smapled); and the purple curve corresponds to the best in machine
learning regression of coordinates (svm-sampled-sampled). Several
observations can be made.

First, the best machine learning models outperform the best
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traditional models. Specifically, machine learning-boosted multilat-
eration performs better than its traditional counterpart. Similarly,
machine learning classification performs better than traditional fin-
gerprinting. This is not surprising because machine learning meth-
ods can train regressors and classifiers based on RSSI measurements
without the constraints imposed by an underlying physical model.
It allows them to capture patterns that might be ignored in the
traditional methods.
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Figure 10: The best CDF curves of error among all methods

Second, the best non-multilateration models outperform the best
multilateration models by a wide margin. This is most likely due to
the nature of the multilateration methods, where two rounds of esti-
mation are involved: RSSI to distance and distance to coordinates.
Since each round of estimation incurs error, the multilateration
methods accumulate more error than the other methods, where only
one round of estimation is involved.

Third, except for fingerprinting, where there is no sampled-
sampled option, all of the CDF curves used for comparison in
Figure 10 are sampled-sampled curves. In other words, given the
same sampled testing set, the sampled models either outperform or
perform as well as the mean models for all methods. This result
answers the question raised at the close of Section 5: The benefit of
reduced random error in the mean training set does not outweigh
the costs of reducing the size of the training set.

Finally, for a localization model to function at the scale of a city
street, its error must be below a certain threshold. Ideally, the error
should be small enough to tell whether a target device has moved
from one business to another. Based on this reasoning, the best ma-
chine learning classifier (svm-sampled-sampled), the best machine
learning RSSI-coordinate regressor (svm-sampled-sampled), and
the best traditional fingerprinting (v-sampled-sampled) are the best
candidates, as they all exhibit above 90% probability of having four
meters or less localization error. However, future research must
examine their spatial robustness (e.g., does the model work outside
the testbed?) and temporal robustness (e.g., does the model work
on data collected a week or a month later?).

9 Conclusion
In this paper, we have systematically evaluated the localization
performance of several RSSI-based passive localization methods

using data collected in a semi-controlled, obstruction-free outdoor
environment. The methods include two adaptations of traditional
active localization methods (multilateration and fingerprinting) and
three machine learning methods (machine learning-boosted multi-
lateration, machine learning classification of reference points, and
machine learning regression of coordinates). The results show that
the machine learning methods perform better than the traditional
methods. Further, the SVM sampled model in the classification-
based approach, the SVM sampled model in the RSSI-coordinate
regression-based approach, and the traditional fingerprinting ap-
proach seem to have sufficiently good performance to be considered
for use in real-world mobility monitoring. However, several limita-
tions in formulating and evaluating these methods must be addressed
and improved upon in future research.

First, all the models in this paper are trained and tested on data
collected in a five-hour window on the same day. In practice, we
have documented and verified that RSSI measured under identi-
cal emitter, sensor, and visible environmental conditions exhibits
temporal variability [28]. Thus, a localization model must possess
temporal robustness such that the time of data collection is irrele-
vant to its performance. Further, the exceptional performance of the
mean-mean curves in almost all models appears to be an artifact due
to the information overlap between the mean testing and training
sets. It will be interesting to see whether the mean-mean curves
remain exceptional when the mean testing set comes from data col-
lected during a different session. Future research will pursue this
evaluation.

In addition, the data used in this paper were collected in a near-
ideal environment, free of obstructions and adverse weather events.
We have yet to include samples with missing data in the analysis
(e.g., three instead of four RSSI measurements in a sample). How-
ever, signal noise and incomplete data are inevitable in practice.
Thus, future research will investigate how model performance de-
teriorates when data are collected with missing features (e.g., not
all sensors capture a probe request), under unfavorable weather
conditions (e.g., rain), in the presence of obstructions (e.g., walls,
people), or with interference from other devices.

Relatedly, all the models trained in this paper are based on data
collected by exactly four sensors. This presents a scalability issue,
in which the addition or removal of a few sensors could require
model re-training. Since scaling sensor deployments up and down
is not uncommon, future research will focus on generating models
resistant or adaptable to small changes in sensor availability.
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Stéfan van der Walt, Jarrod Millman, editors, Proceedings of the 9th Python in
Science Conference, 56 – 61, 2010, doi:10.25080/Majora-92bf1922-00a.

[27] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cour-
napeau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der
Walt, M. Brett, J. Wilson, K. Jarrod Millman, N. Mayorov, A. R. J. Nel-
son, E. Jones, R. Kern, E. Larson, C. Carey, İ. Polat, Y. Feng, E. W. Moore,
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In recent years the development of autonomous vehicles has increased tremendously and a
variety of methodologies had been applied to make them more safe and secure. This work
shows a multilevel approach combining Failure Mode, Effects and Criticality Analysis of an
autonomous railway system with sociological and technical aspects to support safe operations
and human-machine interactions in the field of autonomous railway systems. This approach
includes all relevant technical components, as well as the assessment of measures for a safety
process based on the Failure Mode, Effects and Criticality Analysis. We applied the Persona-
Roberta model to assess safety aspects at the interface between humans and machines and
applied both results to establish training materials. The results provide answers to questions
about the avoidance of technical errors, discussions on security and safety aspects and shows
organizational development tools for accident prevention. In the future the created knowledge
will be used to improve trust in digital solutions and Cyber-Physical Systems.

1 Introduction

This paper is an extension of work originally presented in 2021 at
the 5th International Conference on System Reliability and Safety
(ICSRS) [1]. In the paper entitled ”Knowledge Based Training De-
rived from Risk Evaluation Concerning Failure Mode, Effects and
Criticality Analysis in Autonomous Railway Systems” the following
four topics have been discussed:

• Railway vehicles, autonomous systems, safety & security,
risk mitigation

• Development of a component meta-model ( Figure 1)

• Risk evaluation with Failure Mode Effects and Criticality
Analysis (FMECA)
focused on technical and social aspects and the combination
of these aspects to find solutions for minimizing risks

• Finding a solution to the issues of interaction between au-
tonomous systems, Cyber- Physical Systems (CPS) and hu-
mans (Persona–Roberta model)

In thier work [2] looked at a meta-model that would assist the de-
velopment of Cyber-Physical Systems (CPS) which are to be used to
manage and control autonomous train systems on auxiliary railway
lines in a safe and secure manner. In doing so, they discovered that
most meta-models do not meet the particular requirements of the
railway domain, particularly when focusing on the integration of the
combination between safety and security issues. Our meta-model,
which was developed in response to these findings, incorporates
a wide range of particular technological and sociocultural factors
as well as their interoperability. It serves as the foundation for the
study described in this publication . In the extension for this article,
the authors would like to discuss aspects of the research process
in the interaction between CPS and people working at an operat-
ing site regarding safety and security aspects. This also concerns
tools for developing trust and trustworthiness in technology and
CPS. Therefore, we developed training materials for different target
groups, which are working with and within these systems in differ-
ent positions. For that, it is important to understand, which person
has tacit knowledge and can decide actions and which person can
only operate along a guideline.

The authors have been conducting research on the topic of au-
*Corresponding Author: Clemens Gnauer, Campus 1, A-7000 Eisenstadt, 0043577055471 & clemens.gnauer@forschung-burgenland.at
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tonomous rail-bound vehicles on branch lines in Linz, Austria for
over a total of 18 months. The overall project duration of the re-
search project in which the presented research had been conducted
was three years from August 2019- January 2021. Through direct
access to the practical use of the planned autonomous system, safety
aspects have been comprehensively discussed in the project. The
authors overall objective is to connect social, technical and legal
issues in an integrative way to achieve greater safety and security
for humans and machines in autonomous systems.

Based on the data and research reports on technology acceptance
and social issues in technology social research, a mixed methods
approach was chosen, which helps to illuminate the research object
with different methods according to the grounded theory [3]. Mixed
methods research is often used in the behavioural, health, and so-
cial sciences, especially in multidisciplinary settings and complex
situational or societal research. This approach is chosen when data
is to be collected using different methods. These can be quantitative
and qualitative methods, but they are not used side by side or in
parallel, but triangulated to produce results. In the present research
project, this approach was the right one, as the research question
asks for social and technical aspects and interdisciplinary cooper-
ation was used. Therefore, desk research methods were used to
evaluate existing literature along categories of technical and social
aspects. Based on the results, discussions were held with experts to
generate information for the development of the Persona-Roberta
model indicators. Furthermore, with this basis, the existing FMECA
was extended to include social aspects. The aim of all these steps
was to extend the error correction measures on the technical side to
include social correction measures. These are the training materials
developed from these steps, which in turn were fed from the tacit
knowledge of the people responsible for the operation. In this way,
a knowledge cycle was created to move from person-controlled
rail-based operation to safe autonomous operation.

Doing this we set the following research objectives:

• Implementing social aspects to support the technical develop-
ment of an autonomous railway system

• Extension of FMECA with design thinking methods

• Development of training concepts and materials to ensure safe
and secure operation for humans and machines interacting
with rail-bond vehicles

The rest of the paper is structured as follows. In section 2,
relevant related scientific literature on the subjects of autonomous
railway vehicles, FMECA and training materials and the Persona-
Roberta model are presented. The next section 3 presents all objects
used in the FMECA, failure mitigation and improvement opportuni-
ties in detail, followed by section 4, where training materials derived
from the FMECA are presented. In the conclusion, a summary of
the research is given and further research is presented.

2 Related Works

2.1 Autonomous Railway Vehicles

Recent technological improvements have led to more focus on the
sector of autonomous vehicles. A variety of technologies are con-

tributing to the progress of projects and research in this fields. When
considering autonomous driving, roughly three parts, scene recog-
nition, path planning and vehicle control are required [4]. While
the first demands localization, object-detection and object-tracking
algorithms, the second uses motion and mission planning. The latter
makes use of the motion planner and uses path following. All these
components use algorithms to aid and enable autonomous driving
for vehicles. Regarding the railway sector, a variety of projects
have targeted different aspects of autonomous driving for trains and
railway vehicles, such as self-driving trains, autonomous train sys-
tems and others. Technologies such as the Internet of Things (IoT),
AI, Dedicated Short-Range Communication (DSRC) and Positive
Train Control (PTC) all enhance the autonomy of railway vehicles.
Various work in the field of autonomous railway vehicles have been
done in academia already. Speed scheduling for autonomous rail-
way vehicle control systems has been researched using a variety of
algorithms such as Neural Network [5], Neuro-Fuzzy systems [6],
fuzzy interference system [7]. They propose the need for a secure
and safe operation of trains enabled by an AI supported system.

Autonomous railway vehicles can be classified based on four
Grades of Automation (GoA) [8]. GoA 1 describes controlled man-
ual operations where the driver manually drives the train, opens
passenger doors, etc. and is supported by a safety system, the Auto-
matic Train Protection (ATP). GoA 2 includes automatic braking
and change of rail tracks, etc. but is still dependent upon a driver.
GoA 3 represents trains that operate autonomously but need a driver
to attend the train, be onboard and take control in case of an emer-
gency. GoA 4, however, are fully autonomous trains without a driver
present. A lot of progress has been done in recent years regarding
fully autonomous train systems. Rio Tinto, for examples, uses fully
automated trains for its iron-ore freights in Pilbara, Australia. The
system, called AutoHaul, operates 50 automated and unmanned
trains on a 1500 km railroad, reducing time and costs [9].

In a recent work by [10], autonomous maintenance technologies
for localisation and navigation have been presented. Respective
technologies, such as on-board sensors, like Inertia Measurement
Unit (IMU), tachometers, satellite-based position systems and cam-
eras are used to identify the exact location, speed and other factors
regarding the trains. In a further step, these technologies can be used
for autonomous movement and driving of a train, as expressed by
[11], for monitoring passengers and goods as well as trains and other
systems. These advancements and technologies, however, bring up
further issues regarding safety of humans, passengers in particular,
and other objects involved that are interacting in one way or the
other with an automated/driverless railway vehicle or corresponding
control system. These factors need to be addressed appropriately.

2.2 Failure Mode Effects and Criticality Analysis

The Failure Mode and Effects Analysis (FMEA) is a formalized
method that enables the identification of possible failures of compo-
nents of an overall system and their further classification based on
root causes, failure modes and estimation of risk [12]. Therefore,
errors are identified for specific objects of a system and techni-
cal effects for this error are described as well as possible reasons
for the respective errors. In this article, we present results from
a special form, the Failure Mode Effects and Criticality Analysis
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(FMECA)that additionally includes a Criticality Analysis. This is
represented in the risk priority number (RPN) assigned to each risk
for each failure. The RPN is calculated by multiplying severity,
occurrence and detection rates for each failure [13], [14].

When looking at scientific research in the field, FMECA has
been applied in various areas of railroad systems. For example, in
[15] author conducted an FMECA assessment for heating, ventila-
tion and air conditioning (HVAC) systems of transportation railway
systems. They identified the main criticalities and in a further step
applied a new analytical method to identify a threshold risk value.
In their study, [16] used an FMECA on the passenger door systems
of railroad rolling stock. Additionally, they looked at inexpensive
and reliable criteria in that context and developed a mileage-based
preventive maintenance program to lessen failure recurrence.

To find an optimum FMECA process and methodology for rail-
road systems, [17] have done a structured evaluation of various
FMEA approaches. As a result, they contrasted the approaches and
traits of the FMECA standards MIL-1629a, SAE-J1739, and IEC-
60812 for use in the automotive, electronics, and military industries,
respectively. They discovered that each was deficient in certain
components necessary for a comprehensive approach to FMECA
for train systems, and, as a result they combined elements of fail-
ure modes (SAE-J1739), maintenance analysis (MIL-1629a), and
localization of impacts (IEC-60812). These examples demonstrate
that research in this area is ongoing, however it appears that there
are no studies that examine the social implications of risk reduction
and error correction in FMECA. This gave us even more motivation
to pursue improved FMECA research in the railway industry and
incorporating social measures for error correction.

2.3 Training materials and the Persona-Roberta Model

The chosen models of error analysis (FMECA) and the developed
Persona–Roberta model make it clear that it is relevant and impor-
tant to seriously work on these levels in order to create meaningful
error correction measures, but also training and work documents for
the executing employees.

It is known from models of technology assessment that an aware-
ness of the possible consequences of a technical implementation,
but also of a human action, must be comprehensively created. These
models are complemented by technology acceptance approaches
that help to convey assessment processes or develop teaching tools
for the people concerned. Acceptance is the subject of numerous
scientific studies. One of the best-known models for explaining
acceptance is the Technology Acceptance Model (TAM) [18]. This
model describes the acceptance of new technology in IT. Technol-
ogy interacts strongly with the product, the application of knowl-
edge and with the development of a product. Both terms structure
technology developments and the access of people to these devel-
opments. This approach is the basis for the further development of
the Persona-Roberta model chosen in the research project, because
as the error analysis and the development of the error correction
measures (FMECA) show, in addition to technical knowledge, it
also - or above all - requires trust in the new technology.

Knowledge about acceptance requires knowledge about the at-
titudes of the counterpart and in order to make these visible, the
aforementioned model of Persona(s) was chosen. Interactions be-

tween people and technology (human-machine) require an exact
understanding of precisely these interactions. For this purpose, the
Persona(s) model can be extended to the Robertas, which makes
interfaces and interactions between these two systems visible. In the
present use case - in the case of self-propelled rail-bound vehicles
in connection with industrial production, this existing knowledge
of the employees must be recognised, used and further developed
in order to ensure safe - in the sense of error- and accident-free -
operations. In the research project, established models were further
developed and combined by the various disciplines represented in
order to find customised solutions. The combination of FMECA
theory, TAM-models and the Persona–Roberta model allowed the
derivation of proposals for the development of communication tools
and training materials for the staff concerned.

”In the future, there will be a co-existence between humans and
machines. ( ) The relationship (...) will therefore be crucial for the
experience” [19]. This pattern is also about trust in the machine
(sensors, camera, IoT, ...) , about knowing how it works and about
the impact of the interaction with his Persona as an expert for au-
tonomous railways. The development of the Persona(s) supported
the research process and made it possible to draw on the generated
ideas of possible expectations and fears. This is important, because
one result of fear could be errors or wrong reactions in the event of
a malfunction, which must be avoided. For this reason, the Persona
model was expanded and shows in detail the possible interactions
between human and machines. The development was based on the
Persona-Robona model in [20] and makes it possible to describe and
understand relationships between the systems that are responsible
for a smooth process. At the same time, required knowledge mod-
ules, expertise and communication requirements become visible,
which can subsequently be addressed through training measures
[20].

3 Results of Failure Mode Effects and Crit-
icality Analysis

In this section, the FMECA objects identified in the research project
[1] are presented and their respective RPNs and technical, as well
as socio-technical error corrective measures are displayed.

The research concentrated on auxiliary railway lines, while es-
pecially focusing on aspects of security and safety related to this
form of railway transportation. In this matter, the authors present
the autonomous railway vehicle as an exemplary extract from the
proposed autonomous railway system. Figure 1 shows the compo-
nents of the respective component of an autonomous railway vehicle.
For each component of the meta-model the conducted FMECA is
presented, including technological as well as socio-technical error
correction measures.

3.1 Camera

When it comes to retrieving information about surroundings, cam-
eras represent one of the most common technologies. They repre-
sent a component that is comparatively cheap but has a significant
impact on the perception of the surroundings. In this sense we
are not talking about a simple camera but a component capable of
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processing image data in order to detect and identify potential ob-
stacles such moving humans or static objects. In combination with
other components a camera can contribute to the decision making
within an automated vehicle and therefore, has a vital impact on the
safety[21].

Figure 1: Subcomponents of the autonomous railway vehicle as a component of the
meta-model

Figure 2: Camera object from FMECA

For a graphical depiction of the result of the FMECA for the
object camera see Figure 2. When we connect the camera compo-
nent to the FMECA, we identified the following possible errors: a
defect on the camera itself, an unclean lens or an error in the power
connection. The possible technical effects of the error defect on the
camera itself are, firstly, that obstacles are not recognized, secondly,
pictures are not displayed correctly, or lastly, that there are no ac-
tion possibilities in case of missing pictures. Possible reasons for
the above-mentioned errors are accidents caused by fallen objects,
deposits on the lens or damages on the power cables. Regarding the
estimation of the potential danger as well as possible measures for
error prevention, we evaluate the error possibilities with the metrics
occurrence (O), severity (S) and detection (D). For each of them we
developed a metric corresponding to the potential occurrences of er-
rors, as well as to the risk of severity and detection in several rounds
based on the respective expert knowledge of the entire project team.

The RPN determined was assigned to three categories with the help
of an ABC analysis. The first category is reserved for RPNs between
0 and 299, where the risk is assessed as low and will be accepted.
The second category is for RPNs between 300 and 749, where the
risk is assessed as medium and, thus, taking measures to omit the
failure mode is recommended. The third category is for RPN from
750 to the maximum possible RPN of 1000, the risk is assessed as
high and, thus, assessed that an action is necessary, since on this
level people could be in danger [1]. Doing this we receive the RPN
for each scenario. In the shown case of the camera, we receive the
RPN 240 for ”obstacles are not recognized” caused by a ”defect on
the camera itself”, the RPN 56 for ”pictures are not displayed cor-
rectly” caused by an ”unclean lens” and the RPN 180 for ”no action
possibilities in case of missing pictures” caused by an ”error in the
power connection”. For the high-risk areas identified in this way,
troubleshooting measures will be developed in a separate next step.
For all possible errors listed in the FMECA, measures have also
been taken to reduce the cause of errors within the system. These
measures are divided into technical and sociological measures [1].
For the technical corrective measure, we determine tasks to protect
the camera and/or lens to eliminate the possibility of a defect of the
camera or lens. To avoid the possible errors induced by unclean
lenses we can clean the lens and/or use self-cleaning lenses and/or a
built-in redundancy by using a second camera. To avoid an error in
the power connection we focus on the opportunities of alternative
ways and areas for the installation, as well as a safer installation of
the power chords and/or implementing a redundant power supply.
As socio-technical corrective measures we determine the following
actions to increase the safety level of the object camera. Continuous
interaction between Persona(s) and Roberta(s) to detect possible
defects on the camera and/or lens as soon as possible.

3.2 Real Time Kinematics Global Positioning System

Global Navigation Satellite Systems (GNSS) offer various ways
of positioning solutions. One of which is standalone Global Po-
sitioning System (GPS). It utilizes signals retrieved from a radio
link to calculate the current position [22]. However, standalone
GPS provides an accuracy of only 2-5 metres [23] and therefore
does not represent the up-to-date best solution when it comes to
automating vehicles. Consequently, other solutions to determine
the position more accurately were invented. With Differential GPS
(D-GPS) a more precise position can be calculated. By adding a
reference station whose position is known, an additional stationary
point can be added to the calculation [24]. Thus, the moving object
receives information from the satellites as well as the reference sta-
tion which enables a precision of 0.3-0.8 meters [23]. The currently
most advanced version of GNSS based position detection is Real
Time Kinematics (RTK). They are based on the same principles as
D-GPS but involve sophisticated computations and formulas during
the course of processing the data. With RTK accuracies of 1-5
centimetres can be achieved [23].

For a graphical depiction of the result of the FMECA for the ob-
ject Real Time Kinematics Global Positioning System see Figure 3.
When we connect the Real Time Kinematics RTK-GPS component
to the FMECA, we identified the following possible errors: a loss of
the power connection to the RTK-GPS and a loss of the possibility
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to connect to the reference station.

Figure 3: RTK object from FMECA

The possible technical effects of the error loss of the power
connection are, firstly, that the position of the autonomous vehicle
is unknown and, secondly, incorrectly displayed positions of the au-
tonomous vehicle. Possible reasons for the above-mentioned errors
are damages on the power cables and/or damages on the reference
station. Regarding the estimation of the potential danger as well as
possible measures for error prevention we evaluate the error possi-
bilities with the metrics occurrence (O), severity (S) and detection
(D). For each of them we developed a metric corresponding to the
potential occurrences of errors as well as to the risk of severity and
detection. Doing this we received the RPN 96 for damages on the
power cables and the RPN 144 for damages on the reference station.

3.3 Light Detection and Ranging Sensor

In the past Light Detection and Ranging (LiDAR) was utilized in
areas such as measuring ground topography, vegetation canopies or
predicting forest stand structures [25]. Nowadays the application
field of LiDAR has adapted towards automation and autonomous
vehicles. With LiDAR one can measure the distance to targets which
might be potential obstacles. This is done by directing a laser onto
surfaces within the environment and measure the time-of-flight, i.e.
the time needed for the reflected light to return to the light source
[26]. Moreover, the change in wavelength is considered. This
way, the environment can be scanned and a digital representation
of the surroundings is generated. Especially, when thinking about
autonomous systems such as robots, vehicles or railway vehicles it
becomes apparent that static information and manual measurements
are not sufficient, as an up-to-date representation of the current
surrounding of the automated entity is required. Therefore, LiDAR
takes care of remote sensing in terms of obstacle detection by scan-
ning the environment for autonomous vehicles and other objects
and plays an essential role in automatically navigating through a
given path.

Figure 4: LiDAR object from FMECA

For a graphical depiction of the result of the FMECA for the
object Light Detection and Ranging Sensor see Figure 4. When we
connect the Lidar Sensor to the FMECA, we identify the following
possible errors: obstacle is overlooked, broken sensor, lost power
connection to the LiDAR sensor, distance measurement does not
work, EMERGENCY STOP sensors trigger at the wrong time, al-
though there is no danger, EMERGENCY STOP sensors are not
triggered in the event of danger and positioning at the parking po-
sition, blast furnace or steel mill does not work at the wrong time.
The possible technical effects of these errors are: crash with ob-
stacle, Sensor values are not forwarded or forwarded incorrectly,
no response from LiDAR sensor, crash with obstacle, availability
is limited and ,thus, autonomous operation is difficult, danger to
persons and damage to property possible and end of journey unclear.
Regarding the estimation of the potential danger as well as possible
measures for error prevention we evaluate the error possibilities
with the metrics occurrence (O), severity (S) and detection (D). For
each of them we developed a metric corresponding to the potential
occurrences of errors as well as to the risk of severity and detection.
Doing this we received the RPNs from left to right RPN 160, RPN
294, RPN 48, RPN 252, RPN 96, RPN 810 and RPN 72. For the
technical corrective measures, we determine tasks to protect the
LiDAR Sensor. To avoid the ”possible error obstacle is overlooked”
we compare speed measurement using GPS data, plausibility checks
and comparison with other sensors to avoid broken sensors and a
safer installation of the power connections to avoid errors in the
power connection to the LiDAR Sensor. To avoid ”the possible error
distance measurement does not work” we install sensors alterna-
tively and/or install self-cleaning capabilities for the LiDAR unit
(e.g. ultrasound). To avoid ”EMERGENCY STOP sensors trigger
at the wrong time, although there is no danger” as well as ”EMER-
GENCY STOP sensors are not triggered in the event of danger”,
we use certified systems and/or carry out certification, redundancy
and avoid that ”positioning at the parking position, blast furnace
or steel mill does not work at the wrong time” we install two sep-
arate LiDAR sensors for important positions. As socio-technical
corrective measures we determine the following actions to increase
the safety level of the system Lidar Sensor. In case of ”obstacle is
overlooked” the Persona(s) must not intervene, in case of ”broken
sensor” limiting values should be set and training measure on this
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table / knowledge, in case of ”lost power connection to the LiDAR
Sensor” one has to check the cable sheathing for visible damage.
In case of ”distance measurement does not work” the sensors must
be cleaned at regular intervals. In case of ”EMERGENCY STOP
sensors trigger at the wrong time, although there is no danger”
and ”EMERGENCY STOP sensors are not triggered in the event
of danger” a measure is to train the operating people and in case
of ”positioning at the parking position, blast furnace or steel mill
does not work at the wrong time” regular test intervals should be
integrated.

3.4 Inertial Measurement Unit (IMU)

Inertial Measurement Units (IMU) are utilized in a variety of to-
day’s technical systems. Most commonly, IMUs are applied in the
automotive and aerospace sector. But even smartphones rely on the
technology to measure velocity, acceleration, rotation and gravita-
tional force [27]. An IMU relies mainly on two types of sensors.
An accelerometer capable of measuring the inertial acceleration
and a gyroscope aimed at detecting the angular rotation. Alongside
a given starting location e.g. retrieved via D-GPS or Real Time
Kinematics GPS an IMU can give information about a vehicle’s
position and even orientation. For this, linear and angular accelera-
tion measurements are used to improve the precision of the location
determination. Some newer IMUs even integrate a magnetometer
to further boost the gyroscope measurements [28] , [29]. Moreover,
IMUs in contrast to cameras, LiDARs or other sensing components
need no exposure to the outside and can be mounted at any part of
the vehicle and are not affected by outside conditions. [29]. Con-
sequently, they can aid in a precise localization of an autonomous
railway vehicle, especially in areas where other types of sensors
reach their limits e.g. in tunnels where the GPS signal is lost.

Figure 5: Inertial Measurement Unit object from FMECA

For a graphical depiction of the result of the FMECA for the ob-
ject Inertial Measurement Unit see Figure 5. When we connect the
Inertial Measurement Unit IMU to the FMECA, we identified the
following errors: ”broken sensor”, ”incorrectly proceeded input”,
”incorrectly proceeded output” and ”errors in the power connection”.
The possible technical effects of the error ”broken sensor” are that
values are not forwarded or forwarded incorrectly. The technical

effect of the error ”incorrectly proceeded input” is that the needed
precision is not given. The technical effect of the error ”incorrectly
proceeded output” is that wrong information is used for further ac-
tions and the technical effect for ”error in the power connection” is
that there is no action possible for the IMU. Possible reasons for the
above-mentioned errors are: incorrectly calibrated sensors, wrong
inputs, wrong outputs and damages on the power cable. Regarding
the estimation of the potential danger as well as possible measures
for error prevention we evaluate the error possibilities with the met-
rics occurrence (O), severity (S) and detection (D). For each of them
we developed a metric corresponding to the potential occurrences
of errors as well as to the risk of severity and detection. Doing
this we received the RPNs from left to right in Figure 5 RPN 72,
RPN 64, RPN 64 and RPN 48. As technical corrective measures we
determine tasks to protect the IMU to eliminate the possibility of
failure. In this case we determine the calibration of the monitors to
avoid broken sensors, test drives before first usage, to avoid incor-
rect inputs as well as incorrect outputs and alternative ways for the
installation, as well as a safer installation of the power connections.
As socio-technical corrective measures we determine the following
actions to increase the safety level of the system IMU. To avoid
errors in the calibration we define ”table of values for calibration
and develop training measure on this table/knowledge”. To avoid
incorrect inputs, we identified the measure ”define error table and
train the Persona(s)”. To avoid incorrect outputs, we set up error
correction measures using Robertas. At the Persona level we train
the knowledge of recognizing and adapting faulty programs and
to avoid errors in the power connection, we implement continuous
cable sheathing checking.

3.5 Inertial Sensor

For a graphical depiction of the result of the FMECA for the object
Inertial Sensor see Figure 6. When we connect the Inertial Sensor
to the FMECA, we identified the following possible errors: ”no data
output”, ”a broken sensor”, ”incorrect values”, ”errors in the power
connection”.

Figure 6: Inertial Sensor object from FMECA

The possible technical effects of the error ”no data output” is that
data won’t be forwarded. The technical effect of the error ”broken
sensor” is that values are not forwarded or forwarded incorrectly.
The technical effect of the error ”incorrect values” is that incorrect
values are passed on and the technical effect of an error in the power
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connection is that there is no response from the Inertial Sensor.
Possible reasons for the above-mentioned errors are damages in the
cables, broken sensors, incorrectly calibrated sensors, and damages
on the power cable. Regarding the estimation of the potential danger
as well as possible measures for error prevention we evaluate the
error possibilities with the metrics occurrence (O), severity (S) and
detection (D). For each of them we developed a metric correspond-
ing to the potential occurrences of errors as well as to the risk of
severity and detection. Doing this we received the RPNs from left
to right in Figure 6 RPN 48, RPN 72, RPN 120 and RPN 48. As
the technical corrective measure, we determine tasks to protect the
Inertial Sensor to eliminate the possibility of failure. In this case we
determine an alternative installation of the cables to avoid the error
of ”no data output”, plausibility checks and comparison with other
sensors to avoid ”broken sensor”. To avoid ”incorrect values”, we
implement regular intervals for calibration and to avoid errors in the
power connection we implement a safer installation of the power
connections. As socio-technical corrective measures we determine
the following actions to increase the safety level of the system Iner-
tial Sensor. To avoid errors in the power connection we implement
continuous cable sheathing checking. To avoid errors caused by a
broken sensor we set limits of values and develop training measures
on this table/knowledge. To avoid incorrect values, we define an
acceptable range of values and train the Persona(s). To avoid errors
in the power connection we implement trainings to identify and
know the exact locations of power cables and which measures must
be taken to start emergency power supply.

3.6 Gateway

A Gateway or network gateway is used to establish communication
between networks. It represents a hardware component capable
of addressing a host potentially unknown to the user and enables
the exchange of data with various other components. In our use
case, we require a gateway for the automated railway vehicle to
communicate with the infrastructure, provide information as well as
receive information in terms of controls and reactions. Gateways
find multiple applications in networking and in the area of IoT [30],
[31].

Figure 7: Gateway object from FMECA

For a graphical depiction of the result of the FMECA for the
object Gateway see Figure 7. When we connect the Gateway to the
FMECA, we identified the following possible errors: ”data will not
be transmitted”, ”distribution in the data transmission”, ”errors in

the power connection”. The possible technical effects of the error
”data will not be transmitted” are that movement commands are
not executed. The technical effects of a distribution in the data
transmission are that data records are not accepted and the technical
effect of an error in the power connection is that that there is no re-
sponse from the Gateway. Possible reasons for the above-mentioned
errors are interruptions in the data line, faulty data timestamps and
damages on the power cables. Regarding the estimation of the
potential danger as well as possible measures for error prevention
we evaluate the error possibilities with the metrics occurrence (O),
severity (S) and detection (D). For each of them we developed a
metric corresponding to the potential occurrences of errors as well
as to the risk of severity and detection. Doing this we received
the RPNs from left to right in Figure 7 of RPN 140, RPN 90 and
RPN 36. As the technical corrective measure, we determine tasks to
protect the Gateway to eliminate the possibility of failure. To avoid
the possible error that data will not be transmitted, we implement a
query to the ECU if data flow is available. To avoid a distribution in
the data transmission, we implement timestamp sanity checks and
to avoid errors in the power connection we implement continuous
cable sheathing checking. As socio-technical corrective measures
we determine the following actions to increase the safety level of
the system Gateway. To avoid errors that data will not be transmit-
ted we train the employees on how to recognize that data lines are
broken and require a response. To avoid a distribution in the data
transmission we implement alerts that show when timestamps are
incorrect and train the employees to pay attention to these alerts.
To avoid errors in the power connection, we implement continuous
cable sheathing checking.

3.7 Electronic Control Unit

For a graphical depiction of the result of the FMECA for the object
camera see Figure 8. When we connect the Electronic Control Unit
(ECU) to the FMECA, we identified as possible errors a mechanical
damage, a big in the control software, a software update error, and
errors in the power connection.

Figure 8: Electronic Control Unit object from FMECA

The possible technical effects of the error mechanical damage
are broken ECU. The technical effect of the error bug in the control
software is a crashed ECU. The technical effect of a software update
error is that the ECU cannot fulfil their control function and the
technical effect of an error in the power connection is that there is no
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response from the ECU. Possible reasons for the above-mentioned
errors are loosened solder joints, incorrect input validations, wrong
software updates and damages on the power cable. Regarding the
estimation of the potential danger as well as possible measures for
error prevention we evaluate the error possibilities with the metrics
occurrence (O), severity (S) and detection (D). For each of them
we developed a metric corresponding to the potential occurrences
of errors as well as to the risk of severity and detection. Doing
this we received the RPNs from left to right RPN 162, RPN 168,
RPN 252 and RPN 120. For the technical corrective measure, we
determine tasks to protect the ECU to eliminate the possibility of
failure. In this case we determine a safer installation for the ECU
and/or the usage of covers, defensive programming and intensive
testing, a functional check after software updates with the staggered-
update-system and a safer installation of the power connections.
As socio-technical corrective measures we determine the following
actions to increase the safety level of the system ECU. To avoid
errors in the calibration we define table of values for calibration
and develop training measures on this table/knowledge. To avoid
mechanical damages, we define scheduled controlling and train the
Persona(s). To avoid a crashed ECU, we implement trainings for
the software developers and integrate of acceptance procedures. To
avoid software update errors, we implement event-related controls
at the Persona level and to avoid errors in the power connection we
implement continuous cable sheathing checking.

3.8 Combining multiple sensor data for safety au-
tonomous driving

In the previous chapter multiple sensor types were pointed out. Cam-
eras, RTK GPS , LiDAR and IMUs were picked as an example to
clarify the need of different types of sensors for localization and
obstacle detection. Especially, in autonomous/automated (railway)
vehicles sensors represent a vital factor when it comes to perceiv-
ing surroundings and position detection. From a safety perspective
there must also be a redundancy within these components in case
of failure. The components must be either present multiple times
or another component can take over in terms of failure. However,
this also requires ways to identify failures, on the one hand, and to
be able to correct them, on the other hand. Therefore, data from
multiple sensors must be combined in order to enable thorough
decision making. This is also called sensor fusion [32]. With sensor
fusion data from multiple sensors can be analysed and incorporated.
In our case information is exchanged with the infrastructure over
a gateway. Thus, yielding additional data for the sensor fusion to
compute. Moreover, discrepancies between sensors can be identi-
fied and corrected. This way, information from contradicting data
sources can be identified and data from various sources enables
precise decision making.

4 Development of training materials

4.1 Persona-Roberta model

The interaction between humans and machines is illustrated by the
Persona-Roberta model in Figure 9). It shows, what interactions

there are between the systems that have to work together in auto-
mated operation and do flawlessly so as not to put anyone in danger.
On one side are Personas that act as a model and in the analysis of
the possible social factors that can act in the cooperation. These
include social categories that characterise a person, an employee,
such as his or her age and language, but also his or her professional
experience or position in the company. All these factors have an
influence on their actions and their understanding of the overall
system, but also on their willingness to learn and develop, which
is necessary as technical and organisational systems evolve. On
the other hand, the Roberta model helps to understand which dif-
ferent technical systems are used, which knowledge is required to
operate and understand them and which errors can also occur. This
knowledge about the technical processes and systems is necessary
to recognise errors and to prevent them before they cause damage.
In this field of the model, we have to link it with the FMECA to
find solutions for a safe operation at any time. These insights help
to connect the measures for error elimination with concrete human
knowledge and to take appropriate measures. Critical errors can
only be eliminated on a conditional technical basis with suggestions
in FMECA. This modelled mapping can be used for the develop-
ment of error correction measures related to the FMECA as well
as for the development of training measures. These should make
particular reference to the interfaces and interactions between these
systems and design training measures accordingly.

Figure 9: Persona-Roberta model

4.2 On-the-job training

Based the theoretical groundwork presented in Section 2 and expert
discussions with the industry partners, a training concept was de-
veloped that empowers people to gain confidence in the machine
and to make the right decisions based on their experience. For the
development of the first draft of the training concept, learning the-
ory principles and organisational learning as well as the generated
error correction measures from the FMECA were used. Thus, a
sound safety concept is a basis of the training concept that helps
to comply with safety standards. Furthermore, responsibilities are
clearly addressed to persons who bring in existing experience, but
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who can also be trained specifically for new requirements.
In order to be able to develop training measures as precisely as

possible, it needs:

• Document analysis of work instructions

• Overview of safety guidelines

• Analysis of current training folders

• Interviews or participatory observations

It is also clear that in system-theoretical adult education or
systemic-constructivist didactics, no lectures and conversions [33]
should happen, but to put self-direction and the learning of the indi-
vidual person as knowledge carrier in the centre. This is also about
the possibility of co-developing training measures [34].

It can also be recommended that training should include a mix
of formal and informal teaching steps and that ”learning on-the-job”
should be established. In any case, any documents produced should
be continuously revised in order to incorporate technical changes
/ further developments, but also to bring new teaching methods
and knowledge of the knowledge bearers into training documents.
Building on the knowledge management approach to learning or-
ganisations, the following initial concept of training or planned
documentation was developed. In [35], the author have bridged or-
ganisational development and organisational learning with the field
of enterprises as For-Profit-Organisations and their highly struc-
tured and determined process for learning environments. In [36],
the author calls for the necessity of addressing formal and informal
power as an aspect of advanced internal trainings, which also seems
relevant when addressing possible resistance to new technologies by
employees. In [37], the author points out that the organisational iden-
tity of an enterprise is also relevant – in our case a self-reference as
“innovative”, “participative”, “learning organisation” or “modern”.
Research in this area has shown that up to now, the full potential
of informal learning processes and tacit knowledge of employees,
as well as participative methods have not been tapped by internal
trainings.

Identify people who have knowledge and those who need to be
trained and create appropriate materials. These have the focus of
stimulating learning, learning to solve complex problems together
and presenting them through simple language and symbols. On-the-
job trainings for employees should be designed in a way that they
address their specific worries, needs, state of knowledge and enable
them to participate within the design process and to bring in their
ideas to reduce risk factors – including oral and written didactic
methods as well as thinking-out-loud processes to gain access to
implicit and tacit knowledge. Elderly workers or users are often
seen as digital migrants and a tackle for implementing new technolo-
gies. However, we call for applying ethnographical observations
of experienced operators to sustain and involve treasure trove of
their experience in the development of new technologies. Thus, a
modern understanding of innovation which allows modifications
during the process is vital. Technical methods like FMECA should
be combined with sociological methods like Design Thinking. For
the training settings, management tools are also presented to create
an understanding of plan-do-check-act [38].

4.3 Tools and settings for developing the trainings and
materials

How do people learn in organisations?
One important point is to use existing tacit knowledge of experi-

enced employees and to take it seriously. There are different tools
from knowledge management to capture this knowledge. Helpful
are: Expert discussions, how-to listens, but also concepts such as
micro-articles, which help to prepare knowledge clearly for other
people [39]. The selection of interviewees is based on the iden-
tified Persona(s) and the concrete contact persons derived from
them as well as the work areas identified in the FMECA. Narrative
interviews are conducted with these people to help capture their ex-
periences and knowledge of the processes and activities. In this way,
it becomes clear which activities and actions are currently being
carried out and what changes will occur as a result of automated
operation. After this acidity the development of basic materials and
trainings settings can start. This should be linked with the results of
the FMECA to include possible dangerous situations and solutions
to solve it.

In general it is important to define and communicate for update
intervals, responsible persons and admins, including an annual train-
ing plan. This plan must be communicated by the management and
the technical experts of the industry partner. All these steps must
be linked to the time requirements for updates and many more. In
the training documents, documents are continuously developed and
simple training settings are set.

The following framework conditions are planned in the research
project: The focus is on knowledge in the organisation and a transfer
of knowledge. Documents and a handbook will be developed for the
training courses with knowledge carriers, which can be continuously
developed and adapted to the current technical requirements. The
focus of the developed documents will be on using simple language
and clear symbols in order to be able to communicate the complex
process of self-driving operation to all persons equally. Furthermore,
it will be addressed that not all persons need to know everything,
but are comprehensively and well trained in their fields of work.

The following learning concepts are used for this purpose: Self-
directed learning [40], as this concept considers the individual’s own
learning speed and prior knowledge. Basic documents on paper but
also on videos are provided and simple tests to check knowledge. In
addition to self-directed learning, this teaching concept also allows
individual parts of the documents / videos to be easily expanded or
exchanged. “The benefits of self-directed learning can be described
in an effective manner in terms of the types of learners it develops.
The self-directed learners demonstrate a greater awareness in terms
of responsibilities.” [40] Beside the self-directed learning concept, a
peer-learning concept will be used. In the practice settings, learners
practice in tandems. In particular, documentation sheets are filled
in and reflected on as examples. Focus on the presentation and
explanation of all components and their connections, as well as the
possible errors. It is also planned to engage specially trained per-
sons (admins), which are responsible for an overview on the whole
content and new requirements. The goal of all measures is to train
responsibility through learning theoretical expansion! For this pur-
pose, a review and adaptation of all created documents is required
at least every 12 months when changing the sensor or increasing
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knowledge in real operation. Furthermore, it must also be a matter
of discussing planning with staff and checking for understanding.
This can happen with small online tests that the person has to do or
by independently handling a possible error correction action. This
can be documented by the training management with the help of an
internship or observation sheet and any retraining can be proposed.
In this way, the entire team can develop further.

For the development of initial materials and didactic concepts for
in-company training in relation to new work processes through auto-
mated rail-bound driving on the premises, the basic work was used in
order to make custom-fit proposals from a socio-scientific-technical
point of view. These are, as shown: FMECA - Persona-Roberta
model - Building blocks of knowledge management - Foundations
of organisational learning.

Figure 10: Combination of tools for training material development

As Figure 10 illustrates, there is no simple implementation guide,
but there are many tools and methods that can be used to ensure
smooth and flawless operation of autonomous rail-bound vehicles
in the industry. The tools shown can be used to further develop and
use them according to one’s own requirements. This is achieved
through the cooperation of different disciplines that contribute their
technical and social expertise.

These tools and methods were supplemented by the basics of
adult education and e-learning, since parts of the planned further ed-
ucation are to function online and with the concept of self-directed
learning in the future. All documents are to be developed and
reviewed in consultation with the Human Resources, Technical De-
velopment and Hazard Management departments. It will also be
clearly worked out who is responsible for the final design of all
documents and course units, who is responsible for the individual
training parts, who adapts and modernises them accordingly if some-
thing changes in the sequence of events. It can be assumed that
this technology will continue to develop and, therefore, documents,
as well as tools and concepts, must be constantly updated. These
aspects point to the future and also show the challenges of future
research work. It is clear that concepts of adult education and a
managing diversity concept [41] should be taken as a basis. People
with their knowledge and social characteristics are thus perceived in
their entirety as a relevant resource and integrated into knowledge
processes. This also closes the circle to knowledge management,
which had been used in the research project in particular to raise the
explicit knowledge of the employees. How do adults learn? There
is no one-size-fits-all answer, but there are frameworks that help
to design one’s own learning environment in order to be able to
communicate new technologies that bring about changes in work
processes. The needs of adults, which can motivate them to learn,
must be as precisely as possible and relate them to the respective
needs (qualification profiles, etc.) [42]

If we combine these starting points with the aspects of organi-
sational learning, managing diversity theory and knowledge man-
agement that have already been worked out, they provide sufficient
orientation for the selection of didactic methods and the targeted
preparation of content and learning materials. Once again, refer-
ence should be made to the diversity of learners in an industrial
company and to the requirements of clear languages, unambiguous
images and small snippets of information that will make it possible
to organise the interaction between man and machine with the most
well-founded knowledge possible in a safe and error-free manner.
A regular evaluation of the success of the training courses with
regard to possible incidents complements the overall approach of
integrating social and socio-scientific aspects into technical training.

5 Conclusion and further research

The proposed set of tools and models can contribute to more ap-
propriate training materials for humans interacting with machines,
in the area of autonomous railway vehicles. Especially, the ex-
tended FMECA participates and provides a holistic approach to
what a railway operating system should look like and shows which
requirements, influences and interfaces must be considered. Ad-
ditionally, it is an effective technique to spot security as well as
safety concerns at a point where planned systems and human actors
interact at the very beginning of the design process. However, the
descriptions of the subcomponents of the component autonomous
railway vehicle in section 3, indicates a strong relationship between
the technical and sociological error correction measures. Regarding
the estimation of the potential danger as well as possible measures
for error prevention we evaluated the error possibilities with the
metrics occurrence (O), severity (S) and detection (D). For each of
them, a metric was developed that is corresponding to the potential
occurrences of errors as well as to the risk of severity and detection
in several rounds based on the knowledge of the entire project team.
A multitude of tools and models are then implemented to identify
and develop adequate training materials. These are based on the-
oretical work in technical and social fields, the Persona-Roberta
model, as a model focusing on interaction between humans and ma-
chines, tacit knowledge and methods of knowledge management as
well as basics of organisational and life-long learning. We propose
that together these tools will help and enhance developing more
adequate training materials for the autonomous railway sector. In
a further step, these materials should then be generated based on
the proceedings that have been described and applied to a genuine
context of an autonomous railway system.

The novelty of the research and the article lies in the combination
of the different research methods and models, which complement
each other and combine technical and social issues. It is well known
from knowledge management and organizational development that
the introduction of new technical processes that bring innovation
to operations and processes requires knowledge about the people
who will be affected by them. Therefore, research questions such
as ”What makes an organizational culture that produces technical
and social innovations?” but also ”How does the use of the tacit
knowledge of the employees succeed?” For that the research team
used methods from organizational learning including aspects of
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safety and security and of knowledge management. To stick so-
cial and technical aspects together the method of “personas” from
design thinking processes was extended with the technical aspects
– “Roberta”. Furthermore, the model of [43] for organizational
learning was included.

In the research projects as well as in this article, it could be
shown that it is relevant and important to be aware of technical
expert knowledge. And besides there must also be knowledge about
social factors and social negotiation processes in an organisation,
which have an effect on the introduction and operation of new tech-
nical systems. It can be stated that interdisciplinary cooperation
can deepen the processing of the interaction between machines and
humans. The use and further development of known instruments
such as the FMECA and models such as the Persona-Roberta model
enables a structured derivation of possible training measures and
contents. The existing knowledge of (long-term) employees must be
used as a basis in order to be able to integrate informal experiential
knowledge specifically into the selection of the learning setting and
the preparation of the materials. Existing hazard plans in the organi-
sations and technical knowledge complement the development and
help to establish safe operations. In summary, it can be said that this
contribution shows where research and development must go in the
future, in order to further develop autonomous rail-bound driving
on company premises, both technically and socially. The presented
research results have already been implmented in teachings in a
variety of departments at the University of Applied Scienes Burgen-
land. And the research partners further suggest on implementing
the results in upcoming research projects in the field of autonomous
railway systems and others with focus on sustainable nationwide
mobilty. We further suggest that the implementation of social as-
pects can aid in developing such a system and support the further
mitigation of failures by applying and developing adequate training
materials.
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[38] S. M. Weber, M. Göhlich, A. Schröer, H. Macha, C. Fahrenwald, “Organisa-
tion und Partizipation–interdisziplinäre Verhältnisbestimmungen und organi-
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