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Editorial 
In the editorial for this issue, the focus is directed towards the overarching theme of 
interdisciplinary collaboration and its profound impact on shaping the landscape of contemporary 
research. The editorial team provides a thoughtful introduction, emphasizing the synergies that 
emerge when researchers from diverse fields converge to address complex challenges. It 
underscores the importance of fostering cross-disciplinary dialogue to propel innovation and 
broaden the horizons of knowledge. Throughout the editorial, the symbiotic relationship between 
various scientific domains is explored, highlighting the interconnectedness that characterizes the 
modern research ecosystem. This introductory piece sets the tone for the collection of 20 papers, 
each offering a unique perspective and contributing to the rich tapestry of interdisciplinary 
exploration showcased in this special issue. 

In the realm of industrial collaboration, a recent study delves into the nuanced art of musical saw 
bowing. The research focuses on the bowing motion, a critical element often employed by skilled 
players. While previous efforts have concentrated on sound feedback systems using mallet strike 
techniques, this study takes a unique approach. It explores the control of pressure and speed 
between the bow and the musical saw, aiming to achieve skilful manipulation. The investigation 
not only considers the sound generated by self-excited vibration but also emphasizes its inherent 
purity, distinct from prior studies focused on suppression. Moreover, the study showcases the 
adept use of an industrial collaborative humanoid robot in skilfully manipulating a musical saw 
with a bow [1]. 

Deep learning takes centre stage in another article, exploring its application in monitoring complex 
technical systems. The study utilizes analytical and numerical methods to model and simulate 
multidimensional chaotic systems. Emphasizing the Visual Thinking methodology, the research 
integrates visual images and calculated parameters into the Input Layer of the Recurrent Neural 
Network of the Deep Learning algorithm. This strategic combination enhances the quality and 
efficiency of monitoring complex technical systems, showcasing the potential for advanced control 
and interpretation [2]. 

A case study delves into the electrification challenges faced by remote regions, focusing on Upper 
Blink Water in South Africa, approximately 20km away from the national grid. The study proposes 
a hybrid energy system integrating solar photovoltaic (PV), a diesel generator, and battery 
storage. Through the use of Homer software for technical evaluations and Reticmaster software 
for assessing distribution line voltage drops, the results demonstrate the feasibility of supplying 
electricity to the isolated community. The study provides valuable insights into electricity cost 
optimization and diesel fuel consumption for off-grid electrification [3]. 

Cybersecurity in power systems takes a front seat in an article proposing an improved model to 
analyze the impact of cyber-attacks. The ICAPS model addresses both frequency disturbances 
and voltage disruption during load changes, incorporating various controllers such as LFC, AGC, 
AGC-PID, AVR, and AVR-PID. Through MATLAB Simulink tool experiments, the model's validity 
is confirmed, revealing the consequences of cyber-attacks on frequency deviations, voltage 
disruptions, and system oscillations. This holistic approach stands as a significant contribution to 
addressing the simultaneous challenges posed by cyber threats in power systems [4]. 

Amidst energy crises and the evolving landscape due to the COVID-19 pandemic, a study 
assesses the impact of integrating solar PV systems into the grid. Using the Equal Area Criterion 



(EAC) method for transient stability analysis, the research focuses on power quality and stability 
challenges. Through MATLAB/Simulink simulations, the critical clearing time (CCT) is calculated, 
highlighting the positive impact of solar PV integration on the national grid's transient 
characteristics. The study adds a critical perspective to the ongoing discourse on sustainable 
energy solutions and their integration into existing power infrastructures [5]. 

In the realm of healthcare, a cross-sectional study investigates the effect of a flexible knee orthosis 
(FKO) on lateral thrust in patients with knee osteoarthritis. Leveraging a wireless 3-axis 
accelerometer, the study analyzes lateral thrust during walking with varying orthosis wearing 
pressures. The findings suggest that increased wearing pressure reduces lateral thrust, pointing 
to the potential effectiveness of knee orthosis in inhibiting lateral thrust in patients with knee 
osteoarthritis. This research contributes valuable insights into non-invasive interventions for 
managing knee-related conditions [6]. 

The semiconductor industry comes into focus with an exploration of layout arrangements for 
CMOS oscillators. The study evaluates various layouts, highlighting the superiority of the 
serpentine style in minimizing output variation on silicon. Post-layout simulations and physical 
fabrication validate the effectiveness of the serpentine layout style over straight and staggered 
alternatives. This research addresses critical challenges in CMOS oscillator realization, promising 
improved performance and stability on silicon [7]. 

Stochastic processing times in agile manufacturing take centre stage in a study conducting 
sensitive analysis in holding and penalty costs for the stochastic sequencing problem. Through 
simulation algorithms, the study compares dispatch rules, revealing the robustness of the Shortest 
Processing Time (SPT) rule. This research offers insights into the relationship between holding-
penalty cost proportions and the most effective dispatch rules for optimizing job scheduling in 
agile manufacturing environments [8]. 

The integration of solar PV-thermal power systems is explored in-depth in another article, which 
proposes a model for load frequency controllers and introduces various auxiliary controllers. The 
study assesses controller performance using different tuning strategies and incorporates an 
HVDC link for stability enhancement. By focusing on stabilizing frequency and tie-power 
deviations, the research provides a valuable contribution to the efficient control of interlinked solar 
PV-thermal power systems [9]. 

In the mining industry, a paper presents the calibration of Discrete Element Method (DEM) 
parameters for modelling phosphate ore clogging. The study introduces a model contact for 
defining particle-cluster and particle-tipper surface interactions. Calibration methods based on 
repose angle determination contribute to accurate simulation, offering insights into optimal 
parameters for modelling phosphate clogging phenomena. This research addresses challenges 
in various industries by providing a reliable model for understanding and mitigating ore clogging 
[10]. 

Recognizing the challenges of video transmission in Vehicular Ad-Hoc Networks (VANETs), a 
study proposes a self-adaptive routing algorithm (RSAR). Leveraging the mobility characteristics 
of vehicles, RSAR aims to create reliable routes based on link reliability and adaptability to 
changing network topology. The algorithm combines heuristic Q-Learning with a decentralized 
network, demonstrating its effectiveness through simulations in the NS-2 environment. This 
research contributes to the ongoing efforts to enhance real-time video transmission in dynamic 
vehicular networks [11]. 



The design of cascade control systems for photovoltaic (PV) powered microgrids takes centre 
stage in another article, focusing on DC grid-connected systems. The study evaluates three 
cascade schemes, including digital control, model-based predictive control (MBPC), and a hybrid 
approach [12].  

Results indicate that the combined scheme, integrating classical control with MBPC, achieves 
optimal stabilization of microgrid voltage with fast response and minimal overvoltage. This 
research offers valuable insights into the design and control strategies for enhancing the stability 
of PV-powered microgrids [13]. 

Countering the challenges of people counting in crowded spaces, a study proposes a system for 
automatic counting of passengers in train stations. Utilizing overhead fisheye cameras and a 
multi-object tracker, the system analyzes passenger trajectories to compute total train occupancy. 
The proposed approach demonstrates robustness against occlusions and achieves a high 
accuracy of counting people getting on and off trains. This research contributes to the 
development of intelligent systems for public transportation management [14]. 

Analyzing Morocco's energy mix from 2010 to 2050, a study simulates the country's electricity 
production trajectory. The research critically evaluates strategic decisions made at the onset of 
Morocco's National Energy Strategy, emphasizing the potential need for reconsideration of 
technology choices. This study provides a valuable contribution to the understanding of long-term 
renewable energy development strategies in the absence of traditional energy resources, offering 
insights into sustainable energy planning [15]. 

Efforts to reduce computational efforts in sensor and actuator networks take a sophisticated turn 
with a focus on model order reduction. The study decentralizes a global multi-input-multi-output 
system in a sensor and actuator network, resulting in multiple decentralized local single-input-
single-output systems. Model order reduction techniques, including Balanced Truncation and 
Krylov subspace methods, are employed to minimize computational loads on decentralized nodes 
while preserving system properties. This research stands as a promising approach for efficient 
state estimation in distributed systems [16]. 

In the domain of EEG analysis, a novel approach introduces a machine learning algorithm for 
detecting artifacts in Event-Related Potential (ERP) data during an oddball paradigm. 
Unsupervised learning algorithms, including DBScan, are applied to identify noisy epochs, 
ensuring the production of a cleaner ERP dataset. By minimizing the impact of non-EEG 
components, this research enhances the reliability of ERP studies, contributing to improved 
neuroscientific insights [17]. 

The application of blockchain technology in the retail and insurance sectors is scrutinized through 
an analysis of Suning and PingAn as pioneers in implementing blockchain solutions. Using the 
TOE framework, the study explores success factors and highlights the impact of blockchain on 
digital transformation. Emphasizing industry-specific features, the research provides insights into 
the competitiveness of Chinese blockchain providers on the global stage, shedding light on the 
evolving landscape of retail and insurance with blockchain integration [18]. 

Text mining techniques take centre stage in a comprehensive review focusing on knowledge 
discovery from e-news articles. The study explores association rule extraction using two 
prominent algorithms, Apriori and FP-Growth. Assessing their performance in e-news article 
analysis, the research provides valuable insights into the use of association rules for knowledge 



discovery, addressing the challenges posed by vast textual information available on the internet 
[19]. 

Navigating the complexities of battery management, a study introduces a hybrid neural network 
method for predicting the State-of-Health (SOH) and Remaining Useful Life (RUL) of Lithium-Ion 
batteries. Integrating Convolutional Neural Networks (CNN), Bidirectional Gated Recurrent Units 
(BGRU), and Deep Neural Networks (DNN), the proposed method aims to enhance precision in 
estimating battery conditions. Validation using NASA datasets demonstrates the effectiveness of 
the hybrid approach in achieving high estimation accuracy for improved battery performance 
management [20]. 

In summary, these 20 papers encapsulate a diverse range of cutting-edge research topics. From 
the nuanced art of musical saw bowing by humanoid robots to the strategic integration of 
blockchain technology in retail and insurance sectors, the studies contribute significantly to fields 
such as energy systems, manufacturing, healthcare, and information technology. These research 
endeavours collectively showcase the interdisciplinary nature and continuous advancements in 
contemporary research, offering valuable insights into the ever-evolving landscape of scientific 
exploration. 
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 We have been studying the application of the musical saw, an unknown and advanced tool, 
to a cooperative humanoid robot for industrial use. A sound feedback system using mallet 
strike technique and the sound generated by the technique was constructed in the previous 
reports. The system enables tuning to a target frequency and control to enhance the purity 
of the pronunciation. However, the bow manipulation often used by skilled players has not 
yet been examined.  In addition to striking, we concentrated on bowing motion, which is used 
in musical saw manipulation evaluation. Furthermore, it is necessary to generate self-
excited vibration by stick-slip based on manipulation. Therefore, it is necessary to control 
the pressure and speed between the bow and the musical saw to confirm the occurrence of 
self-excited vibration and the vibration itself. In this study, in addition to the generation of 
sound by the self-excited vibration, the pure sound nature of the vibration will be discussed. 
This is different from the approach to suppressing self-excited vibration that has been 
implemented in previous studies. Furthermore, we will show how an industrial cooperative 
humanoid robot can be used to manipulate a musical saw with a bow skillfully. 

Keywords:  
Factory automation 
Industrial collaborative 
humanoid robot 
Bowing 
Dual arm coordination 
Manufacturing system 
Self-excited vibration 
Wireless Measurement 
FEA (Finite element analysis) 
Musical saw 
Sound Analysis 
Tool manipulation 
Tool sharing 

 

 

1. Introduction  

In recent years, a lot of industrial robots employ the teaching-
playback method, a human being uses a teach box or similar device 
to instruct the industrial robot sequentially on the work to be 
performed, its position, sensor output conditions, etc., and records 
the data at that time, which is then replayed to achieve the desired 
work [1-5]. This is used to build systems for industrial robots to do 
special work. But this method is not appropriate for multi-tasking 
with industrial robots because robot’s movements must be 
determined beforehand, and teaching takes a great deal of time and 
labor. Therefore, it is essential to move from the teaching-playback 
method to a flexible system with real-time control. Real-time 
control here refers to the use of environmental information to 
provide feedback.  

This study focuses on a cooperative humanoid robot with real-
time control features based on movie and sound information. A 
humanoid robot is a robot that imitates the shape of a human being. 
As described below, the humanoid robot in this study has no legs, 

since it specifically imitates the upper body of a human. A 
cooperative robot is a robot that can work without safety barriers. 
The utilization of humanoid robots is expanding in everyday life. 
Humanoid robots are marked by their ability to use human 
surroundings and human tools as they are, and by their meaningful 
human appearance [6-10]. If we put this another way, among 
cooperative robots, humanoid robots are expected to operate in a 
surrounding more similar to that of humans. When cooperative 
robots, including humanoid robots, work in the same environment 
as humans, it is inefficient for humans and robots to use different 
tools. Therefore, when assuming a manufacturing line in which 
humans and robots coexist and cooperate, the sharing of tools is a 
desirable form. However, this has not yet been realized. Several 
studies have been conducted on tasks for humanoid robots, such as 
working on safe interaction between industrial dual-armed robots 
and humans [11] and drum playing [12]. Previous research has 
focused on humanoid robots playing musical instruments [13] and 
inspecting percussion instruments [14]. There have also been 
studies on nail driving by humanoid robots [15] and hitting motion 
by a robotic arm with an elastic body.  
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But few studies have captured the sound generated as 
information. The information here is real-time information that 
allows the robot to generate its next move using, for example, PID 
control for deviation from the target frequency. We studied 
musical saw playing using a Western saw, an unknown tool among 
various musical instruments that is troublesome to manipulate 
because of its form and flexibility [16]. We studied a control 
system that obtains sound information in real time to find the sound 
frequency tuning technique and the strike positioning of the 
musical saw and realized a performance control by striking the 
saw. However, it was not possible to control sounds other than the 
striking of the musical saw. Manipulation by striking control is 
sufficient to control the position of the striking. In addition to 
strikes, the present study focused on bowing, which is used by 
skilled musical saw player. In addition to control of the sounding 
point, bow manipulation requires control to generate that motion. 
Bowing is also being studied by a violin-playing robot [17]. In 
these studies, the focus was on bowing movements to manipulate 
the violin. However, bowing manipulation using a musical saw, a 
tool that is challenging to manipulate, takes not only bowing 
motion but also sound frequency tuning  control by manipulating 
the curvature of the musical saw and position control to manipulate 
the belly of the musical saw with the bow, taking more skillful tool 
manipulation. In this paper, we use the term "performance" to refer 
specifically to the way humans perform and “manipulation” to 
refer to the robot’s advanced manipulation of the tools. The 
bowing motion requires a stick-slip based on the manipulation to 
generate a self-excited vibration. Therefore, it is necessary to 
control the pressure and velocity between the bow and the musical 
saw to determine the occurrence  of self-excited oscillation and 
vibration. Besides the generation of sound by the self-excited 
vibration, the pure sound nature of the vibration needs to be 
discussed in this study. This way is different from the method of 
suppressing self-excited vibration by striking used in past works. 
This skillful tool manipulation will enable robots that can share the 
similar tools with humans and expand the scope of adaptations of 
cooperative robots. Therefore, as an extension of the conference at 
ICCAS, we attempted to discuss how to realize skillful 
manipulation of a musical saw by an industrial humanoid robot 
[18]. In our previous work, we discussed the factors important for 
advanced manipulation of a musical saw by a humanoid robot with 
a bow, based on self-excited vibration theory. Based on this theory, 
we modeled the bow motion of a musical saw and examined the 
conditions for the generation of self-excited oscillation. The three 
factors were defined as and bow’s pressing force, sounding point 
and bow speed. We performed basic experiments on bow’s 
pressing force in particular and argued that it can be controlled by 
a humanoid robot. However, the purity of sound was not discussed. 
In the present report, we especially investigate the influence of a 
proposed skillful manipulation on the pure sound characteristics 
from a musical saw. The findings of this research will contribute 
to the realization of a manufacturing line where humans and robots 
can coexist and cooperate in terms of tool sharing. 

2. Experimental Device 

The robot used was “Hiro” (Figure 1), a humanoid robot 
manufactured by Kawada Sangyo Co. A stereo camera and stereo 
microphone are mounted on the head, enabling multimodal control 
of vision and hearing as a humanoid robot. Figure 2 shows the 

definition, coordinates, and direction of rotation of each joint of 
Hiro.  He has 15 DOFs in the body and 8 DOFs in the hands (4 
DOFs in one hand), for a total of 23 DOFs in control axes. The 
control system uses point-to-point control and trapezoidal control 
for speed. PTP control is a method of controlling robot motion by 
providing only the position and posture of the multiple work points 
to be taught. It focuses only on the position and posture at the 
taught points, and does not ask about the path or speed on the way 
to the taught points. Trapezoidal velocity control is a method of 
creating and controlling a smooth trapezoidal velocity profile by 
limiting the value of acceleration used to generate the trajectory. 
However, there is no control that commands Hiro to go halfway 
along the route. Table 1 summarizes the dimensions of Hiro, which 
is about the size of an adult woman because it is shaped to resemble 
a human upper body. However, the notation is in accordance with 
the DH law. Therefore, L0 = 0 mm. Because the output power of 
each axis motor is limited to 80 W, Hiro is an industrial 
cooperative robot that can work with a person without a safety 
fence. Therefore, it has a one-handed payload of 2 kg. However, 
this payload varies slightly depending strictly on the posture of the 
robot arm. And we call it an industrial cooperative humanoid robot 
in that it can be applied to industrial applications. In addition, Table 
3 shows the main specifications of the Hiro. Another major 
characteristic of Hiro is its twin-arm structure. This allows the 
robot to perform different movements with each arm, which is not 
possible with a single-armed robot. This allows Hiro to perform 
the different operations of musical saw curvature manipulation and 
striking in a single unit in previous studies. The repetitive 
positioning accuracy is 0.05 mm. Angle / linear-spherical 
interpolation is used for interpolation commands, but linear-
spherical interpolation is used for musical saw curvature 
operations because linear motion is required. Angle interpolation 
is discussed in detail in a later section. The sampling frequency of 
the microphone installed in the Hiro is 44100 Hz, and its frequency 
response is 70 ~ 16000 Hz. It has a unidirectional directivity. Its 
sensitivity is -39 dB (0 dB = 1 V / 1 Pa, 1 kHz). Two cameras are 
mounted on the head and two on the fingertips, but since they are 
not used in this study, we do not describe their use in detail. 

 
Figure 1: Humanoid robot Hiro 

 
Figure 2: Composition 
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Table 1: Hiro dimensions (mm) 

L0 L1 
L2, 
L9 

L3, 
L10 

L4, 
L11 

L5, 
L12 

L6, 
L13 

L7, 
L14 

0 418 150 85 250 130 90 90 

Table 2 Hiro specifications 

Body weight 20 kg 

One-handed mass 0.3 kg 

Maximum payload (including 
hand) 2.0 kg 

Repeat positioning accuracy 0.05 mm or less 

Position control method PTP control 

Interpolation Angle / Linear-spherical 
interpolation 

Speed control Trapezoidal control 

Command minimum unit 
Position 0.001 mm or 

less 

Angle 0.001 deg. 

3. Musical Saw 

3.1. General musical saw playing 

Define abbreviations and acronyms the first time they are used 
in the text, even after they have been defined in the abstract. Do 
not use abbreviations in the title or heads unless they are 
unavoidable. In this paper, a musical saw was used as an unknown 
tool that is highly deformable and challenging to manipulate (Fig. 
3). The handle side is hereafter referred to as root and the top side 
as tip. Musical saws have a thickness of 1 mm.  The musical saw 
is a so-called body-sounding instrument in which the saw itself is 
sounded.  However, it cannot be used for cutting because it does 
not have a blade, or even if it does, it is not ground up. As shown 
in Fig. 4, the saw's operating part was held vertically between the 
thighs, and the tip of the saw was held in the left hand. The saw 
was manipulated by bowing with the right hand, as shown by the 
arrow direction in Fig. 4. It is well known that in the operation of 
the violin, the bowing motion is performed with the right hand. 
The musical saw performer can change the height of the sound 
frequency by manipulating the curvature of the S-shape [19, 20]. 
If the performer fixes the lower surface of the leading edge with 
the index finger and presses the thumb against the upper surface of 
the manipulated side to form an S-shape around the tip, and then 
controls the curvature of the entire manipulated side with the 
bending displacement vl to change sound frequency, the musical 
saw is manipulated. The generated sound is about 523 Hz at vl = 
50 mm and 987 Hz at vl = 200 mm. For this, a force of 2.35 N and 
11.95 N is required, respectively, and with Hiro's payload (2.0 kg, 
19.6 N), the limit of sound generation is about 1250 Hz. In other 
words, the musical saw is an instrument in which the greater the 
amount of bending, the greater the frequency of sound. 

To shape the S-shaped curved surface, a jig with rollers in 
contact with the upper and lower surfaces was attached to the 

robot’s hand to pinch the tip of the musical saw at two points in the 
longitudinal direction, as shown in Fig. 5. In Fig. 5, the translucent 
part is made of acrylic material and the white part is made of 
aluminum. The bending displacement vl of the tip shows the 
position of the thumb as shown in Fig. 4, while the index finger is 
supported by the underside of the musical saw. By controlling the 
curvature of the operating surface of the musical saw, the target 
frequency f0 can be sounded. 

 

 
Figure 3: Musical saw 

  
Figure 4: How to manipulate the 

musical saw 
Figure 5: Jig with two rollers 

3.2. Observation of vibration modes of musical saws 

 In a previous study [16], the mode shapes of a musical saw 
were investigated by sprinkling salt on a musical saw held by the 
device shown in Fig. 5 and rubbing it with a bow to generate self-
excited vibration, as shown in Fig. 6. Based on the idea that the 
vibration causes fine grains to move and collect at the nodes of the 
vibration, the locations of the nodes are observed. The pattern thus 
created is called a Chladni figure. Figure 7 shows the Chladni 
figure for the mode with the most predominant frequency when the 
musical saw is struck while displacing the support. 

 
Figure 6: Musical saw for salt spraying 

 
Figure 7: Observation of Chladni figures 

As shown in Figure 7, lattice-like modes appeared in the 
musical saw. Generally, a lattice Cladoni figures appear in the 
oscillations of the strips. The number of nodes in the longitudinal 
direction (excluding the vibrating end) is m, the number of nodes 
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in the shortitudinal direction (excluding the vibrating end) is n, and 
the vibration mode is (m, n). The vibrations of the musical saw 
does not reach either ends, but forming a bounded mode with no 
damping from the ends. Thus, (2,0) shows the mode of the musical 
saw used mainly for manipulation. 

3.3. Natural frequency analysis of musical saws by finite element 
analysis (FEA) and contact area to excite sound vibration 

From the Chladni figure, it is clear that the sound during 
bowing of the musical saw is mainly in the (2,0) mode; using FEA 
(Finite Element Analysis), the mode shape corresponding to the 
(2,0) mode was examined from the Chladni figure. The musical 
saw was approximated by a simple trapezoid and the analysis was 
performed with the saw fixed as shown in Fig. 8. The points of the 
contact rollers of the jig (Fig. 5) are P1 and P2, which are the thumb 
position in Fig. 4 and the contact point by the index finger in Fig. 
8, respectively, and the bending displacement vl is given at P1. 
Here, the material was SS400. Here, SS400 refers to general 
structural rolled steel. Fig. 9 shows the (2,0) mode when bending 
displacements vl =100, 150, and 200 mm were applied to both 
points at the tip. There are two types of sounding methods: striking 
and bowing, and the sounding point is different for each. In the 
case of striking, the bow is moved by contacting the belly position 
in the middle of the saw in Figure 9, and in the case of bowing, the 
bow is moved with contacting the edge of the saw, which is shown 
in Pm part among antinode areas in Figs. 4 and 7. 

 
Figure 8: Trapezoidal cantilever beam model 

 
Figure 9: (2,0) mode by FEA 

 

3.4. Flexible rubber stick for striking action of right hand 

In our previous study, we developed a flexible rubber stick to 
realize a striking motion with a robot arm as a substitute tool of a 
conventional mallet, which was a flexible tool consisting of a 
wooden ball bolted to the end of a rubber rod (Figure 10) . The 
striking motion in the antinode area in Fig.9 is an instantaneous 
excitation of the belly of the musical saw vibration. In contrast, 
excitation with a bow on the Pm line, as shown in Fig.7, among 
the antinode areas is more akin to a continuous striking motion 
with friction, and is expected to present difficulties, comparing a 
striking motion with a flexible rubber stick. 

 
Figure 10: Flexible rubber stick to hold at right hand 

4. Theory of Bow Manipulation based on Self-excited 
Vibration 

4.1. Theoretical formula of stick-slip vibration 

Headings, or heads, are organizational devices that guide the 
reader through your paper. There are two types: component heads 
and text heads. 

Component heads identify the different components of your 
paper and are not topically subordinate to each other. Examples 
include Acknowledgments and References and, for these, the 
correct style to use is “Heading 3”. Use “figure caption” for your 
Figure captions, and “table head” for your table title. Run-in heads, 
such as “Abstract”, will require you to apply a style (in this case, 
italic) in addition to the style provided by the drop down menu to 
differentiate the head from the text. 

 The bowstring is rubbed against the belly of the musical saw 
vibration Pm (Fig. 7), and the bow is moved in the zm direction, 
resulting in the bowing motion (Fig. 8). Furthermore, self-excited 
oscillation dominates this phenomenon caused by the frictional 
phenomenon that occurs at the contact field [21]. In bowing, the 
musical saw triggers stick-slip vibration. Since the bow moves 
with respect to the musical saw, stick-slip vibration is assumed to 
be a one-degree-of-freedom system. Fig. 11 shows a general model 
of self-excited vibration. In this bow movement of the musical 
saw, m is the equivalent mass of the musical saw and k is the 
equivalent stiffness of the fixed musical saw with respect to the 
restoring force. However, the viscosity c is not considered. Figure 
11 shows a model of the sounding point when the vibration 
amplitude in the zm direction of the belly shown in Fig. 8 in Fig. 9 
is zmr and the bow motion is v0. The sphere in Fig. 11 represents a 
musical saw and the belt represents a bow. The bow string deforms 
by Δxrm on contact with the musical saw, generating a pressing 
force W. If the stiffness of the bowstring is kb, then W = kbΔxrm. 

 
Figure 11: Model of self-excited vibration caused by friction in bowing 

 First, when an object moves with the belt in the right (positive 
direction zmr-axis) direction (stick state), the frictional force acting 
on the object from the belt is the static frictional force in the right 
direction. As the object moves to the right, the restoring force 
increases, and when the frictional force reaches the maximum 
static frictional force fs, the object begins to slide on the belt (slip 
state). The frictional force acting on the object is a constant 
dynamic frictional force fk, and its direction is to the right. 
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 As the object slips on the belt and comes to rest, it is accelerated 
to the right by the frictional force from the belt and reaches the 
same speed as the belt, v0, and then it sticks again. The frictional 
force acting on the object always acts in the right direction during 
vibration. In the sticking state, the displacement zmr increases with 
v0 and the formula of motion is given by: 

𝑚𝑚
𝑑𝑑𝑧𝑧mr2

𝑑𝑑𝑡𝑡2
+ 𝑘𝑘𝑧𝑧mr =  𝑓𝑓k (1) 

This is because the object in the stick state is subject to dynamic 
friction and restoring spring forces. If fk acts and the system is not 
oscillating (𝑑𝑑𝑧𝑧mr

2

𝑑𝑑𝑡𝑡2
= 0), then zmr = fk / k. Therefore, consider the new 

coordinates as follows 

𝑦𝑦 = 𝑧𝑧mr −
𝑓𝑓k
𝑘𝑘

 (2) 

Transforming Eq. (1), we get: 

𝑚𝑚
𝑑𝑑𝑦𝑦2

𝑑𝑑𝑡𝑡2
+ 𝑘𝑘𝑦𝑦 = 0 (3) 

The solution to Eq. (3) is 

𝑦𝑦 = 𝑎𝑎 sin(𝜔𝜔𝑛𝑛 𝑡𝑡 +  𝜑𝜑) (4) 

where 𝜔𝜔𝑛𝑛 is 

𝜔𝜔𝑛𝑛 = �𝑘𝑘
𝑚𝑚

 (5) 

The natural angular frequencies of the vibrating system are given 
by this. From Eq. (2), 

𝑧𝑧mr = 𝑎𝑎 sin(𝜔𝜔𝑛𝑛 𝑡𝑡 +  𝜑𝜑) + 
𝑓𝑓k
𝑘𝑘

 (6) 

From Eq. (6), it can be seen that in the sliding state, a constant 
dynamic friction force acts in the positive direction of zmr, so that 
it oscillates with an angular frequency of ωn around the point 
moved by zmr = fk / k. Because the restoring spring force is equal to 
the maximum static friction force at the point of switching to the 
slip state, zs is the switching point. 

𝑧𝑧𝑠𝑠  =
𝑓𝑓𝑠𝑠
𝑘𝑘

 (7) 

Since the velocity at this time is v0, a and φ in Equation (6) can be 
obtained under the following conditions: 

𝑎𝑎 =  ��
∆𝑓𝑓
𝑘𝑘
�
2

+ �
𝑣𝑣
𝜔𝜔𝑛𝑛
�
2

 , ∆𝑓𝑓 =  𝑓𝑓s  −  𝑓𝑓k (8) 

 

sin𝜑𝜑 =  
∆𝑓𝑓
𝑎𝑎𝑘𝑘

 , cos𝜑𝜑 =  
𝑣𝑣
𝑎𝑎𝜔𝜔𝑛𝑛

 (9) 

Fig. 12 shows the oscillation. The object begins to sleep from 
point 𝑧𝑧s, initially moving slightly in the positive zmr-axis with an 
initial velocity v0; but, because the restoring force is larger than the 
kinetic frictional force 𝑓𝑓k, it begins sliding along the negative zmr-
axis direction. Since the dynamic frictional force acting on the 
object is on the positive zmr-axis, the object eventually stops and is 
accelerated by the frictional force acting on the positive zmr-axis. 

The velocity of the object reaches v0 and begins to stick again. 
From Equation (8), the larger the difference between the maximum 
static and dynamic frictional forces, the larger the amplitude a, and 
the larger the equivalent stiffness k, the smaller the amplitude. 
When the stick time T1 is sufficiently larger than the slip time T2, 
the frequency f is expressed as 

𝑓𝑓 ≒
1
𝑇𝑇1

 (10) 

After a while, T1 and T2 become equal and converge to the 
natural frequency of the system. During the transient period 
between the stick and slip, vibrations other than f were also 
occurred, generating noise at higher frequencies. 

 
Figure 12: Stick time and slip time 

It was found that the amplitude of the musical saw bow 
decreases as the curvature increases. Therefore, in order to 
determine the occurrence of self-excited oscillation and pure 
soundness, bow speed and bow pressure in the operation control 
should be considered. 

4.2. Critical conditions for generating stick-slip vibrations 

There are critical conditions for stick-slip vibrations. First, the 
governing equations must be non-dimensionalized. 

𝜆𝜆 =
𝛥𝛥𝛥𝛥𝛥𝛥

(𝑚𝑚𝑘𝑘)
1
2𝑉𝑉

 (11) 

𝜉𝜉 =
𝑐𝑐

2(𝑚𝑚𝑘𝑘)
1
2
 (12) 

However, if 

𝛥𝛥𝛥𝛥 =  𝛥𝛥𝑠𝑠 − 𝛥𝛥𝑘𝑘 (13) 

where 𝛥𝛥s and 𝛥𝛥k are the coefficients of static and kinetic friction, 
respectively. W shows the pressing force in Fig. 11. With the 
nondimensionalization of Eq. (8) and (9), the seven independent 
parameters can be showed by two dimensionless quantities. The 
critical speed Vcr of self-excited vibrations owing to stick-slip is 
expressed by Eq. (14). 

𝑉𝑉𝑐𝑐𝑐𝑐 = (1 − 𝜉𝜉)2.5(4𝜋𝜋𝜉𝜉𝑚𝑚𝑘𝑘)−0.5𝛥𝛥𝛥𝛥𝛥𝛥 (14) 

When the critical speed Vcr is exceeded, no self-excited vibration 
owing to stick-slip occurs. Eq. (14) was applied to the stick-slip 
vibration of a musical saw. The natural frequency of a musical 
saw is determined by the amount of bending. Other parameters 
are also specific to the musical saw or determined by the physical 
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properties of the musical saw and pine resin. Pine resin has a 
significant effect on friction and is also used in manipulation of a 
violin. Therefore, when the amount of bending was changed, the 
apparent equivalent stiffness k altered; however, the other 
parameters remained intact. Therefore, when the amount of 
bending is altered for the target frequency, the critical speed Vcr 
alters based on the apparent equivalent stiffness k, and the critical 
speed must be controlled within the range of Vcr based on the 
bending amount. As a result, it can be seen that the skillful and 
advanced manipulation is needed to keep the realization of 
musical saw bowing because there is an unstable parameter Δμ 
in Eq. (14). 

5. Inspection of Bowing Manipulation 

The bowing manipulation is a way of manipulating a stringed 
instrument, such as a violin with a bow. The three main 
engineering quantities in bowing are bow pressure W, bow 
velocity Vcr in Equation (14), and the sounding point in the Pm 
region of Fig. 9. The bow pressure is the pressing force W that the 
bow receives from the string, the bow velocity is the velocity at 
which the bow is played, and the sounding point is the point of 
contact with the bow. In legato playing, where the bow is 
manipulated smoothly, the bow must be released after making 
contact with the instrument in order not to cancel out the 
instrument's resonance. As a result, we decided to use spherical 
interpolation control instead of linear interpolation control for 
bow manipulation. The geometric model of the motion in 
spherical interpolation is shown in Fig. 13. f is the command 
distance, r is the radius of the arc, 2θ is the central angle of the 
arc, and Δxr is the maximum distance between the string and the 
arc. In equation (13), W can vary during the motion and change 
Vcr, making spherical interpolation more suitable for manipulation 
than linear interpolation. 

 

 
Figure 13: Spherical interpolation model 

If θ is small, we obtain the following equations: 

∆𝑥𝑥𝑐𝑐 =
𝑓𝑓2

8𝑟𝑟
 (15) 

𝜃𝜃 = 4
∆𝑥𝑥𝑐𝑐
𝑓𝑓

 (16) 

We also discuss the points needed for bowing motion. We 
defined the bow speed as the percentage velocity commanded by 
the robot. The actual velocity vr [mm/s] and displacement Δxr [mm] 
when vc is altered are defined as the command velocity vc [%]. 
The right arm of the robot was moved 300 mm in the yr-direction 

in the positive directions. The values of vc were altered to 20 %, 
30 %, and 40 %. The effect of the displacement on actual velocity 
is indicated in Fig. 14. The value is about 200 mm/s at vc = 15 %. 

 
Figure 14: Effect of hand speed vr on displacement Δxr 

The actual velocity and displacement increase as vc  increases. The 
bow pressure is the pressing force W received by the bow from 
the musical saw, that is, the force received by the bow hairs, which 
is determined by the amount of displacement of the bow hairs. 
Furthermore, the bow speed and bow pressure can be controlled 
by the position of the right arm and commanded vc. In Eq. (15) 
and (16), f is known and Δxr is obtained by measurements; thus, r 
and θ can be estimated. r assumes a small value as the command 
speed increases, and θ assumes a large value as the command 
speed increases, and its magnitude is approximately 0.5°~1.5° 
obtained from this experiment. 

Sounding points were then inspected. We arranged the robot 
and the musical saw as shown in Fig. 15. And we made the robot 
hold the bow shown in Fig. 16. As shown in Fig. 15, the saw was 
installed vertically, the right hand moved the bow in the horizontal 
plane, and the left hand controlled the bending vl of the saw tip. 

 
 

Figure 15: Holding Figure 16: Bow 

Figure 17 shows a model of a bowstring. In both Figures 16 and 
17, the origin of the longitudinal coordinate of the bowstring is 
defined from the bow handle (root) to the top. Although there is 
literature analyzing bows, we have not found anything that 
identifies the stiffness of the bowstring [22]. Here, the stiffness of 
the bowstring, kb, was measured. A wireless force/acceleration 
sensor PS-3202 manufactured by PASCO Corporation was used 
for the measurement. Its force resolution is 0.03 N and it can 
measure up to 50 N. This wireless sensor was attached to the 
robot's hand, and the pressing force W of the bow against the 
forced displacement Δxrm was measured by pressing the sensing 
part against the bowstring from the sensor's intellect. The 
measurement points were yrb = 100, 300, and 500 mm. Figure 18 
shows the results of the measurement at yrb = 100 mm. The 
bowstring stiffness, kb, was obtained by a linear least-squares 
approximation with an intercept of 0 N. Figure 19 summarizes the 
bowstring stiffness kb at each bowstring position yrb. Figure 19 
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shows that kb is large at the root of the bow, but is almost constant 
at 1.2 N/mm from the middle to the top of the bow, which is used 
for playing. Therefore, the stiffness kb of the bow string is kept 
constant at 1.2 N/mm during bow manipulation, and the pressing 
force W can be approximately controlled by controlling the forced 
displacement Δxrm. 

 
Figure 17: Bowstring model 

 
Figure 18: Stiffness of bowstring  

at yrb = 100 mm 

 
Figure 19: Stiffness of bowstring 

For the bow to be held, a control was devised to reduce the 
resistance at the time of contact by tilting at an angle, as shown in 
Fig. 20, considering θ. Here, the contact area between bow and 
saw is the belly of the vibration. Figure 21 shows the measured 
amount of movement in the xr direction and duration of sounding 
in the bowing stroke as the bow angle was varied from 0.5° to 2.0° 
in 0.5° increments. The right arm of the robot was moved 300 mm 
in the positive yr-direction. Here, vl is 150 mm. The target 
frequency for this is around 700 Hz. The judgement of pure sound 
or noisy sound was also shown in Fig.21. The tendency can be 
seen that pure tones occur in the short sounding time which is less 
than 3s and noise tones occur in the long sounding time which is 
more than 3s. It tends to be difficult to keep a pure tone during 
long sounding time by bowing motion. 

Then we give the amount of pressure ΔV on the bow when moving 
Δxr in the xr direction by Equation (17). 

𝛥𝛥𝑉𝑉 = 𝑡𝑡𝑡𝑡 ( 𝛥𝛥𝑥𝑥𝑐𝑐 − 𝑡𝑡 𝑡𝑡𝑎𝑎𝑡𝑡 𝜃𝜃) < 𝑡𝑡𝑡𝑡 𝛥𝛥𝑥𝑥𝑐𝑐 (17) 

 
Figure 20: Control with additional angle 

 
Figure 21: Effect of displacement on sound duration at vc = 15 % (– yr) 

As t is the thickness of the bow, and l is the width of the 
musical saw.  Thus, while the angle reduces pressure and makes 
it easier to pronounce, the sound is dependent on displacement. 

Next, we focused on the sound produced when the musical 
saw was manipulated with a bow. When a musical saw is 
manipulated with a bow, a noise-like sound is produced. Fig. 22 
shows a comparison between the case with and without noise. 
Here, vl is 150 mm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 22: Comparison of pure sound and noise 

The generated sound, including noise, contains second- and third-
order frequencies with high sound pressure. Analysis of the 
vibration modes of musical saws with such higher-order 
frequencies yielded the results shown in Fig. 23. The analysis 
revealed that the higher-order vibration modes exist near the main 
frequency vibration modes. To improve sound quality, it is 
necessary to avoid excitation of this vibration mode. Here, Figure 
24 shows the spectrogram of the playing sound when a skillful 
operator plays bowed music. Short-time Fourier transform was 
used for its analysis. The spectrum from 2 to 5 s, which is a short 
duration, in Fig. 24 shows excitation at about 700 Hz, with little 
excitation at other frequencies, while the spectrum from 9 to 13 s, 
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which is a long duration, shows significant excitation at about 700 
Hz and at higher frequencies. This difference can be attributed to 
whether or not the higher-order vibrational modes shown in Fig. 
23 were excited. It can also be seen that the higher the order 
frequency, the shorter the sounding time. Here, vl is 150 mm in 
both Figs. 23 and 24. As a result, it is also difficult for a skillful 
operator to keep a pure tone during long sounding time by bowing 
motion. The same skillful operation is found to be performed by 
industrial collaborative humanoid robot when bowing musical 
saw. From the above, it can be seen that the bow manipulation 
motion of the musical saw can be realized with the jig shown in 
Fig. 5, the humanoid robot equipped with the microphone shown 
in Fig. 15, and the bow shown in Fig. 16. 

 Here, we consider how well the robot performs compared to a 
human operator. For this purpose, we compare Figures 21 and 24. 
In Fig. 21, the robot is able to sustain a pure sound for about 1 to 
5 s. On the other hand, Figure 24 shows that the duration of the 
pure sound of the human operator is about 3 s. Thus, the robot is 
able to produce pure sound as well as humans with its bow 
manipulation motion. However, the operator in Figure 24 is not a 
professional player. 

 
Figure 23: Observation of 2nd and 3rd order modes 

 
Figure 24: Spectrogram of sound by human bow performance 

6. Conclusions 

We studied the performance manipulation of playing a musical 
saw, a challenging musical instrument, by means of a robot tool 
and two-arm coordinated manipulation. The results are 
summarized as follows: 

(1) We investigated the elements necessary to manipulate the bow 
from the theory of self-excited vibration and string friction, and 
derived the elements necessary to reproduce the performance 
control through experiments. 

(2) When the amount of bending is changed with respect to the 
target frequency, the critical speed Vcr at which self-excited 
vibration occurs changes based on the apparent elastic modulus, 
and the critical speed must be controlled within the range of Vcr 
based on the amount of bending. 

(3) It is also difficult for a skillful operator to keep a pure tone 
during long sounding time by bowing motion. Comparing bowing 
musical saw by skillful operator, the same skillful operation is 
found to be performed with an industrial collaborative humanoid 
robot. 

This finding shows the possibility that cooperative robots, 
including humanoid robots, can control tools that require 
advanced manipulation behavior similar to that of humans. This 
finding may contribute to the realization of a manufacturing line 
where humans and robots can coexist and cooperate by sharing 
tools. 

Conflict of Interest 

The authors declare no conflict of interest. 

References 

[1] M. Ratiu M. A. Prichici, “Industrial robot trajectory optimization-a review,” 
MATEC WEB Conf., 126, 02005, doi: 
https://doi.org/10.1051/matecconf/201712602005, 2017. 

[2] J. Arents and M. Greitans, “Smart Industrial Robot Control Trends, 
Challenges and Opportunities within Manufacturing,” applied sciences, 
12(937), doi: 10.3390/app12020937, 2022. 

[3] L. Xiao, J. Grong and J. Chen, “Industrial Robot Control Systems: A Review,” 
Proceedings of the 11th International Conference on Modelling, Identification 
and Control, 1069–1082, doi: https://music.apple.com/jp/music-
video/inori/1604319072, 2019. 

[4] Q. Wu, Y. Liu and C. Wu, “An overview of current situations of robot industry 
development,” ITM Web Conf., 17, doi: 10.1051/itmconf/20181703019, 
2018. 

[5] M. Botteo, S. Cocuzza, N. Comand and A. Doria, “Modeling and 
identification of an industrial robot with a selective modal approach,” applied 
sciences, 10, 4619, doi: 10.3390/app10134619,  2020. 

[6] C. H. Ting, et al., “Humanoid robot: A review of the architecture, applications 
and future trend,” Research Journal of Applied Sciences, Engineering and 
Technology, 7(7), 1364–1369, doi: none, 2014. 

[7] H. Ishiguro, T. Ono, M. Imai, T. Maeda, T. Kanda and R. Nakatsu, “Robovie: 
an interactive humanoid robot,” Industrial Robot, 28(6), 498-504, doi: 
10.1108/01439910110410051, 2001. 

[8] K. Hirai, M. Hirose, Y. Haikawa, T. Takenaka, “The development of Honda 
humanoid robot,” Proceedings. 1998 IEEE International Conference on 
Robotics and Automation, no. 98CH36146, doi: 
10.1109/ROBOT.1998.677288, 1998. 

[9] T. B. Sheridan, “Human–Robot Interaction: Status and Challenges,” Human 
Factors: The Journal of the Human Factors and Ergonomics Society, 525–
532, doi: 10.1177/0018720816644364, 2016. 

[10] S. A. Green, M. Billinghurst, X. Q. Chen, J. G. Chase, “Human-Robot 
Collaboration: A Literature Review and Augmented Reality Approach in 
Design,” International Journal of Advanced Robotic Systems, 5(1), 1-18, doi: 
10.5772/5664, 2008. 

[11] A. Vick, D. Surdilovic, and J. Kruger, “Safe physical human-robot interaction 
with industrial dual-arm robots,” 9th Workshop on Robot Motion and Control 
(RoMoCo), 264-269, doi: 10.1109/RoMoCo.2013.6614619, 3–5 July 2013. 

[12] S. Schaal, S. Kotosaka, and D. Sternad,  “Nonlinear dynamical systems as 
movement primitives,” in International Conference on Computational 
Intelligence in Robotics and Automation. Monterey, CA, October, 1999, doi: 
none. 

[13] J. Li, T. Hu, S. Zhang, and H. Mi., “Designing a musical robot for Chinese 
bamboo flute performance,” in Proceedings of the Seventh International 
Symposium of Chinese CHI (Chinese CHI ‘19), ACM, New York, NY, USA,  
117–120, doi: 10.1145/3332169.3332264. 

[14] Y. Kawaguchi, I. Yoshida, H. Kurumatani, T. Kikuta, and Y. Yamada, 
“Internal pipe inspection robot,” in Proceedings of IEEE International 
Conference Robotics, Automation, 857–862, doi: 
10.1109/ROBOT.1995.525390, 1995. 

772 Hz

1591 Hz

2278 Hz
Node 

Antinode 

Pure sound Low pure sound 

http://www.astesj.com/


H. Hanai et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 01-09 (2022) 

www.astesj.com     9 

[15] T. Tujita, S. Komizunai, Y. Nomura, T. Owa, and M. Uchiyama, “Evaluation 
of nailing motion for a humanoid robot,” in Proceedings of the 2008 JSME 
Conference on Robotics and Mechatronics, Nagano, Japan, June 5–7, doi: 
10.1299/jsmermd.2008._2P1-F11_1 (in Japanese). 

[16] T. Hirogaki, E. Aoyama, E. Sugiura, and Y. Kobayashi, “Investigation of 
impact task and application based on its hit sound feedback motion with an 
industrial humanoid robot,” Transactions of the JSME, 83(855), 2017, 
doi:10.229/transjsme.17-00132. (in Japanese). 

[17] H. Yabu, T. Aratani, and K. Shibuya, “An Algorithm for Motion Planning of 
Violin-playing Robot-Determining Bowing direction and Three Bowing 
Parameters-,” The Japan Society of Mechanical Engineers, no. 14-2, 1A1-
D05, 1–2, doi: 10.1299/jsmermd.2014._1A1-D05_1, 2014 (in Japanese). 

[18] H. Hanai, A. Mishima, A. Miura, T. Hirogaki and E. Aoyama, “Realization 
of Musical Saw Bowing by Industrial Humanoid Robot,” 2021 21st 
International Conference on Control, Automation and Systems (ICCAS). 
IEEE, 2021. 1695–1700,doi:  10.23919/ICCAS52745.2021.9649856. 

[19] J. Kaneko, N. Hosoya, and K. Furuya, “Minimization of vibration and sound 
radiation of thin plate structures based on musical saw mechanism,” in 
Proceedings of Dynamics and Design Conference, 111, 1–6, doi: 
10.1299/jsmedmc.2010._111-1_,2010 (in Japanese). 

[20] J. Lenard and J. Graebner, 1989, “Scratch My Back”: A pictorial history of 
the musical saw and how to play it, Seada records, California. 

[21] A. D. Berman, W. A. Ducker, and J. N. Israelachvili, “Origin and 
Characterization of Different Stick−Slip Friction Mechanisms,” 
LANGMUIR, 12(19), 4559-4563, doi: 10.1021/la950896z, 1996. 

[22] S. Serafin and J. O. Smith Ⅲ, “A MULTIRATE, FINITE-WIDTH, BOW-
STRING INTERACTION MODEL”, Proceedings of the COST G-6 
Conference on Digital Audio Effects, 1 – 4, doi: none, 2000. 

http://www.astesj.com/


 

www.astesj.com     10 

 

 

 

 

 

Deep Learning in Monitoring the Behavior of Complex Technical Systems 

Bahram Ismailov Israfil* 

Azerbaijan State Oil and Industry University, Department of “Instrument Engineering”, Baku, AZ1010, Azerbaijan Republic 

A R T I C L E   I N F O  A B S T R A C T 
Article history: 
Received: 15 July, 2022 
Accepted: 28 August, 2022 
Online: 09 September, 2022 

 The article is devoted to the methods of monitoring and control of vibration processes 
occurring in the structure and units of complex and unique electromechanical equipment. 
The monitoring object is considered as a dynamic multidimensional information object, for 
the study of which analytical and numerical methods of modeling and simulation of 
multidimensional chaotic systems are used in the context of the scientific direction of physics 
of open systems. The structure of research of signals of vibration activity of equipment, 
description of mathematical models and algorithms based on them are presented. 
Demonstrative results of experiments carried out to analyze and evaluate the possibilities of 
controlling the behavior of a complex system using methods of influencing signals of various 
nature are presented. Using the methodology of Visual Thinking will improve the quality and 
efficiency of monitoring the vibrational activity of a complex technical object. Such a 
technique will make it possible to reasonably interpret the decision made to control the 
vibration process. The calculated parameters and the constructed visual images of the 
processed signals are proposed for use in the Input Layer of the Recurrent Neural Network 
of the Deep Learning algorithm. 
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1. Introduction   

The analysis of vibration processes occurring in the 
interconnected nodes of complex power equipment is an urgent 
task to ensure its trouble-free, long-term and efficient operation. 
During operation, the equipment is exposed to electrical, 
mechanical, hydraulic, seismic and other forces and influences. 
Examples of devices with complex vibrational media are a 
hydraulic unit or a powerful pump design for pumping liquid. The 
operation of such devices is often accompanied by vibration 
processes with high intensity in a wide frequency range, the 
sources of which can be turbulent fluid flows, cavitation processes, 
friction in bearings of rotating assemblies, pressure pulsations on 
blades, etc. In the vibration signal of such devices, you can find 
information about the sources of vibration, beats, imbalances, 
resonances caused by them, or, conversely, false damping of 
intensity, in cases with antiphase influences from other sources of 
vibration. The situation becomes much more complicated when 
several such devices operate in parallel on the same platform, 
foundation. In this case, it becomes an important task to identify 
the cause-and-effect relationships of the true sources of vibration 
[1-10]. 

Traditionally, the process of operating complex electro-
mechanical equipment is accompanied by monitoring of the 
vibrational environment and searching for vibration sources that 
can be caused by design features, transients or scenarios of 
technological processes. In addition, as you know, along with 
internal processes, equipment is exposed to external influences in 
the form of unpredictable changes in load, environmental impact, 
etc. Thus, monitoring the main parameters of the equipment 
allows you to identify problem areas or trends in their 
development at an early stage. 

Monitoring the analyzed object from the standpoint of the 
information object will reveal previously unknown features of its 
dynamics, which will increase the reliability, argumentation and 
efficiency of the analysis. At the same time, its parameters can be 
presented in the form of information flows. Typically, complex 
dynamical systems exhibit non-linear behavior. Taking into 
account the nonlinear nature of the dynamic vibration processes 
occurring in the nodes and elements of complex technical means, 
their analysis and assessment should be carried out from the 
standpoint of the interaction of multidimensional chaotic systems 
[1-5, 8, 9, 11-16]. The main idea of the work is to apply the theory 
of chaotic systems, which connects mathematics and the studied 
physical processes, while the use of nonlinear recurrent analysis 
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makes it possible to simplify the study of objects presented in 2D 
and 3D formats.  

The use of analytical-numerical methods with computer 
modeling and simulating of various operating modes will allow 
you to safely test various control strategies. 

An important role is played by the visualization of the studied 
vibration processes, since along with the signals in the spectrum 
of the observed data, the use of modern methods of analysis will 
make it possible to reveal hidden oscillations, the effects of the 
manifestation of the system's memory, external influences and 
other information that is important for the development of a 
control strategy. 

For the studies of the vibration activity of the control object 
carried out in the work, the time series obtained from the devices 
for collecting measuring information, the processes and functions 
modeled in MATLAB, as well as surrogate data were used. [2, 10, 
11, 14, 15, 17, 18]. 

The issues of collecting measurement information and the 
equipment used for this are not considered in the work. 

2. Research Methods Used for Analysis and Control 

The research structure presented in Figure 1 [3, 19, 20, 21], 
covers a variety of iterative algorithms for the analysis, 
assessment and control of the dynamics of a complex system, the 
development of which takes place within the framework of an 
open system. 

 

 
Figure 1: Structure of the study of dynamical systems 

Legend:  
fBm – fractional Brownian motion; fLevy – fractional Levy motion; Imp – 
impulsive function; fCN – fractional Colored noise; P-W – piecewise function; 
fGn – fractional Gaussian noise; q – p – quasi-periodic; ch – q-p – chaos – quasi-
periodic; ch-stoch – chaos – stochastic; ch – hyp-ch – chaos – hyper-chaos; hyp – 
ch – hyp - hyper-chaos - chaos - hyper-chaos; bifur – bifurcation; F T E – fractional 
time evolution. 

It is known that the evolution of a dynamic chaotic system is 
sensitive to initial conditions, the influence of system memory, as 
well as to minor disturbing influences. 

In this work, we propose to use, for example, functions such 
as Brownian motion, fractional Levy motion, fractional color 
noise, fractional Gaussian noise, anti-synchronization, and others, 
as acting to correct or control the behavior of the simulated 
process [6, 17, 21-24]. In this case, the spectrum of changes in the 
nature of dynamic processes can vary from quasiperiodic to hyper 
chaotic processes. The choice of a particular type depends on the 
goals and objectives of the research. 

The analysis and study of the dynamics of vibration processes 
was carried out according to the algorithms described below. The 
analysis results are visualized in the form of recurrent plots, 
Finite-time Lyapunov Exponent (FTLE), dependences of the 
Poincare return times, Lyapunov exponents, Tsallis entropy, etc. 
[2, 11, 12, 25-29]. 

The proposed mathematical model covers the most significant 
components affecting processes of interconnections and 
interactions of information flows circulating in the investigated 
dynamic system [10]: 

( )expq,T,,,d,GMS stfq

def

T −= εττ α                  (1) 

where ατT  - thermodynamically spectrum of the dimensions of 

the Poincare’s return time in an open space; qS  - entropy of 

Tsallis; GM – generalized memory; fd  - fractal dimensions in 
the function of entropy of Tsallis; τ  - mean return time for 
Poincare; ε  - stability of Tsallis entropy; stT  - stability of 
thermodynamics; q -exp - exponential of Tsallis. [6, 8, 18, 19, 
30-32]. 

The idea of modeling dynamic processes evolving within the 
framework of an open system is based on the thermodynamic-
informational paradigm, which made it possible to connect the 
informative and operational components of data and knowledge. 

3. Research Algorithm 

Let's imagine a complex technical system as a set of 
interconnected pieces of equipment that demonstrate the 
nonlinear nature of dynamics. The structure of the research 
algorithm is shown in Figure 2. 

Each of the components of the system is influenced as well as 
influenced by others. To study the behavior of such a system, it is 
necessary to carry out a set of measurements and calculations of 
informative parameters, on the basis of which it will be possible 
to make a decision on the continuation of monitoring or the choice 
of control actions for correction.  

The list of measured, calculated and graphically presented 
data can be expanded, which will increase their overall 
information content. The figure 2 also shows a library of 
influencing functions designed to correct and control the 
dynamics of the observed processes. This list can also be 
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supplemented in the process of analyzing the response of the 
system in order to obtain satisfactory characteristics. 

 
Figure 2: The structure of the research algorithm. 

3.1. Interaction of System Components 

Numerical modeling of the processes under study begins with 
the presentation of fragments of the observed time series and the 
selection of areas of interest. The generalized structure of the 
algorithm for studying the interrelationships and mutual influence 
of the system components, assessing the situation that has arisen 
and choosing the control actions [3, 11, 15, 33, 34]. 

Recurrent diagrams obtained as a result of non-linear recurrent 
analysis of observables of a connected controlled system can be 
used to visually assess the current situation and its dynamics: 

 

ηεθε /)(,
, ji
m
ji xxPD −−= , mRx ∈ , Nji ,1, = , (2) 

 
where N is the number of states under consideration; ix ; ε  - 

the size of the neighborhood of the point x  at the moment  i ; 

⋅ - norm; )( ⋅θ - Heaviside function [11, 29, 35]. 
Considering that the time of the First Poincare recurrence 

times (FPRs) corresponds to a Recurrence Plot (RP) of a certain 
process, that is, FPRs or [8, 16]: 
 

)(~)( RPsFRPs                                  (3) 
 

Next, the most informative parameters of the system behavior 
are calculated, such as the Lyapunov characteristic exponents, 
fractional dimension, Tsallis entropy, stability indicator, etc. 
According to the results of the analysis of the constructed RP-s, 
we search for areas that meet the objectives of the research by the 
criterion: 

3/inf)ˆ,ˆ,ˆ( aIsumzyxAI
Vsemdef

=                   (4) 

where )( ⋅⋅⋅AI  is the area of interest, formed on the thesis of 
the selection of information in such a way that it is the most 

meaningful from the semantic point of view 
sem
sup  and the 

minimum 
V

inf  in terms of the amount of information; 3a  - 

adequately AI  taking into account reflexivity, while taking into 
account that the measure of recurrence [8, 16]: 
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1 ε                                (5) 

 
represents the probability of repeating trajectories when 
implementing a mapping  
 

)()( ηrefCI ⇒⋅⋅⋅                              (6) 
 
The next stage is associated with the calculation of informative 

parameters and making a decision on the relevance of the 
application of impacts and, accordingly, the choice of their type. 
The structure shown in Figure 1 shows examples of influencing 
functions [3, 19, 20]. As is known, in the practice of using 
algorithms for controlling the behavior of chaotic systems, they 
are guided by the principles of actions based on the extreme 
sensitivity of chaotic dynamical systems to small disturbances, the 
effectiveness of which depends on falling into the required area. 
The work also used the principles of selecting areas of interest (AI) 
and types of impacts. In our case, the following functions were 
used as impacting functions: Levy flight, Chimera states, Color 
noise, Jerk, Anti-synchronization and others [3, 17, 22, 23]. 
 
3.2. Algorithm “Measurement – Recognition – Decision 

Making” 

An important part of the study of the dynamics of a chaotic 
system are the stages: “measurement - recognition - decision 
making” [18, 19, 33]. Nonlinear recurrent analysis can serve as a 
catalyst for the implementation of the control task due to its visual 
images in the form of RP and their characteristic features in the 
form of topology, texture, color palette. The use of the Visual 
Thinking methodology will allow you to quickly comprehend the 
current situation, increase the reliability of the analysis and justify 
the decision on the impact on the controlled system. 

The structure of the adaptive system for analyzing and 
controlling the behavior of fractional-order chaotic systems is 
shown in Figure 3.  

 
Figure 3: The structure of the adaptive system. 
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This structure demonstrates the application of the adaptive 
algorithm to the processes observed in the nodes of the power 
equipment of hydroelectric power plants [3, 19]. The operation of 
the algorithm is based on the principles of synergetic, Poincare’s 
return time theorem, covers the stages of analysis of measurement 
information, nonlinear recurrent analysis with the construction of 
RP, calculations of informative parameters of the system under 
study. 
Legend: 

• SChM – stochastic and chaotic mappings; 
• F – filter;  
• RFS – phase space reconstruction; 
• RP – recurrent diagramming; 
• RQA – recurrent quantitative analysis; 
• ChV – characteristic vector generation; 
• ARP – analysis of recurrent diagrams; 
• AChV – analysis of characteristic vector; 
• N – norm setting ),,( 21 ∞LLL ; 

• C – calculation of: correlation integral )(εC , new fractional dimension 

of Kaplan-Yorke KYD  and implementation filtering chaotic 
information, recurrent analysis of controlled processes. 

3.3. Thermodynamic Information Paradigm 

It is known that in an open system the issues of energy and 
matter transformation are considered from the standpoint of 
thermodynamics. The formation of an information-theoretical 
approach to modeling processes in open systems contributes to 
the combination of dynamic and informational components, as a 
result of which the development of complex systems begins to be 
determined by its information properties as well as their 
relationship to the external environment [3, 10, 18, 20, 36]. 

The theory of dissipative structures that determine 
physicochemical processes was developed as an “exchange of 
information”, which made it possible to universalize 
thermodynamic categories [10, 36].  

It is pertinent to note that the dynamics of nonlinear processes 
of dissipative systems is also described by Poincare’s theory, 
although they were developed for Hamiltonian systems. Also 
noteworthy is the relationship between metric entropy and 
Poincare recurrence. 

3.4. Nonlinear Recurrence Analysis, Recurrence Plots 

Visualization of nonlinear recurrent analysis with the 
representation of RP allows you to visually assess the dynamics 
of the system under study by its texture, topology and color scale, 
to study the AI allocated to test the hypothesis about the use of a 
control or corrective action [3, 11, 37-41]. As an example, in 
Figure 4 shows the operation of the algorithm for searching for 
the Area of Interest and extracting it on the sections of the time 
series of the chaotic process signal that are of interest to the 
researcher (color noise affects the Chen fractional system). The 
corresponding recurrent diagrams and distance matrices of the 
nonlinear recurrent analysis are constructed for the Areas of 
Interest highlighted on the time series chart. [37-39]. 

 

 

Figure 4: Interaction systems fractional Chen and Color noise: 
a –time series; b, c, d, e – distance matrix; f, g, h, i –recurrence plots. 

3.5. Mixing Issues 

Stirring is one of the key concepts in dynamical systems 
theory. The analysis of mixing processes of phase trajectories is 
an important part of studies of the behavior of chaotic systems. 
Lyapunov exponents, FTLE, Lagrangian coherent structures 
(LCS) are considered effective visual-informative indicators of 
the dynamics of chaotic systems, visual images of which allow 
one to assess the chaotic nature of the system, the presence of 
features on the trajectories of the system in the phase space. 

An example of the spatial structure of FTLE, presented below 
(Figure 5), illustrates the features of phase trajectories and 
transitions of various states of a chaotic process during mixing 
and / or interaction of systems. [27, 28, 32].  

 
Figure 5: Visualization of characteristic parts of complex system behavior 

using FTLE. 

http://www.astesj.com/


B.I. Israfil / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 10-16 (2022) 

www.astesj.com     14 

4. Application of Artificial Intelligence Methodology for 
Research of Complex Technical Systems 

The examples of visual information presented above are 
necessary for a comprehensive analysis and diagnostics of 
ongoing processes and making, on their basis, an informed 
decision to control or correct the behavior of a complex system. 

Analysis, assessment of the situation and decision-making is 
the final stage of research, and is mainly based on various 
analytical and visual information (the value and information 
content of which is known to everyone), which complements 
knowledge based on Visual Thinking. All this predetermined 
further steps in the need to use artificial intelligence to solve the 
urgent problem of studying the behavior of complex technical 
systems [11, 39, 41, 42]. 

The above was a reasoned prerequisite for the application of 
the methodology Deep Learning methods based on Recurrence 
NN in the study of vibration processes in complex mechanical 
systems [11, 42-50]. 

The results of preliminary measurements, analyzes, 
simulations and transformations are used as input information for 
the Input Layer of Deep Learning architecture. The presented data 
are generalized and used as new knowledge for further analysis 
and evaluation using the Neural Network, which is part of the 
Deep Learning algorithm. As showed in Figure 6, the middle - 
Hidden Layer, is presented as a Recurrence NN algorithm, the 
work of which is to assess the dynamics of vibration processes 
taking into account the manifestations of system memory.  

 

Figure 6: The structure of a recurrent neural network algorithm 
 
 

Legend:  
Input Layer components - time series of observed vibration processes, Levy's 
movements or other influences, recurrent plots of a fragment of the processes 
under study, stability of selected Areas of Interest, FTLE-graph of the information 
flow interaction area, calculated informative parameters and others; the Hidden 
Layer is represented by a recurrent algorithm and system memory, on which the 
dynamics and behavior of the system depend; the Output Layer - is the solution 
generated by the algorithm. 
 

In addition, the Recurrence Neural Network algorithm in its 
work analyzes and uses the results of the calculated informative 
system parameters and the choice of control or corrective forces, 
taking into account the requirements of operating scenarios, etc. 
These algorithms may include the above-described iterative and 
evaluation algorithms for analyzing measurement information, 
visual images, time series, RP and FTLE plots, Lyapunov 
exponents, Tsallis entropy, fractal dimensions and other 
information that complements and contributes to a better 
understanding of the ongoing processes [27, 42, 44, 46, 48]. The 
solution to the problem posed to ensure the reliable operation of 
the monitored equipment can be represented as an output layer, in 
the form of recommendations to a person who decides on further 
actions to operate the equipment. 

5. Conclusion 

The article presents the main fragments of a large research 
work devoted to the problems of analyzing the vibration activity 
of complex power electromechanical equipment, presented in the 
form of an information model of nonlinear multidimensional 
chaotic processes. To generalize a large amount of parametric and 
visual information, modern methods of analysis and decision-
making based on them were used. The structure of a deep learning 
algorithm based on Recurrence NN and Memory of system is 
substantiated and presented. Using DL to analyze and diagnose 
the state of a complex electromechanical system subject to 
vibration processes will increase the accuracy and speed of 
drawing conclusions about its condition and will facilitate 
informed decision-making based on all monitoring parameters. 
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 Electrifying or connecting remote and isolated communities to the national grid is very 
difficult and expensive. This challenge is due to the geographic locations of these isolated 
communities and terrain that needs navigation when installing transmission lines to transmit 
power to the communities. This article presents a case study of the design of a hybrid energy 
system for electrification of a remote region in South Africa. Upper blink water is about 20km 
away from the national grid. An effort has been made to design hybrid energy system which 
consists of solar photovoltaic (PV), diesel generator and battery storage. Homer software 
used to evaluate the technical characteristics and efficiency of the proposed hybrid energy 
system. Reticmaster software used to calculate the voltage drops of distribution lines to the 
residential houses of the communities. The results show that it is feasible to supply the 
isolated community with the proposed hybrid energy system. The average electricity cost is 
R1.1093c/kWh and the amount of diesel fuel per year is 16685L/year. 
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1. Introduction. 

This article comes as results of previously presented and an 
extension of a paper originally presented in the IEEEAFRICON 
2021 conference [1]. Electrical Energy is among of the most vital 
resources in the world and its usefulness across the globe cannot 
be emphasised. The use of electricity is widespread in 
manufacturing, telecommunication, many other field such as 
residential and commercially[1]. Electricity can be produce by 
variety of sources including nuclear, hydro, wind solar, and 
thermal. Electricity can be classified into two main groups 
namely, sources of non-renewable energy and renewable energy. 
The demand for energy across the world is constantly rising. The 
increase of energy demand is a result of population growth, 
economic development and the introduction of many electrical 
appliances. In addition, the cost of power generation, availability 
of resources, environmental effects, and other factors have 
brought many challenges to provision of electricity to many 
communities in the world [2]. Electrification of remote and 
isolated communities is a significant issue when discussing future 
energy access in a country[3]. South Africa has an average of 89% 
grid access in 2016, with renewable energy sources contributing 
11%[4]. According to the 2016 statistics, coal accounted for 69 
percent of South Africa's primary energy supply. Crude oil had a 
14 percent share, nuclear had a 3% share and natural gas had a 3% 
share of the industry[4]. Many communities have been given 

access to electricity through South African government programs, 
among other programs; through private sector investments in 
wind energy, small hydro and biomass[4]. Off-grid hybrid energy 
systems has gained a lot of popularity due to its ability to operate 
in remote areas where the conventional grid cannot be access. In 
most cases, storage units used to complement the intermittent 
power generation from renewable energy sources such as solar 
and wind. Several research studies been carried out to ascertain 
the feasibility of hybrid energy systems in providing electricity to 
remote regions [3]. Modelling and cost analysis of a hybrid energy 
system for a remote island in Bangladesh - St. Martin Island were 
done using HOMER software [5]. The proposed hybrid energy 
system consists of solar PV, wind turbine and diesel generator. 
HOMER software is used to determine the most cost effective 
configurations among a set of system options for electricity 
requirement of 53 kWh/day primary load with 10 kW peak 
load[5]. The results from the analysis showed that the proposed 
hybrid energy system gives a cost of electricity COE of USD 
0.224 and a total net present cost (NPC) of USD60, 832.93. The 
renewable power generation contribution to the total electricity 
requirement for the island is 77 percent. Another case study been 
done for a health clinic in a rural area in southern Iraq[6]. 
HOMER software used to estimate the system size and its life 
cycle cost. The total daily load of the health clinic is 31.6 kWh. 
The analysis showed that the optimal system initial cost, net 
present cost, and electricity cost is US$50,700, US$60,375, and 
US$0.238/kWh, respectively [6]. Based on the literature reviews, 
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the Homer software been adopted in this paper to analyse the 
feasibility of the proposed hybrid energy system. The analysis of 
the voltage drop for transmitting the power to the community 
residential houses conducted using Reticmaster software. Upper 
blink water is the community selected as a case study for design 
of hybrid energy system. It is located in Fort Beaufort, Eastern 
Cape, South Africa consisting of 43 households and is about 20km 
away from the national grid. 

2. Case study description. 

2.1. Weather and Location. 

The community of Upper Blink Water is located about 20 
kilometres from the national power grid. Because electricity is 
scarce in Upper Blink Water, an alternative energy sources 
required. This area considered one of the sunniest in the Eastern 
Cape Province. This community reached using GPS coordinates of 
latitude: -32034'0.01'', longitude: 26032'60’’. Figure 1 shows the 
temperature range in Upper Blink Water community area. It varies 
between 2.6°C and 31.8°C with a median temperature of 17.5°C 
based on the long-term average. This data obtained from NASA 
(National Aeronautics and Administration) Perdition of Worldwide 
Energy Resource Power database[7]. 

 
Figure 1: Ambient Temperatures throughout year. 

Table 1 and Figure 2 shows the solar radiation for the 
considered area. The area experiences annual average radiation of 
6.33 kWh/m²/d. and daily solar energy yield ranges between 2.5 
kWh/m²/d and 8.8 kWh/m²/d. The highest solar radiation occurs 

during the summer season between Jan –Apr and Aug-Dec. The 
lowest solar radiation experienced during the winter season 
between May-July. The monthly average solar radiation data was 
taken from NASA (National Aeronautics and Administration) 
Perdition of Worldwide Energy Resource Power database[7]. 

Table 1: Upper Blink Water Community average solar radiation 

Month Clearness Index Daily Radiation (kWh/m2/day) 

Jan 0.74 8.8 

Feb 0.71 7.8 

Mar 0.81 7.5 

Apr 0.90 6.5 

May 0.72 4.0 

Jun 0.54 2.6 

Jul 0.50 2.5 

Aug 0.47 3.5 

Sep 0.82 6.9 

Oct 0.73 7.5 

Nov 0.71 7.7 

Dec 0.73 8.7 

2.2. Load Model 

Upper Blink Water community expected load shown in Table 
2. Lights, cookers, and entertainment expected to be use by the 
community. The author collected data through site visits, 
interviews with community members, and questionnaires. Table 2 
and Figure 2 summarize the results. Table 2 shows the community 
expected load. The details of the interviews and questionnaires not 
detailed in this article. 

In Figure 3, all the households in the community are show with 
their load profiles. A peak load of 13.1kW estimated for the 
evening.  This load expected as many people will go home after 
returning from work, and they will use electricity to warm the 
water for bath and to cook. 

 
Figure 2: Monthly Average Solar Irradiance 
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Table 2: Expected usage of Electricity by Upper Blink water community. 

Load of the Community Peak load (W) Average 
Load(W) 

Lighting  LED lights 7W 7W 

Entertainment TV/Video/Satellite 120W 120W 

Radio 20W 20W 

Laptop 50W 50W 

Smart Phone Charger 1W 1W 

Cooking Stove (4 plate) 3000W 1500W 

Stove(2 plate) 2000W 1000W 

 

 

Figure 3:  Load Profile for the case study. 

3. Proposed Energy System Design configuration. 

The HOMER software, NREL’s micro-power optimization model 
is employed to evaluate a range of equipment options over varying 
constraints to optimize the proposed hybrid energy system[8]. It 
gives a list of feasible system configuration options that are rank 
according to their cost effectiveness. Figure 4 shows a schematic 
block diagram for the proposed hybrid energy system. 

 

Figure 4: System Design Configuration for Upper Blink water. 

3.1. System components Description 

 The following are the major components of the proposed hybrid 
energy system: 

A. Photovoltaic Cells (SMA60 – US) PVs are the primary power 
converters. Solar energy converted into electricity using 
semiconductors. A photovoltaic cell usually produces only 
one or two watts of power, which is quite small. When 
photovoltaic cells connected together, they produce more 
power. These units are called modules. Each module 
connected to other modules to form large units known as 

panels and arrays. A polycrystalline panel was considered for 
this research study. The efficiency of polycrystalline panels is 
very high. It is necessary to use a bypass diode (Schottky 
diode) between the battery bank and the panels to protect them 
from reverse current.  Table 3 shows the polycrystalline solar 
PV cells specifications used in this paper  

Table 3: Solar panel specifications[9]. 

Electrical Characteristics at Standard Test Conditions (STC). 

Module Type: TW P -72 

Peak Power Watts-Pm[W] 

Open Circuit Voltage-Voc[V] 

Short Circuit Currents Isc[A] 

Maximum Power Voltage -
Vm [V] 

Maximum Power Current- Im 
[A] 

Module efficiency  [%] 

325 

325 

45.6 

9.28 

37.1 

 

 

16.8 

 

Solar panel 

Electrical Characteristics at Normal Operating Cell Temperature 
(NOCT) 

Peak Power Watts-Pm [W] 

Open Circuit Voltage-Voc [V] 

Short Circuit Currents Isc [A] 

Maximum Power Voltage -
Vm [V] 

Maximum Power Current- Im 
[A] 

 

225 

41.4 

7.26 

33.4 

 

6.74 

 

Solar Array 

“Note1. Standard Test Conditions (STC): irradiation 1000W/m2 

AM1:5: ambient temperature 250C according to EN 60904-3; 2. Nominal 
Operating Cell Temperature (NOCT): Irradiance 800W/m2; Wind speed 
1m/s; cell temperature 450C; ambient temperature 200C. Tolerance of Pm 
0-+5%, Measuring  uncertainty of power +-3%, Performance  deviation 
of Voc [V], Isc[A],Vm [V] and Im [A]:+-5%” 

B. Battery Bank (315kWh LA): The solar panels generate excess 
electricity that is stored in the battery. This research study 
utilized flooded lead acid batteries because they have a long 
lifespan and are inexpensive per amp hour. During the day, 
excess energy generated by the solar panels charges the 
batteries. The battery storage will discharged at night and in 
the early morning when the sun is not out, providing 
electricity to the community load.The batteries were set to a 
state of charge (SOC) of 30% and 90%, respectively. A 
combination of these settings prevents deep discharges and 
overcharging of the batteries respectively.  

C. Charge Controller: Charge controllers manage the current 
flowing between the batteries and the panels. The purpose of 
this device is to prevent battery overcharging. A charge 
controller usually includes special electronics that level out 
the charging process automatically [4]. Batteries are prevented 
from being overcharged by charge controllers that block 
reverse current. The MPPT charge controller is selected for 
this research study since it uses a multiple stage charge 
method based on the PV conditions[10]. 
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D. Inverter (Converter): By using an inverter, DC electricity can 
be converted to AC electricity.  An inverter converts DC 
voltage from solar panels to AC voltage. An inverter classified 
according to the format of its output wave, its output power, 
and its type of installation. Since an inverter changes the form 
of electricity, sometimes referred to as a power conditioner. 
Modified sine waves (MSWs) or pure sine waves are both 
possible output waveforms of an inverter[11]. The use of 
MSW inverters is usually more economical and efficient than 
sine wave inverters, while sine wave inverters offer higher 
performance and can operate on virtually any load. Sunny 
Central Technologies' MSW inverters were selected because 
they have a maximum power point tracking capability 
(MPPT) and utility fault protection capabilities[6]. Depending 
on the system voltage and output voltage requirements, 
inverted systems with 400V AC 3-phase and 230V AC single-
phase output voltages selected. 

4. Proposed Energy System Sizing. 
4.1. Solar PV Module sizing. 
When sizing the solar panels the total daily energy (E), the 
average sunny hours per day, and the system voltage (Vdc) are 
used. A tool called the Distribution Pre electrification Tool (PET) 
is used to predict community electricity consumption and demand 
for a 15-year period[12]. This research study used 1,29kVA of 
After Diversity Maximum Demand (ADMD) power and 300 kWh 
of total load in its research. An ADMD calculated based on the 
government-specified income for a rural village in South Africa. 
Using 1.2kVA ADMD per household with a circuit breaker size of 
20 Amps, a household income of R1500 per month would equal a 
Government pension rate of R1500 per month[12].   

According to Figures 5 and 6, the site expected to have a 
maximum demand for electricity and electric consumption. 

 

Figure 5:  15-year period-predicted electricity demand by the community[12]. 

 
Figure 6: 15-year period-predicted electricity usage by the community[12].

http://www.astesj.com/


L Mbali et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 17-26 (2022) 

www.astesj.com     21 

Equations (1) - (5) are required to calculate the PV array (WP) and 
the maximum power required to operate the solar module. 

𝑀𝑀𝑀𝑀(𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃) =
𝑁𝑁𝑀𝑀𝑀𝑀𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁 𝐻𝐻𝑃𝑃𝑀𝑀𝐻𝐻𝑃𝑃ℎ𝑃𝑃𝑜𝑜𝑜𝑜𝐻𝐻 𝑀𝑀 (𝐴𝐴𝐴𝐴𝑀𝑀𝐴𝐴)                   (1)      

𝑀𝑀𝑃𝑃 𝑀𝑀𝑃𝑃𝑃𝑃𝑀𝑀𝑎𝑎 (𝑃𝑃𝑤𝑤) =
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸

(𝑆𝑆𝑆𝑆𝑆𝑆 𝑥𝑥 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝑥𝑥 𝑆𝑆𝑃𝑃 𝑑𝑑𝐵𝐵𝑑𝑑𝑑𝑑𝑑𝑑𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑 𝐹𝐹𝑑𝑑𝐹𝐹𝐸𝐸𝐸𝐸𝑑𝑑 )
                                               (2) 

𝑇𝑇𝑃𝑃𝑇𝑇𝑀𝑀𝑜𝑜 𝑁𝑁𝑀𝑀𝑀𝑀𝑁𝑁𝑃𝑃𝑃𝑃 𝑃𝑃𝑁𝑁 𝑀𝑀𝑃𝑃𝑜𝑜𝑀𝑀𝑜𝑜𝑃𝑃𝐻𝐻:𝑁𝑁𝑀𝑀 =
𝑆𝑆𝑃𝑃 𝐴𝐴𝑑𝑑𝑑𝑑𝑑𝑑𝐴𝐴 𝑠𝑠𝑑𝑑𝑠𝑠𝐵𝐵
𝑀𝑀𝐸𝐸𝑑𝑑𝑀𝑀𝑀𝑀𝐵𝐵𝑠𝑠 𝑅𝑅𝑑𝑑𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑

                                   (3)  

 

𝑁𝑁𝑃𝑃 𝑃𝑃𝑁𝑁 𝑀𝑀𝑃𝑃𝑜𝑜𝑀𝑀𝑜𝑜𝑃𝑃𝐻𝐻 𝑀𝑀𝑖𝑖 𝐻𝐻𝑇𝑇𝑃𝑃𝑀𝑀𝑖𝑖𝑠𝑠:𝑁𝑁𝑀𝑀𝐻𝐻 =
𝑆𝑆𝐴𝐴𝑠𝑠𝐸𝐸𝐵𝐵𝑆𝑆 𝑃𝑃𝐸𝐸𝑀𝑀𝐸𝐸𝑑𝑑𝑑𝑑𝐵𝐵

𝑀𝑀𝐸𝐸𝑑𝑑𝑀𝑀𝑀𝑀𝐵𝐵 𝑁𝑁𝐸𝐸𝑑𝑑𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑀𝑀 𝑃𝑃𝐸𝐸𝑀𝑀𝐸𝐸𝑑𝑑𝑑𝑑𝐵𝐵(𝑃𝑃)
      (4)   

𝑁𝑁𝑀𝑀𝑀𝑀𝑁𝑁𝑃𝑃𝑃𝑃𝑃𝑃𝑁𝑁 𝑀𝑀𝑃𝑃𝑜𝑜𝑀𝑀𝑜𝑜𝑃𝑃𝐻𝐻 𝑀𝑀𝑖𝑖 𝑤𝑤𝑀𝑀𝑃𝑃𝑀𝑀𝑜𝑜𝑜𝑜𝑃𝑃𝑜𝑜:𝑁𝑁𝑤𝑤𝐻𝐻 =
𝑁𝑁𝑀𝑀𝑆𝑆𝑁𝑁𝐵𝐵𝑑𝑑 𝐸𝐸𝐵𝐵 𝑀𝑀𝐸𝐸𝑑𝑑𝑀𝑀𝑀𝑀𝐵𝐵𝑠𝑠
𝑆𝑆𝐸𝐸𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 𝑆𝑆𝐵𝐵𝑑𝑑𝑑𝑑𝐵𝐵𝑠𝑠

             (5)   

where: Etot: Total energy Demand (Wh/d) = 300 kWh. 

SPH: Solar Peak Hour (h/d) =6.3 

Beff: Battery efficiency (%) = 80% 

PV der: PV derating factor (percentage) = 80% 

4.2. Sizing of battery bank. 

Batteries arranged into battery banks according to their voltage 
ratings and the needs of the system, which may be in series or 
parallel. The voltage of the battery usually chosen based on the 
energy system and the load. Batteries power photovoltaic systems 
connected to the grid. They are used as backup power supply 
during times when there is no sunshine. 12V battery voltage 
selected for this proposed hybrid energy system. Equations (6) - 
(10) are required to calculate the battery size and number of 
battery required for the system.  

𝐸𝐸𝑇𝑇𝑃𝑃𝑇𝑇(𝐴𝐴𝑀𝑀𝑀𝑀𝑜𝑜𝑎𝑎 𝐸𝐸𝑖𝑖𝑃𝑃𝑖𝑖𝑃𝑃𝑠𝑠𝑎𝑎 𝐴𝐴𝑃𝑃𝑀𝑀𝑀𝑀𝑖𝑖𝑜𝑜) =
𝐸𝐸𝑑𝑑𝐵𝐵𝑑𝑑𝑑𝑑𝑑𝑑𝐴𝐴 𝑑𝑑𝑑𝑑𝑑𝑑𝑀𝑀𝐴𝐴 𝑀𝑀𝐸𝐸𝑑𝑑𝑑𝑑 (𝐸𝐸𝑑𝑑𝑀𝑀)
𝐼𝐼𝑑𝑑𝐼𝐼𝐵𝐵𝑑𝑑𝐸𝐸𝐵𝐵𝑑𝑑 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐹𝐹𝑑𝑑𝐹𝐹𝑑𝑑𝐵𝐵𝑑𝑑𝐹𝐹𝐴𝐴

                                   (6)  

𝐵𝐵𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑎𝑎 𝐻𝐻𝑀𝑀𝐻𝐻𝑃𝑃(𝐴𝐴ℎ) =
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 ×𝑇𝑇𝑑𝑑𝑀𝑀𝐸𝐸

𝑆𝑆𝐴𝐴𝑠𝑠𝐸𝐸𝐵𝐵𝑆𝑆 𝑃𝑃𝐸𝐸𝑀𝑀𝐸𝐸𝑑𝑑𝑑𝑑𝐵𝐵  𝑥𝑥 𝐷𝐷𝐸𝐸𝐷𝐷𝑥𝑥 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵)
                                       (7)  

Equations 8 and 9 used to calculate the number of batteries 
required in parallel and series: 

𝑁𝑁𝑃𝑃 𝑃𝑃𝑁𝑁 𝐵𝐵𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻 (𝐻𝐻𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻) =
𝑆𝑆𝐴𝐴𝑠𝑠𝐸𝐸𝐵𝐵𝑆𝑆 𝑃𝑃𝐸𝐸𝑀𝑀𝐸𝐸𝑑𝑑𝑑𝑑𝐵𝐵

𝐵𝐵𝑑𝑑𝐸𝐸𝐸𝐸𝐵𝐵𝑑𝑑𝐴𝐴 𝑁𝑁𝐸𝐸𝑆𝑆𝑑𝑑𝑑𝑑𝑑𝑑𝑀𝑀 𝑃𝑃𝐸𝐸𝑀𝑀𝐸𝐸𝑑𝑑𝑑𝑑𝐵𝐵(𝑃𝑃)
                         (8)  

𝑁𝑁𝑃𝑃 𝑃𝑃𝑁𝑁 𝑁𝑁𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻: (𝑤𝑤𝑀𝑀𝑃𝑃𝑀𝑀𝑜𝑜𝑜𝑜𝑃𝑃𝑜𝑜) =
𝑇𝑇𝐸𝐸𝐸𝐸𝑑𝑑𝑀𝑀 𝑁𝑁𝑑𝑑𝐸𝐸𝐸𝐸𝐵𝐵𝑑𝑑𝐴𝐴 𝑆𝑆𝑑𝑑𝑠𝑠𝐵𝐵
𝑅𝑅𝑑𝑑𝐸𝐸𝐵𝐵 𝑝𝑝𝐵𝐵𝑑𝑑 𝑁𝑁𝑑𝑑𝐸𝐸𝐸𝐸𝐵𝐵𝑑𝑑𝐴𝐴

                                            (9)  

𝑁𝑁𝑃𝑃 𝑃𝑃𝑁𝑁 𝐵𝐵𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻 (𝑇𝑇𝑃𝑃𝑇𝑇𝑀𝑀𝑜𝑜) =
𝑁𝑁𝑃𝑃 𝑃𝑃𝑁𝑁 𝑁𝑁𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻(𝑆𝑆)𝑀𝑀 𝑁𝑁𝑃𝑃 𝑃𝑃𝑁𝑁 𝑁𝑁𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻 (𝑀𝑀)    (10)  

where: 

Etot (WH) =Daily energy demand 

Beff: =Battery efficient typically: 80% 

VBB =Battery nominal voltage: 2VDC 

DOD= Depth of discharge: 80% 

Taut: =Number of days of autonomy: two. 

Selected Battery Ah Rating = 1500 Ah 

Selected system voltage = 360 VDC 

Since the system, voltage is 360VDC, the number of 12 volts 
batteries required in series is: 

𝐸𝐸𝑇𝑇𝑃𝑃𝑇𝑇 = 𝐸𝐸𝑑𝑑𝑀𝑀
𝐼𝐼𝑑𝑑𝐼𝐼𝐵𝐵𝑑𝑑𝐸𝐸𝐵𝐵𝑑𝑑 𝐵𝐵𝐵𝐵𝐵𝐵

= 300𝑘𝑘𝑘𝑘
95%

= 315.8𝑘𝑘𝑘𝑘                                                                            

𝐵𝐵𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑎𝑎 𝑆𝑆𝑀𝑀𝑆𝑆𝑃𝑃(𝐴𝐴ℎ) = =
315 800𝑘𝑘ℎ 𝑀𝑀 2

360𝑀𝑀 80%𝑀𝑀 80%
= 1370.61𝐴𝐴ℎ 

𝑁𝑁𝑀𝑀𝑀𝑀𝑁𝑁𝑃𝑃𝑃𝑃 𝑃𝑃𝑁𝑁 𝑁𝑁𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻 𝑀𝑀𝑖𝑖 𝑀𝑀 𝐻𝐻𝑇𝑇𝑃𝑃𝑀𝑀𝑖𝑖𝑠𝑠 ==  
2160

12
= 180𝑁𝑁𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻 

𝐵𝐵𝑀𝑀𝑇𝑇𝑇𝑇𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃𝐻𝐻 (𝑇𝑇𝑃𝑃𝑇𝑇𝑀𝑀𝑜𝑜) =) = 1 𝑀𝑀180 = 180.                                         

4.3. Sizing of inverter (converter). 

An inverter converts DC voltage from solar panels to AC 
voltage. An inverter classified according to the format of its output 
wave, its output power, and its type of installation. Since an 
inverter changes the form of electricity sometimes referred to as a 
power conditioner. Modified sine waves (MSWs) or pure sine 
waves are both possible output waveforms of an inverter. The use 
of MSW inverters is usually more economical and efficient than 
sine wave inverters, while sine wave inverters offer higher 
performance and can operate on virtually any load. Sunny Central 
Technologies' MSW inverters were selected because they have a 
maximum power point tracking capability (MPPT) and utility 
fault protection capabilities[6]. Depending on the system voltage 
and output, voltage requirements, inverted systems with 400V AC 
3-phase and 230V AC single-phase output voltages are 
selected.The inverter selected based on the following 
characteristics: 

•  Must have a D.C input voltage of between 240 V and 480 V 
to minimize cable sizes. 

• Must have efficiency at full load of above 95% to minimize 
losses.  

• Must have the ability to perform maximum power point 
tracking to minimize the number of panels needed. Must have 
an in-built battery charging features. 

The inverter size is determined as follows: 

𝑆𝑆𝑀𝑀𝑆𝑆𝑃𝑃 𝑃𝑃𝑁𝑁 𝑇𝑇ℎ𝑃𝑃 𝑀𝑀𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃 =
𝐴𝐴𝐴𝐴 𝐿𝐿𝑃𝑃𝑀𝑀𝑜𝑜𝐻𝐻 (𝑇𝑇𝑃𝑃𝑇𝑇𝑀𝑀𝑜𝑜) 𝑀𝑀 𝑂𝑂𝑖𝑖𝑃𝑃𝑃𝑃𝐻𝐻𝑀𝑀𝑆𝑆𝑃𝑃 𝐹𝐹𝑀𝑀𝐴𝐴𝑇𝑇𝑃𝑃𝑃𝑃                          (11)  

𝐼𝐼𝑖𝑖𝑖𝑖𝑃𝑃𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃 𝑆𝑆𝑀𝑀𝑆𝑆𝑃𝑃 = 55.5𝑘𝑘𝑘𝑘 𝑀𝑀 1.25 (𝑁𝑁𝑀𝑀𝐴𝐴𝑇𝑇𝑃𝑃𝑃𝑃) × 1.25
= 69.34𝑘𝑘𝑘𝑘 

An oversize factor of 1.25 is normally used in the sizing of an 
inverter for any energy system. In the case of an unexpected 
increase in load, the oversize factor is applied, otherwise if the 
actual calculated size of the inverter is used it will overheat and/or 
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burn due to current flow increase. The size of inverter chosen for 
each phase is 30 kW. 

4.4. Backup Generator. 

Diesel generators are also essential components of a hybrid 
energy system. Using different energy sources, power generators 
generate electricity by converting the motion of combustion 
engines into kinetic energy. The diesel generators (back up) 
selected according to their maximum power and voltage 
requirements. The backup generator used if the PV power 
generation system cannot meet the entire load.  

The backup generator should have the ability to operate 
independently for at least a few days, providing enough energy 
until reaching its maximum output power. This is necessary 
especially during days when the sun is not shining.  The backup 
generator selected based on the maximum power required and on 
the loading voltage required. The backup generator used to supply 
the load during the time when PV power generation supply is not 
able to supply the entire load. A diesel generator of 80 kW used in 
the case study. The backup generator is connected to the ac bus of 
the proposed hybrid energy system. Minimum output of the 
generator is set at 25 kW. The back-up generator should be able to 
run at least 2 days independently and supply the necessary power 
up to its maximum power output. Table 4 shows the specifications 
of the backup generator used in the case study. 

Table 4: Back-up generator specifications. 

Quantity Value Units 

Electrical Production 13,677 kW 

Minimum Electrical Output 25.0 kW 

Maximum Electrical Output 67.2 kW 

Fuel consumption 14,992 L 

Specific Fuel consumption 0.365 L/kWh 

Fuel Energy Input 49,120 kWh/year 

Mean electrical Efficiency 31.1 % 

Hours of operation 547 hrs./year 

Number of starts 389 starts/year 

Operational life 27.4 Yr. 

Capacity Factor 1.56 % 

Fixed generation cost 58.8 R/hr. 

Marginal generation cost 4.87 R/kWh 

4.5. Reticulation Simulation. 

Reticmaster is a network analysis tool, which used to 
calculate voltage drops, sizing cables and calculating fault 
currents. The Low Voltage reticulation design chosen in this 
proposed design based on Eskom specifications for Low Voltage 
reticulation. This done in order to determine the line lengths and 
conductor sizes to cover the area. The distribution system consists 
of two main lines leaving the supply side of the proposed hybrid 
energy system. The total length of the distribution lines is about 2 
km including minor connecting lines. All distribution lines need 
to fulfil Eskom standards. The electrical grounding is facilitated 

at the community houses. The number of connected houses is 43 
households. Table 5 shows the length of the distribution lines and 
the number of community houses connected. 

Table 5: Length of Distribution Lines. 

Northern lines  
Main line length 741 m 
Line 1 114 m 
Line 2 120 m 
Line 3 100 m 
Line 4 270 m 
Line 5 82 m 
Line 6 55 m 
Number of Households  connected 28 
Southern Lines 
Main line length 595 m 
Number of connections 15 
Total length of Distribution lines 1 336 m 
Total number of connections 43 

Figure 8 shows a snapshot of part of the reticulation design 
using Reticmaster software. 

 

Figure 7: Low Voltage simulation using Reticmaster 

Due to the layout and spread of the village, the Low Voltage 
lines are longer and therefore thicker conductors used so that the 
voltage profiles are within the statutory limits. Equations (12) and 
(13) used to calculate the voltage drops, sizing cables and 
calculating fault currents. 

𝑃𝑃𝑃𝑃𝑜𝑜𝑇𝑇𝑀𝑀𝑠𝑠𝑃𝑃 𝐴𝐴𝑃𝑃𝑃𝑃𝑤𝑤 = 𝐿𝐿(𝑜𝑜𝑀𝑀𝐻𝐻𝑇𝑇𝑀𝑀𝑖𝑖𝐴𝐴𝑃𝑃) 𝑀𝑀 𝑍𝑍(𝑀𝑀𝑀𝑀𝑤𝑤𝑃𝑃𝑜𝑜𝑀𝑀𝑖𝑖𝐴𝐴𝑃𝑃 ) 𝑀𝑀 𝐼𝐼𝑁𝑁𝑜𝑜(𝐹𝐹𝑀𝑀𝑀𝑀𝑜𝑜𝑇𝑇 𝐴𝐴𝑀𝑀𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖𝑇𝑇)     (12)  

%𝑃𝑃𝑃𝑃𝑜𝑜𝑇𝑇𝑀𝑀𝑠𝑠𝑃𝑃 𝐴𝐴𝑃𝑃𝑃𝑃𝑤𝑤 =
𝑃𝑃𝑃𝑃𝑜𝑜𝑇𝑇𝑀𝑀𝑠𝑠𝑃𝑃 𝐴𝐴𝑃𝑃𝑃𝑃𝑤𝑤(𝑃𝑃𝐴𝐴)
𝑀𝑀ℎ𝑀𝑀𝐻𝐻𝑃𝑃 𝑃𝑃𝑃𝑃𝑜𝑜𝑇𝑇𝑀𝑀𝑠𝑠𝑃𝑃(𝑃𝑃𝑤𝑤ℎ)

𝑀𝑀 100%                                          (13) 

5. Results and Discussions 

The analyses and results generated or obtained from the 
HOMER and Reticmaster software for this proposed system. The 
objective is to get the lowest cost per kWh and the lowest NPC of 
an off-grid hybrid energy system. Table 6 and 7 optimization 
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results and optimal least cost off-grid hybrid energy system for 
Upper Blink-water. 

Table 6: Optimization Results for the research study. 

Power Generation 
components (Mix) 

Total Net 
Present 

Cost 
(NPC) 

Cost of 
Electricity 

(COE) 

Renewable fraction (%) 

Solar PV/ Diesel 
Gen 
Battery/Inverter 

R1.68M 1.23 87.2 

Table 7: Optimal least cost off-grid hybrid energy system for Upper Blink-water 

Cost Summary System 
Architecture 

Electrical 

Total 
NPC 

R1.68M PV 
Array 

60kW Compon
ents 

Production Fraction 
(%) 

Levelize
d 

COE 

R1.23/k
Wh 

Diesel 
Genera
tor 

100k
W 

PV 
Array 

127,475kW
h/yr 

90.3 

Operatio
n Cost 

R113.15 Batteri
es 

180x 
12V 
string
s 

Diesel 
Generat
or 

13,677kWh
/yr 

9.69 

  Inverte
r 

30kW Total 141.152kW
h/yr 

100 

Rectifi
er 

30kW 

Dispat
ch  

Home
r 
Cycle 

Strateg
y 

Charg
ing  

The annual PV power production is 127 475 kWh/yr. Figure 7 
shows the PV power output for the whole year. It can be clearly 
seen that during the winter period between May - July the PV 
power output is lowest. This is because of the low solar radiation 
experienced during this period. In summer, period between the 
months of September – April the solar radiation is high and thus 
high PV power output experienced during this period. 

 

Figure 8: PV Power Output. 

The total amount of electricity produced by the hybrid energy 
system in a given year. Figure 8 shows the electrical production 
proposed model. The total electrical production calculated is 
141,152kWh/y. 

The annual throughput of the battery bank is 56,509 kWh/y. 
Figure 8 shows the state of charge of the battery bank for the 
whole year. The graph shows that the state of charge of the battery 
bank is higher during summer season than in the winter period. 
This is because during the summer season the PV power out is 
very high and is able to supply the whole community load and the 
excess power used to charge the batteries. 

 

 
Figure 9: Electrical production for the proposed model. 

 

 
Figure 10: Battery State of charge. 
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Figure 11: Generator Power Output. 

 
Figure 12: Energy balance of the hybrid energy system. 

Figure 10 below shows the operation of the back-up generator. 
It is clear from the graph that the backup generator operated 
frequently during the winter period than in the summer period. 
The total number of hours of operation of the backup generator is 
547 hours per year and it has 389 start-ups for the whole year. The 
total amount of fuel that is used by the generator is 4992 litres of 
diesel per year. 

During the winter period between May and August shows that 
the PV power generation and the generator power is sometimes 
not adequate to supply the whole load. This indicated as energy 
not supplied in Figure 11. This means the operator of the hybrid 
energy system would have to load shed some of the community 
load. The shortage in electricity production by the PV generation 
unit is because of the low solar radiation that is experienced 
during the respective time. The PV power generation unit supplied 
90.4% and the diesel generator only supplied 7.89 % of the total 
annual load for the community. The most expensive system 
configuration option is when only the diesel generator used to 
supply the total load.  

Figure 12 shows the voltage drops for the different distribution 
lines that feeds power to the community houses. From the graph, 
shows that between the distances of 0 m – 156 m the maximum 
voltage drop is 4 %. The voltage drop increased as the length of 
the distribution line increases. A maximum voltage drop of 9 % 
occurs at a distance between 780m – 1560m. 

 

Figure 13: Voltage drops (%) vs Distance (m). 
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Figure 14: The breakeven distance for grid extension for proposed Upper Blink Water off grid. 

When comparing grid extensions and off-grid hybrid energy 
systems is possible with the Grid Extension. An off-grid energy 
system was considered more appropriate during this research 
study than a grid extension. Upper Blink Water community is 
estimated to have an ICC (initial capital cost) of R22 000/km for 
the extension of the national grid. The annul O&M (operational 
and maintenance) cost examined is R8000/km and national grid 
power, power price is R0.107/kWh. Figure 14 present the results 
of break-even analysis showing the proposed hybrid energy 
system and grid extension for the electrification of Upper Blink 
Water. According to this figure 14, the breakeven grid extension 
distance is 12.2 km, which display that the designed stand-alone 
hybrid energy system is more cost effective than the grid 
extension as the nearest transformer from Upper linkwater is 
located 20 km away. 

6. Conclusion 

This article present a design of a hybrid energy system for a 
remote region as a case study. The main goal was to determine if 
solar PV could be used as an energy source for Upper Blink Water 
community in a reliable and cost-effective way. After many 
simulations conducted, it is show that solar power generation 
using solar panels is an effective alternative energy source where 
can be  option for supplying isolated, remote areas where the grid 
extension or grid is not available. A cost-effective system 
configuration option for Upper Blink Water community in South 
Africa has been determined with the help of two software 
packages, HOMER and Reticmaster. The community consumes 
300-kilowatt hours per day. A 60 kWp PV system, a total number 
180 lead acid batteries (1500Ah, 12V), and a 30kW inverter were 
proposed for an off-grid hybrid energy system. Electricity costs 
on average was R1.1093 cents per kilowatt-hour, while the 
amount of diesel fuel consumed each year is 16685 litres. 
According to the optimal solution, stand-alone hybrid energy 

systems are economically feasible for rural electrification in 
remote, isolated and small communities, where the national grid 
require extension beyond 20 km. In this case, study the breakeven 
distance was found to be 12 km. 
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 In this paper, an improved model has been proposed for investigating the impact of cyber-
attacks on power systems regarding frequency disturbances and voltage disruption while 
changing the load called ICAPS. The proposed ICAPS model is formulated by five different 
controllers, such as LFC, AGC, AGC-PID, AVR, and AVR-PID, implemented in two sets of 
the system model. Specifically, a stable limit of the speed regulation of LFC, integral 
controller gain of AGC, and amplifier gain of AVR are determined from their characteristic 
equations derived from the Routh-Hurwitz array. In contrast, the Proportional-Integral-
Derivative (PID) controller gains for AGC-PID and AVR-PID are determined using the 
tuning process. The key aspect of this paper is to obtain the impact of cyber-attacks on the 
power system in terms of frequency disturbances and voltage disruptions while changing 
the load. According to our knowledge, no one has considered these issues at a time. In order 
to evaluate the proposed ICAPS model and how it works, a series of experiments was 
conducted using the MATLAB Simulink tool. The simulation results are presented in this 
paper in terms of frequency deviation and voltage disruption (i.e., positive and negative 
biased cyber-attack) and system oscillations. Finally, the simulation results successfully 
identified the most severe attack in this model to prevent the power system from unstable 
conditions. 
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Load Frequency Control (LFC) 
Automatic Generation Control 
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1. Introduction  

The modern power system industry uses supreme 
technological innovation that enables more adaptable and efficient 
access to the system structure. In addition, the reliability and 
security of information communication technology (ICT) and 
digital computer techniques are crucial for the operation of power 
systems, which increases the risk of cyber-attacks. Due to cyber-
attack, the cyber-vulnerable components of the power system and 
the effects of cyber-attack should be adequately analyzed [1]-[3]. 

The advanced control loop, sensor and communication 
networks are the cyber component of the power plant [4]. The 
sensors collect data for various parameters, which are sent to the 
controller to ensure stability of the power system [5]. Data is 
transferred using the communication network, which is one of the 
cyber-vulnerable components of the power system. An attacker 
can get it while sending data from the sensing department to the 
control department at the power station. The attacker can gain 
control over the automatic controller of a power plant after 
accessing confidential information. Ultimately, any change to the 

controller actions may create malicious data accessing in the 
controller, which disrupts the stability of the system. 

However, in order to investigate the impact of cyber-attack on 
the power system, a few works have been done in the literature 
(e.g., [6]-[9] ). Specifically, in [6], the authors have discussed 
about the infrastructure of power system for identifying 
vulnerabilities. After that, a framework has been proposed to 
overcome the unstable condition of power system. Furthermore, 
the effect of cyber-attack on wind farms and power system 
networks that is also investigated in [7]. On the other hand, an 
anomaly detection technique has been proposed in [8] as a 
countermeasure against the effect of faulty data injection on AGC. 
The authors have investigated the impact of cyber-attack to AGC 
loop in the power system in [9]. It is noted that the reliability of the 
power system is an important factor in assessing cyber-security 
threats. That's why, the impact of such threats need to be estimated 
upon the cost of the whole power system [10]. Finally, it can be 
concluded that, although the existing techniques (e.g., LFC, AGC) 
tried to investigate the impact of cyber-attacks properly, they failed 
to achieve significant improvement in such cases. Therefore, the 
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effects of cyber-attacks should be properly analyzed to maintain 
the system's stability.  

However, to analyze the proper deviation to be provided the 
system stability, the impact of cyber-attacks on power system has 
been presented in this paper. The proposed ICAPS is combined by 
five different controllers, such as, LFC, AGC, AGC-PID, AVR 
and AVR-PID that are implemented in two different sets of the 
system models, among which the first three controllers are 
included for one set of power system models, whereas, the rest of 
two controllers are for different set of system models. This work 
focuses on the impact of cyber-attacks on system in terms of 
frequency and voltage disruptions during changing the load. It 
should be noted that, our proposed ICAPS can perform well to 
investigate the impact of cyber-attacks on the power system in 
terms of frequency disturbances and voltage disruption during 
changing the load. The most serious cyber-attack on power plant 
is also identified successfully. 

The rest of the paper has been organized into three sections, 
among which proposed system investigated, in Section 2. Finally, 
Section 3 discusses the conclusion of our paper. 

2. Proposed System Modelling 

In this paper, the impact of cyber-attacks on power system has 
been proposed to ensure the system stability. To understand the 
proposed model ICAPS clearly, the following five subsections 
need to be discussed: (i) cyber-attack impacts on LFC, (ii) cyber-
attack impacts on AGC, (iii) cyber-attack impacts on AGC-PID, 
(iv) cyber-attack impacts on AVR, and (v) cyber-attack impacts on 
AVR-PID. 

2.1 Cyber-Attack Impacts on LFC 

A load frequency controller (LFC) is an essential power plant 
component. The proper operation of the LFC is important for the 
safe operation of the power system [11]. However, the issue is that 
LFC is a powerful cyber-attack tool. The load on power plant is 
constantly changing. It is well known that the frequency of an 
alternator varies as the load of power station changes. The system 
can become unstable as the frequency changes. Once again, it is 
impossible to repair the load, and the only option is to regulate the 
prime mover speed. In this case, LFC is a crucial part. . A simple 
LFC is composed by a turbine, a generator, and a governor 
presented in Figure 1. 

 
Figure 1: Isolated power system control block diagram based on LFC adapted 

from [12] 

 Whether the control system is in stable condition (i.e., not attacked 
by an unauthorized person), the system frequency falls than the 
normal value for a short time due to sudden load changes. The 
frequency sensor detects a decrease in the system's frequency and 
transmits the signal to the LFC for proper speed control. The LFC 

prime mover adjusts the governor speed control based on the signal 
from the frequency sensor to compensate the speed and frequency 
of the system [12]. On the other hand, in case of an unauthorized 
access (i.e., cyber-attack) to the LFC loop, if any change to the 
speed regulation (R) occurs then that can create frequency 
fluctuation, which disrupts the system stability. The aim of LFC is 
to balance the actual (i.e., active) power in the power system by 
controlling the frequency of the system. In a system when the 
imbalance between load and generation occurs, it must be 
corrected within seconds to avoid frequency deviation. Depending 
on speed regulation (R), the governor adjusts generation with 
varying load demand, maintaining a stable frequency. Its value can 
be determined by applying Routh–Hurwitz array in its 
characteristics equation. The closed-loop transfer function of this 
system is, 

𝛥𝛥𝛥𝛥(𝑠𝑠)
−𝛥𝛥𝛲𝛲𝐿𝐿(𝑠𝑠)

=
(1 + 𝜏𝜏𝑔𝑔𝑠𝑠)(1 + 𝜏𝜏𝑇𝑇𝑠𝑠)

(2𝐻𝐻𝑠𝑠 + 𝐷𝐷)(1 + 𝜏𝜏𝑔𝑔𝑠𝑠)(1 + 𝜏𝜏𝑇𝑇𝑠𝑠) + 1
𝑅𝑅

                 (1) 

On the other hand, the open loop transfer function of this 
system is, 

𝐾𝐾𝐾𝐾(𝑠𝑠)𝐻𝐻(𝑠𝑠) =
1

𝑅𝑅�1 + 𝜏𝜏𝑔𝑔𝑠𝑠�(1 + 𝜏𝜏𝑇𝑇𝑠𝑠)(2𝐻𝐻𝑠𝑠 + 𝐷𝐷)
                  (2) 

here, R refers to speed regulation, 𝜏𝜏𝑇𝑇 refers to turbine time 
constant, 𝜏𝜏𝑔𝑔refers to governor time constant, H refers to generator 
inertia constant, D refers to load coefficient (1% change in 
frequency) f, refers to nominal frequency, 𝛥𝛥𝑃𝑃𝐿𝐿refers to Change in 
load of the power system.  

In LFC system, increasing the load demand (𝛥𝛥𝑃𝑃𝐿𝐿) causes a fall 
in generator frequency, and vice versa. The reason is that the 
response of the rotating mass inertia is insufficient to bring the 
generator frequency to the nominal value. A detailed discussion 
can be found in [1], whereas the block diagram of LFC system 
with cyber-attack point specifications shown in Figure 2. 

Table 1: Parameters of Proposed LFC, AGC, and AGC-PID Power System 
Models, Adapted from [12] 

The parameters used in LFC system are presented in Table I. 
The power station is considered an isolated power station with a 
turbine-rated output is 200 MW at nominal frequency of 50Hz. 
Considering the sudden load changes 50 MW, according to the 
Routh-Hurwitz array to LFC loop with considering the values of 
parameters mentioned in Table I and Eq. 1, the obtained value of 
speed regulation (R) is R> 0.009678. As per theoretical calculation, 

Symbols Parameters Values 

𝜏𝜏𝑇𝑇 Turbine time 
constant 0.5 s 

𝜏𝜏𝑔𝑔 Governor time 
constant 0.25 s 

H Generator inertia 
constant 8s 

D 
Load coefficient 
(1% change in 

frequency) 
1.16 

R Speed Regulation 0.04 
f Nominal frequency 50 Hz 

𝛥𝛥𝑃𝑃𝐿𝐿 Change in load 0.25pu 
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it is proved that if R is equal to 0.04 then the system will be 
marginal stable. The frequency deviation during a cyber-attack for 
various R values presented in Figure 3. It is seen that the system 
frequency is stable for the value of R=0.04. It means that for stable 
operation of this power station, R should be equal to 0.04. It is clear 
that, depending on the affected value of R, cyber-attacks can be 
categorized into two ways: positively biased attack and negatively 
biased attack. 

 
Figure 2: Attack points and general block diagram of a single-area LFC 

system, adapted from [1]. 

 
Figure 3: Frequency deviation response to different R values in LFC in case 

of cyber-attack. 

 

Figure 4: Frequency deviation response for positive biased cyber-attack in 
LFC. 

2.1.1 Positively biased cyber-attack on LFC 

According to the result of the cyber-attack on LFC system, the 
value of R increases from the set value, which is called positively 
biased cyber-attack. It is observed from Figure 4 that the frequency 
oscillation curve becomes stable quickly when the value of R 
increases, although the frequency decreases. According to positive 
bias cyber-attack, the LFC loop decreases the frequency of the 

system, but it quickly returns to a stable position. However, an 
excessive deviation in system frequency is not permitted here since 
the governor's excessive deviation cannot restore the system's 
frequency. 

 
Figure 5: Frequency deviation response for negative biased cyber-attack in 

LFC. 

2.1.2 Negatively biased cyber-attack on LFC 

According to the result of the cyber-attack on LFC system, the 
value of R decreases from the set value, which is called negatively 
biased cyber-attack. It is observed from Figure 5 that, the governor 
can restore the system frequency when R = 0.03 but it takes more 
time than the set value R = 0.04. In contrast, other frequency curves 
never reach to a steady state in both cases (i.e., R = 0.01 and R = 
0.009). As a result of the cyber-attack, speed regulation value falls 
down the steady state position (i.e., R> 0.009678), so frequency 
deviation is being fluctuated in nature. It increases the oscillations 
since the governor cannot restore the system's frequency. It can be 
said that the negative biased cyber-attack is very difficult to 
maintain a stable system condition, and such a cyber-attack can 
disrupt the whole system. 

2.2 Cyber-Attack Impacts on AGC 

It is known that changes in system loads at primary LFC result 
in fluctuations in the steady state frequency depending on the 
governor speed regulation [12]. It takes more time to restore the 
system frequency of the desired value (i.e., LFC primary loop). A 
change in LFC is required to mitigate the frequency fluctuation to 
zero. Adding an integral controller to the LFC system is referred 
to as an automatic generation control (AGC). The necessary 
controller gain (KI) improves the nature of the system in such a 
way that the activity finally forces the frequency fluctuation to zero 
[2]. The KI must be adjusted with a proper set value for a suitable 
transient response. Thus, it is essential to set the value of this 
parameter to an appropriate level for proper operation. Because of 
the failure to select KI, the governor cannot restore the system's 
frequency. As a result of the cyber-attack, KI is considered as a 
vulnerable quantity. According to unauthorized access to the AGC 
loop, any change to KI may create frequency fluctuation, disrupting 
the system's stability. Here, the severe effect of cyber-attack on 
automatic generation control is analyzed. The closed-loop transfer 
function is shown in Eq. 3, and the block diagram of a simple AGC 
presented in Figure 6, consisted by some parameters mentioned in 
Table I. The closed loop transfer function for AGC loop as, 

𝛥𝛥𝛥𝛥(𝑠𝑠)
−𝛥𝛥𝛲𝛲𝐿𝐿(𝑠𝑠)

= (1+𝜏𝜏𝑔𝑔𝑠𝑠)(1+𝜏𝜏𝑇𝑇𝑠𝑠)

(2𝐻𝐻𝑠𝑠+𝐷𝐷)(1+𝜏𝜏𝑔𝑔𝑠𝑠)(1+𝜏𝜏𝑇𝑇𝑠𝑠)+𝐾𝐾𝐼𝐼+
𝑠𝑠
𝑅𝑅
               (3) 

It is known that an attacker can change the values of vulnerable 
parameters by increasing (positive biased cyber-attack) or 
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decreasing (negatively biased cyber-attack) them during data 
manipulation [8], [13]-[14] . An attacker can operate them 
simultaneously or, individually. According to Equation (3) and 
Figure 6, the various curves for frequency deviation depending 
different KI values are presented in Figure7. The appropriate KI 
value equals to 9 for the zero frequency deviation is determined 
here.  

 
Figure 6: Isolated power system control block diagram of typical AGC 

 
Figure 7: Frequency deviation response to different Ki values in AGC in case 

of cyber-attack. 

 

Figure 8: Frequency deviation response for positive biased cyber-attack in AGC. 

2.2.1 Positively biased cyber-attack on AGC 

According to the result of the cyber-attack on AGC system, the 
value of KI increases from the set value, which is called positively 
biased cyber-attack. AGC system can lead to frequency deviation 
due to malicious data access. Hence, the frequency deviation of the 
system oscillated and became unstable. A positive biased cyber-
attack's impact on the AGC is presented in Figure 8. It is observed 
that the frequency oscillation curve can return quickly to the stable 
state when the set value of KI = 9. On the other hand, the frequency 
deviation curve oscillates slightly when KI = 11. The frequency 
deviation curves oscillate more than the previous ones while KI = 
15 and 20, respectively. The reason is that the governor cannot 
restore the system's frequency, which ultimately disrupts the 
system's stability. Thus, it can be concluded that the positive biased 
cyber-attack severely affects the system's frequency. 

 

Figure 9: Frequency deviation response for negative biased cyber-attack in 
AGC. 

2.2.2 Positively biased cyber-attack on AGC 

According to the result of the cyber-attack on AGC system, the 
value of KI increases from the set value, which is called positively 
biased cyber-attack. AGC system can lead to the frequency 
deviation due to malicious data access. Hence, the frequency 
deviation of the system is oscillated and become unstable. The 
impact of positive biased cyber-attack on the AGC presented in 
Figure 8. It is observed that the frequency oscillation curve can 
return quickly to the stable state when the set value of KI = 9. On 
the other hand, the frequency deviation curve oscillates slightly 
when KI = 11. The frequency deviation curves oscillate more than 
the previous ones while KI = 15 and 20, respectively. The reason 
is that the governor cannot restore the system's frequency, which 
ultimately disrupts the system's stability. Thus, it can be concluded 
that the positive biased cyber-attack severely affects the system's 
frequency. 

2.2.3 Negative biased cyber-attack on AGC 

According to the result of the cyber-attack on AGC system, the 
value of KI decreases from the set value, which is called negatively 
biased cyber-attack presented in Figure 9. It is observed that 
because of the negative biased attack, frequency is deviated from 
the set value (i.e., Ki= 9) and an unwanted delay in restoring system 
frequency. As a result, the negative biased attack disables the 
integral controller and opposes the purpose of using the KI. 
Negatively biased cyber-attack less serious than positively biased 
cyber-attack for frequency disturbance because it does not oscillate 
the nature of the frequency fluctuation. 

 
Figure 10: Block diagram of PID controller 

2.3 Modelling of PID controller 

In industrial applications, PID controller is the most popular 
approached feed-back controller. It is used to stabilize power 
systems, provide better frequencies, and reduce errors in the steady 
state. In order to evaluate the PID controller output, three different 
gain parameters are used in this controller, such as, the 
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proportional gain, integral gain, and derivative gains are used [15]-
[16],exhibited in Eq. (4). The conventional PID controller structure 
and parameter values presented in Figure 10 and Table 2. 

𝐶𝐶(𝑆𝑆) = 𝐾𝐾𝑝𝑝 +
𝐾𝐾𝑖𝑖
𝑆𝑆 + 𝐾𝐾𝑑𝑑𝑆𝑆                                     (4) 

2.3.1 Cyber-Attack Impacts on AGC-PID 

The stability of the proposed typical AGC model can be 
updated using a PID controller for better response. The isolated 
power system block diagram based on AGC-PID shown in Fig 11 
and the parameters used in this model mentioned in Tables I and 
II. It is optimistic that cyber-attacks on AGC-PID may disrupt the 
stability of the frequency operation. For a suitable transient 
response, the PID controller gain (i.e., Kp, Ki and Kd) must be 
adjusted with proper tuning [2], [15]-[17]. Because of the failure 
of selecting the proper PID controller gain, the governor is unable 
to restore the frequency of the system. Thus, it is important to 
determine the values of these parameters optimally for proper 
operation. That's why, PID controller gain (i.e., Kp, Ki, and Kd) 
considers as the vulnerable quantity during cyber-attacks. An 
attacker can change the values of vulnerable parameters by 
increasing (i.e., positive biased cyber-attack) or, decreasing (i.e., 
negatively biased cyber-attack) them during data manipulation [8], 
[13]-[14]. 

Table 2: Tuning Parameters of AGC-PID controller 

 

 

 

 

 

 
Figure 11: Block diagram of Power system control based on AGC-PID 

 
Figure 12: Frequency deviation response to different Kp and Ki values in 

AGC-PID in case of cyber-attack 

 
Figure 13: Frequency deviation response to different Kp and Kd values in 

AGC-PID in case of cyber-attack 

 
Figure 14: Frequency deviation response to different Kp, Ki and Kd (i.e., PID) 

values in AGC-PID in case of cyber-attack. 

For positive biased cyber-attack, in Figs. (12-14), it is observed 
that the frequency oscillation curve can return quickly to the stable 
state in all cases when the set values of Kp= 90.58, Ki = 70.89, Kd 
= 57.80. When any two values among the three are being 
increased, the overshoot and settling time response increase. 
However, an excessive deviation in system frequency is not 
permitted here since the governor's excessive deviation cannot 
restore the system's frequency. 

In case of negative biased cyber-attack, it is observed in Figs. 
(12-14) In all cases, the frequency oscillation curves are being 
oscillated more than the curves of set values (i.e., Kp= 90.58, Ki = 
70.89, Kd = 57.80). Thus, it can be said that the negatively biased 
cyber-attack more serious than positively biased cyber-attack.  

2.4. Cyber-Attack Impacts on AVR 

The generator uses AVR as the primary means of controlling 
reactive power. The AVR control system considers the amplifier, 
exciter, generator, and sensor dynamics. The error signal is 
amplified and used to change the exciter terminal voltage by 
controlling the exciter field. The generated EMF changes by 
changing the current of the voltage generator at the exciter 
terminal. Thus, the reactive power is modified to keep the voltage 
stable [12]. It is known that cyber-attacks on the AVR is able to 
disrupt the stability of the voltage operation that may damage the 
conductor insulations and home appliances. Therefore, it is 
essential to consider the impact of a cyber-attack on AVR system 
in order to avoid such difficulty. The block diagram of AVR 
presented in Figure 15, where the amplifier gain (KA) is determined 
using Routh-Hurwitz array. The integrated system parameters for 
AVR are mentioned in Table III. The closed loop transfer function 
for AVR loop is as, 

𝑉𝑉𝑡𝑡(𝑠𝑠)
𝑉𝑉𝑟𝑟𝑟𝑟𝑟𝑟(𝑠𝑠)

= 𝐾𝐾𝐴𝐴𝐾𝐾𝐸𝐸𝐾𝐾𝐺𝐺𝐾𝐾𝑅𝑅(1+𝜏𝜏𝑅𝑅𝑆𝑆)
(1+𝜏𝜏𝐴𝐴𝑆𝑆)(1+𝜏𝜏𝐸𝐸𝑆𝑆)(1+𝜏𝜏𝐺𝐺𝑆𝑆)(1+𝜏𝜏𝑅𝑅𝑆𝑆)+𝐾𝐾𝐴𝐴𝐾𝐾𝐸𝐸𝐾𝐾𝐺𝐺𝐾𝐾𝑅𝑅

        (5)  

Symbols Parameters Values 

𝐾𝐾𝑝𝑝 Proportional gain 90.58 

𝐾𝐾𝑖𝑖 Integral gain 70.89 

𝐾𝐾𝑑𝑑 Derivative Gain 57.80 

http://www.astesj.com/


M.M.  Uddin et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 27-34 (2022) 

www.astesj.com     32 

Figure 16 shows the terminal voltage disruptions during cyber-
attack for various KA values. It is observed that because of the 
cyber-attack on AVR, any changes in KA, the voltage fluctuations 
are obtained that disrupt the stability of the system. It is clear that, 
depending on the affected value of KA, cyber-attacks can be 
categorized into two ways: positively biased cyber-attack (i.e., 
increasing KA) and negatively biased cyber-attack (i.e., decreasing 
KA). 

Table 3: Parameters of Proposed AVR System model 

Parameters Symbol 
and value 

Time 
constant 

Amplifier 𝐾𝐾𝐴𝐴=10 𝜏𝜏𝐴𝐴=0.1s 

Exciter 𝐾𝐾𝐸𝐸=1 𝜏𝜏𝐸𝐸=0.4s 

Generator 𝐾𝐾𝐺𝐺=1 𝜏𝜏𝐺𝐺 = 1𝑠𝑠 

Sensor 𝐾𝐾𝑅𝑅=1 𝜏𝜏𝑅𝑅 = 0.05𝑠𝑠 

 

Figure 15: Power system control block diagram based on AVR, adapted from [12] 

 
Figure 16: Voltage deviation response to different KA values in AVR in case 

of cyber-attack 

 
Figure 17: Voltage deviation response for positive biased cyber-attack in 

AVR 

 
Figure 18: Voltage deviation response for negative biased cyber-attack in 

AVR 

2.4.1 Positively biased cyber-attack on AVR 

According to the result of the cyber-attack on AVR system, the 
value of KA increases from the set value, which is called positively 
biased cyber-attack. When the cyber-attack is performed on AVR, 
the system's terminal voltage oscillates and becomes unstable. In 
the impact of positive biased cyber-attack on AVR presented in 
Figure 17. It is observed that the voltage fluctuation curve is 
oscillated in nature when the set value of KA = 10. On the other 
hand, voltage fluctuation curves are slightly oscillated while KA = 
11 and 12, respectively. Furthermore, serious voltage fluctuation 
is occurred in case of KA = 15. The reason is that because of not 
selecting the proper values of KA, the exciter is unable to restore 
the voltage of the system. Thus, it can be concluded that the 
positive biased cyber-attack on AVR severely affects voltage 
disturbances as oscillating in nature.  

2.4.2. Negatively biased cyber-attack on AVR 

According to the result of the cyber-attack on AVR system, the 
value of KA decreases from the set value, which is called 
negatively biased cyber-attack presented in Figure 18. It is 
observed that because of the negative biased attack, voltage is 
deviated than nominal value (i.e., KA = 10) and an unwanted delay 
in the terminal voltage. As a result, the negative biased attack 
disables the amplifier gain and opposes the purpose of using the 
KA. Negatively biased cyber-attack less serious than positively 
biased cyber-attack for voltage disruptions but both are oscillate in 
nature. 

2.5. Cyber-Attack Impacts on AVR-PID 

The stability of the proposed AVR model can be updated using 
a PID controller for better response. The reason is that the normal 
AVR is suffered by two limitations: (i) availability of long-term 
oscillation response and (ii) larger steady-state error. PID 
controller has three advantages: (i) minimizing the steady-state 
error, (ii) decreasing the settling time, and (iii) reducing oscillation 
and overshoot [12]. However, during the cyber-attack on AVR-
PID, for a suitable transient response, the PID controller gain (i.e., 
Kp, Ki and Kd) must be adjusted with proper tuning [17]-[18]. 
Because of the failure to select the proper PID controller gain, the 
exciter cannot restore the voltage of the system. Thus, it is 
important to determine the values of these parameters optimally 
for proper operation [17]. That's why PID controller gain (i.e., Kp, 
Ki, and Kd) considers as a vulnerable quantity during cyber-attacks. 
An attacker can change the values of vulnerable parameters by 
increasing (i.e., positive biased cyber-attack) or, decreasing (i.e., 
negatively biased cyber-attack) them during data manipulation [8], 
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[13]-[14]. Figure 19 shows the block diagram of a simple AVR-
PID, where some parameters used presented in Tables II and III.  

 
Figure 19: Power system control block diagram based on AVR-PID, adapted from 

[12] 

 
Figure 20: Voltage deviation response to different Kp and Ki values in AVR-PID in 

case of cyber-attack. 

 
Figure 21:  Voltage deviation response to different Kp and Kdvalues in AVR-PID 

in case of cyber-attack 

 
Figure 22: Voltage deviation response to different Kp, Ki and Kd values in AVR-

PID in case of cyber-attack 

In case of positive biased cyber-attack, in Figs. (20-22), it is 
observed that the voltage oscillation curve can return quickly to the 
stable state in all cases when the set values of Kp= 1.0, Ki = 0.25, 

Kd = 0.28. When any two values among the three are being 
increased the overshoot and settling time response increasing and 
in order to, an unwanted delay in restoring system voltage. 

For negative biased cyber-attack, it is observed in Figs. (20-
22), In all cases, the voltage oscillation curves are being oscillated 
more than the curves of set values (i.e., Kp= 1.0, Ki = 0.25, Kd = 
0.28.), which can create voltage disturbance, which disrupts the 
system stability. Thus, it can be said that the negatively biased 
cyber-attack more serious than positively biased cyber-attack, 
where both forms of attacks are oscillated in nature. 

3. Conclusion 

The impact of cyber-attack on power systems in terms of 
frequency disturbances and voltage disruptions during changing 
loads has been investigated in this paper. In this regard, five 
individual controllers (i.e., LFC, AGC, AGC-PID, AVR, and 
AVR-PID) are introduced and incorporate two sets of system 
models. 

In order to investigate the impact analysis properly, a series of 
experiments were conducted using the MATLAB-Simulink tool. 
The simulation results were obtained depending on the nature of 
the cyber-attacks shown according to the positive and negative 
biased cyber-attacks. It was observed that in LFC, a negative 
biased cyber-attack is more severe than a positive biased attack for 
frequency disturbance (see Figures 3-5), whereas, in AGC, a 
positive biased cyber-attack is more severe than a negative biased 
attack for frequency disturbances (see Figures 7-9). Furthermore, 
in AGC-PID, negative-biased cyber-attacks are more severe than 
positive-biased attacks for frequency disturbances (see Figures 12-
14). In contrast, regarding AVR, negative-biased cyber-attack has 
less impact than positive-biased cyber-attack for stability in 
voltage disruptions, but both are oscillating in nature (see Figures. 
16-18). In addition, a negative biased cyber-attack is more severe 
than a positive biased cyber-attack for AVR-PID, although both 
forms of cyber-attack oscillate in nature (see Figures 20-22). 

The simulation results also confirm that, along with LFC and 
AGC, AVR is significant for ensuring the stability of the power 
system while changing the load. Finally, it can be concluded that 
our proposed ICAPS model is very effective in identifying the 
most severe attacks on the isolated power system. 

In the future, we desire to achieve a reliable control system of 
cyber protection against unwanted access and reduce the severity 
of cyber-attack by considering the self-healing effectiveness 
process in the proposed ICAPS. 
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Appendix A: List Of Abbreviations 

Abbreviation Complete Meaning 
ICA Impact of Cyber-Attacks 
PS Power System 

ICAPS Impact of Cyber-Attacks on 
Power System 

LFC Load frequency control 
AGC Automatic generation control 

PID Proportional, integral and 
derivative controller 

AGC-PID Automatic generation control-
PID 

AVR Automatic voltage regulator 

AVR-PID Automatic voltage regulator-
PID 

 

Appendix B: All Simulink Models 

 
Figure 23: Simulink block diagram of LFC 

 
Figure 24: Simulink block diagram of AGC 

 
Figure 25: Simulink block diagram of AGC-PID 

 
Figure 26: Simulink block diagram of AVR 

 
Figure 27: Simulink block diagram of AVR-PID 
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 The impact of previous energy crisis gives an insight into what happens when the oil price 
crashes. Μany countries were affected due the slow reaction in boosting the economic growth 
in key sectors such as oil-importing activities and the economic restructuring progress to face 
the challenges. But the present energy crisis resulting from the COVID-19 pandemic period 
and closure of many borders, has encouraged power distributors and generators to have 
recourse to renewable energy for grid integration. Countries such as USA, Germany, Italy, 
Spain and India are moving towards increasing the share of renewable energy on the grid. 
The increasing use of solar power systems over the past few years is being favoured for the 
decarbonization process. The percentage growth in integrating solar PV energy is forecasted 
to reach 23% in the future. This widespread   application of renewable power energy sources 
(RES) such as wind and solar power comprise of many challenges namely power quality and 
stability. With this consequent increase in RES, synchronous generators are being displaced 
and replaced by power electronics grid interface, which reduces the overall rotating masses, 
hence the system inertia. Stability study in the presence of renewable energy is therefore an 
important aspect to be considered to meet the required power quality of the grid. This paper 
brings forward the use of equal area criterion (EAC) method for assessing the stability of the 
power system network with presence of renewable energy such as solar energy system in the 
generation portfolio. EAC provides an effective visual and analytical approach for transient 
stability analysis. The investigations have been performed within the steady and transient 
conditions in form of a 3-phase fault. The modelling and analysis were carried out using 
MATLAB/Simulink. Calculation of the critical clearing time (CCT) for stability assessment is 
the main contribution to knowledge. The increase in the CCT confirms that the Solar PV 
penetration to the grid will improve the transient characteristics of the national grid network.  

Keywords:  
Equal area criterion 
Transient stability 
Critical clearing time 
3-phase fault 
Inertia 

 

1. Introduction   

In 2020, the world encountered the outbreak of COVID-19 
pandemic, which resulted in major energy upset across the world 
[1], as well the social life. A slight decrease in biofuels jobs from 
2.5 million to 2.4 million was observed [2]. In reaction to this new 
challenge, the improvement of sustainable energy assets and 
renewable energy power system sources has shown its promising 
potential and effective strategy to meet the new energy demand. 
Globally, an increase of 30% in the connected capacity of solar 
energy was noted between 2019 and 2020. Japan, India and 

Republic of Korea were the largest contributing countries in 
favouring the growth of solar power energy [2]. Presently, in 
renewable generation portfolio, wind energy occupies a major 
share, while the connecting capacity of solar photovoltaic (PV) 
system is also increasing yearly throughout the world [3]. This 
growing exploitation of renewable energy sources (RES) such as 
wind and solar energy brings many challenges to power system 
operators. Besides the load variation and the stochastic nature of 
the RES, the integration of RES brings about a subsequent 
reduction in the system inertia by replacing the rotating masses of 
the generators with power electronics devices.  Hence, stability of 
the power grid is being disturbed with penetration of RES. Power 
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electronics technologies play a predominant role in the connection 
of distributed generation and renewable energy sources into the 
power grid and are becoming more prevalent and growing rapidly 
as these applications are further integrated into grid-based 
systems [4]. The fast evolution of power electronics devices are 
mainly due to development of semiconductor switches such as 
insulated gate bipolar transistor (IGBT) [5]. Hence the importance 
of studying the impact of integrating renewable energy on the 
stability of the power system.  

Transient stability analysis (TSA) can be studied in a time-
domain simulation. The nonlinear behaviour of a power system 
dynamics can be solved mathematically using numerical 
integration of the nonlinear differential equations.  Time-domain 
simulation provides flexibility, and it can consider all components 
of the power system. Equal Area Criterion (EAC) method 
provides a direct method for transient stability. This method was 
first introduced in the 1930s and 1940s to assess the transient 
stability of the classical model of a SMIB system [6]. It is used to 
determine the maximum load which can be acquired by the system 
without exceeding the threshold limit. The principle of this 
method consists of the basis that when the rotor angle (δ) 
oscillates around the equilibrium point with constant amplitude, 
thus maintaining transient stability. This present research work is 
an extended paper from the IEEE AFRICON 2021 conference 
proceedings [7]. A similar model is considered for further analysis 
on the transient stability study using the EAC method. The 
transient stability margin of the system and the critical clearing 
time (CCT) or the critical clearing angle were also considered in 
the analysis. Both parameters are essential elements in the 
stability analysis. The critical clearing angle was obtained through 
modelling of the swing curve on MATLAB/Simulink while the 
critical clearing time was obtained through mathematical 
derivation.  

This research paper explains the concept of the EAC with 
connection of renewable energy using the positive phase 
sequencing and interpretation of results obtained. The main 
objective of this research paper is to investigate on the behaviours 
of a power grid in terms of stability in presence of RES. The 
method for developing the EAC consists of reducing the multi 
machine system into two sets, where one set is considered as the 
critical cluster while the other set is comprised of the remaining 
machines. CCT calculation for the stability studies in the presence 
of renewable energy contribute to knowledge of this research 
work.  

 This research paper is categorized into the background, theory, 
methodology, results and conclusions. 

3. Background 

 This section describes the background works in the transient 
stability field. In [7], the authors studied the stability in terms of 
rotor angle analysis with connection of RES.  The model consisted 
of synchronous generators and a solar PV system connected in an 
IEEE 9-bus arrangement. The investigation of the study was 
monitored under steady state condition and under transient 
condition such as a 3-phase fault. The result was compared to a 
conventional IEEE 9-bus arrangement. The author concluded that 
the integration of solar PV system brought an enhancement in the 

transient nature of the model under investigations due to a lower 
rotor angle deviation. 

 In [8], the authors discussed a unified approach on transient 
stability assessment of a multi machine power system with the 
initial objectives set as establishing the fundamentals of extended 
equal area criterion (EEAC), intrinsic limitations, basic 
formulations and applications to actual working conditions 
operating within a general threshold security limit. The proposed 
method consisted of using the equal area criterion as applied to a 
two-machine system. The EEAC thus established, gives the visual 
and analytical interpretation for transient stability analysis and 
sensitivity assessment. However, the limitation of the research is 
that it does not include any control, which could be applied to the 
system to enhance the transient stability. Other methods of 
applications of Artificial Intelligence (AI) to the system may 
enhance the transient stability particularly in presence of 
renewable energy.  

 The authors in [9] made use of a phase sequence exchange 
(PSE). The aim of the paper was to assess the efficiency of the 
PSE in a multi-machine system. The method consisted of 
installing two PSE devices positioned in a multi-machine system, 
with the first one installed at the outlet of each generator, and the 
second was the interconnected lines between the system. EEAC 
was used, and a control method was then proposed. It was 
observed that the use of the control methods maintained the 
synchronization, thus ensuring the system integrity and power 
quality. The efficiency of the PSE was checked against Kundur's 
two-area four-machine power system and the IEEE 39-bus system 
and compared with other emergency control methods. 

 In [10], the authors provided an overview of a revisited EAC 
with the aim of illustrating the different types of transient stability 
under occurrence conditions, namely type I, type II, type III and 
type IV. Four types of variables were discussed on the EAC, Pm, 
Pb, Pd, Pp where Pm is the mechanical input power while Pb, Pd, Pp 
are corresponding maximum power during the pre-fault, during 
fault and post fault. Conditions of always stable even during the 
fault and unstable states were investigated when Pd<Pp and Pd>Pp. 
Type I was typical and widely accepted as common sense in the 
transient stability analysis. The study proved relevant to the 
development of relay protection for enhancing and maintaining 
the power system stability. 

The authors in [11] investigated on the transient rotor angle 
stability during extreme conditions such as three-phase fault, the 
disconnection of generators, change of weather due to its 
stochastic nature and partial shutdown of PV generation [12]. 
Transient stability rating inclusive of the swing motion and 
damping are determined due to change of angular speed, 
frequency, and power output. Other factors such as critical 
clearing time (CCT) and loadability have been also studied in 
[13]. It was concluded that the transient stability rating of the grid 
was dependent on the extent of PV connection and type of 
transient events induced in the system.  

In [14], the authors studied the impact of integrating 
photovoltaic generation penetration and together with the use of 
Flexible AC transmission (FACTS) devices such as STATCOM 
on the transient stability of a single machine infinite bus (SMIB) 
system based on the rotor angle stability. The system model was 
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created in MATLAB/Simulink software. It was concluded that 
with the penetration of solar PV along with the use of STATCOM 
was able to provide solutions to improve the behaviour of 
networks by damping the transient oscillations of the rotor angle 
for various fault conditions.  
 The literature survey described above shows some research 
gaps in the field of transient stability study in presence of 
renewable energy using the EAC method. Application of artificial 
intelligence (AI) in the transient stability has also received little 
attention in research. It is expected that the use of AI will enhance 
the use of RES by appropriate prediction of fault. However, the 
use of AI will not be considered within this research paper and 
same will be considered as further works.  EAC will determine 
the critical clearing angle (CCA). The critical clearing time (CCT) 
will be determined using mathematical derivation and numerical 
integration. Both parameters are essential in the study of transient 
stability. The critical clearing angle is the maximum allowable 
change in the power angle δ before clearing the fault and without 
loss of synchronism. The critical clearing time is the maximum 
allowable time to remove a disturbance without interrupting the 
system integrity. To our knowledge, no studies of similar nature 
have been conducted for transient stability analysis. 

4. Theory 

This section explains the theory behind the single machine 
infinite bus (SMIB) and the equal area criterion (EAC). 

4.1. Single Machine Infinite Bus (SMIB) 

The diagram in Figure 1 is the equivalent representation of a 
SMIB in a power system through a line of reactance Xe.  

 
Figure 1: Arrangement of single machine 

A generator operating at synchronous speed ωm will develop 
an electromagnetic torque Te and a corresponding electromagnetic 
power Pe.  The input torque developed by the prime mover at the 
generator shaft is Ti, then under steady state conditions, Ti = Te .  

However, under disturbances, the input power, Pi is no longer 
equal to the output power, Pe. This gives rise to an accelerating 
power, ΔP which is equivalent to the accelerating torque.  
According to [15],  

(1) 

where  

ΔP: Accelerating power (pu) 

δ: Rotor angle (rad) 

𝜔𝜔𝑆𝑆: Angular speed (rad/s). 

H: Inertia (MJ/MVA) 

Pm: Mechanical Power (pu) 

Pe: Electrical Power (pu) 

 

Figure 2: Two-Machine system 

A two machines system operating at normal dynamic 
condition, i.e, steady state, the electrical power developed by the 
generator applications is equal to the power absorbed by the motor 
(network being lossless). Thus, at all time 

Pm1 = -Pm2 = Pm         (2) 

Pe1 = -Pe2 = Pe            (3) 

The swing equations for the two machines can be written as per 
[13], which is detailed in (4) and (5), 

𝑑𝑑2𝛿𝛿1/𝑑𝑑𝑡𝑡2 = 𝜋𝜋𝜋𝜋(𝑃𝑃𝑚𝑚 − 𝑃𝑃𝑒𝑒)/𝐻𝐻1     (4) 

𝑑𝑑2𝛿𝛿2/𝑑𝑑𝑡𝑡2 = 𝜋𝜋𝜋𝜋(𝑃𝑃𝑒𝑒 − 𝑃𝑃𝑚𝑚)/𝐻𝐻2    (5) 

Subtracting (5) from (4) 

𝑑𝑑2(𝛿𝛿1−𝛿𝛿2)
𝑑𝑑𝑡𝑡2

= 𝜋𝜋𝜋𝜋 (𝐻𝐻1+𝐻𝐻2)
𝐻𝐻1𝐻𝐻2

(𝑃𝑃𝑚𝑚 − 𝑃𝑃𝑒𝑒)    (6) 

Therefore, the accelerating power can be written as  

𝑃𝑃𝑚𝑚 − 𝑃𝑃𝑒𝑒 =
𝐻𝐻𝜂𝜂
𝜋𝜋𝜋𝜋

 𝑑𝑑
2𝛿𝛿

𝑑𝑑𝑡𝑡2           (7) 

where Hη is the equivalent system inertia. 

Electrical Power interchange can be expressed as follows 

𝑃𝑃𝑒𝑒 =
�𝐸𝐸1
′ ��𝐸𝐸2

′ �
𝑋𝑋𝑑𝑑
′ +𝑋𝑋𝑒𝑒+𝑋𝑋𝑑𝑑

′ sin 𝛿𝛿                           (8) 

A two machines system has the same form of swing and 
power angle equations, with that of a single machine connected to 
an infinite bus [16, 17]. 

4.2. Equal Area Criterion (EAC)  

Stability assessment for a SMIB may be determined based on 
the rotor angle deflection. It is also possible to define the stability 
graphically using the power-angle diagram, which is known as the 
equal area criterion (EAC). 

 

𝛥𝛥𝑃𝑃 = 𝑃𝑃𝑚𝑚 − 𝑃𝑃𝑒𝑒 =
2𝐻𝐻
𝜔𝜔𝑠𝑠

𝑑𝑑2𝛿𝛿
𝑑𝑑𝑡𝑡2
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Figure 3: Power angle curve 

According to [18], when 

Area A < Area C: Stability is achieved within first swing 
operation. 

Area A > Area C: System is not stable. 

Area A = Area C: Machine is critically stable in the first 
swing. 

Figure 4: IEEE 9-bus arrangement 

In case of a multi machine system, when 

When Area A < Area C: the system is operating synchronously 
in the first swing. 

When Area A > Area C: the system is operating 
asynchronously in the first swing. 

When Area A = Area C: the system is operating in a critically 
synchronous condition within the first swing.  

4.3. Methodology  

The proposed system under study is comprised of an adapted 
IEEE 9-bus with the system frequency changed to 50 Hz. Figure 
4 shows the arrangement of synchronous generators under 
investigation. The default values of the system’s impedances were 
used during the study. 

The power angle curve can be developed based on the 
impedance of the generator and the transmission line, which is 
shown in Figure 5. 

 
Figure 5: Power angle curve for an IEEE 9-bus arrangement 

During the stability assessment of the system after the 
clearance of the fault, the accelerating energy (A1) and 
decelerating energy (A2) can be calculated using the principle laid 
down by [19], 

A =   (9) 

In the present condition,  

A2 > A1 which implies stable state of the system. 

 The critical clearing time of the system is calculated with 
integration of (7) above, which will result in (10) according to [20] 

tc =        (10) 

where tc is the critical clearing time  

Hη: Εquivalent inertia (MJ/MVA) 

δc: critical clearing angle (°) 

δo: angle at steady state (°) 

f: frequency (Hz) 

P: Power (MVA) 

 The equivalent inertia Hη can be determined using the R 
method which is described in [21]. The resulting critical time for 
the generation mix of synchronous generator is 0.4 s for an 
estimated inertia of 33.125 MJ/MVA. 

 During the integration of the solar PV system, generator G2 is 
displaced from the grid as per the following arrangement in Figure 
6. 

 The first step in developing the power angle curve for this new 
arrangement, a single axis machine was considered, together with 
system impedance. The network was reduced to an equivalent 
circuit diagram by applying Thevenin’s theorem, which is given 
in Figure 7. 
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Figure 6: Solar PV system connected in an IEEE 9-bus arrangement 

 
Figure 7: Equivalent circuit with solar PV integration 

 The result of the power angle curve is shown in Figure 8. 

 
Figure 8: Equal Area Criterion with connection of renewable energy 

 The integration of solar PV system into the network has 
lowered the critical clearing angle from 50° to 43°. Using the 
principle as described above, it can be determined that A2 > A1, 
which confirmed the stable state of the system. Moreover, 
equation (9) in [22] was applied to determine the equivalent 
inertia. The estimated inertia was calculated using (11) 

He = (fnomCVdc Vdc) / 2Pres f     (11) 

 According to [22], ( Vdc) / f is a constant. Allowing a 
maximum change of frequency of 0.5Hz and a dc link voltage 
of 500 V, the constant can be taken at 1000. An estimated value 
of He = 6 MJ/MVA can be availed from the expression above. 

Upon substituting in (10) above, it is observed that the critical 
clearing time increased to 1.18 s.  

5. Conclusion 

As mentioned in the introduction, the exploitation of the solar 
energy is gradually increasing. It was demonstrated through this 
study that the system dynamics are impacted with the penetration 
of large-scale renewable generation. Thus, it is imperative to set 
the conditions for  the steady state and dynamic performance of a 
power system for different installation scenarios of renewable 
power plants such as photovoltaic (PV) ones. This study can prove 
useful to power system operators and policy makers when it 
comes to the decarbonization of the power grid and its stability 
concept.  

This research paper described the equal area criterion method 
as a means of transient stability analysis. Similar method can be 
applied in presence of renewable energy such as solar PV system. 
The study concluded that with solar power generating system 
forming part of the generation mix, an improvement of the 
transient stability of the grid were noted due to a decrease in the 
critical clearing angle from 50° to 43°.   

The paper also brought about an innovative method of 
estimating the critical clearing time based on an estimated inertia 
with presence of RES.  The critical clearing time was increased 
from 0.4s to 1.18s in the second test condition owing to the 
presence of solar PV system, thus confirming an enhancement in 
the transient stability. Further investigation needs to be worked on 
the application of AI to such model for fault prediction. 
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 To examine the effects of wearing a flexible knee orthosis (FKO) on the lateral thrust in 
patients with knee osteoarthritis (OA) by changing the wearing pressure. This study was a 
cross-sectional study. Thirteen patients (mean age: 82.8 ± 7.5years with Kellgren Lawrence 
Stages I and II knee OA were included and prescribed FKO. Patient with osteoarthritis of 
the knee was attending outpatient rehabilitation. Using a wireless 3-axis accelerometer, we 
analyzed the lateral thrust in the proximal lower leg during walking (10 m) with the knee 
orthosis under different wearing pressures (without orthosis, using “standard force” of 
application, and using “tight force”). The peak values in the outward direction of the gait 
cycle over the three experimental conditions were selected for analysis. The mean values 
for patients with K-L stages I and II were calculated and compared. We found that “tight 
force,” i.e., tightening the hook-and-loop fastener of the knee orthosis to its maximum, 
resulted in significantly lower lateral thrust compared to the absence of an orthosis. The 
effect was more pronounced in K-L Stage II patients. Our findings confirm that increasing 
the wearing pressure of the knee orthosis reduces lateral thrust in patients with knee OA. 
In Stage 1, the lateral thrust could be suppressed by the “standard force,” but the lateral 
thrust in “Stage 2” required “tight force” to be suppressed. Knee orthosis for knee 
osteoarthritis were found to have the potential to inhibit lateral thrust. 

Keywords:  
Lateral Thrust 
Knee Orthosis 
Wearing Pressure 
Knee Osteoarthritis 
 

 

 

1. Introduction 

Knee osteoarthritis (OA) is a degenerative disease of the knee 
joint that affects the joint tissues, such as articular cartilage, 
meniscus, and ligaments [1-3]. Once the joint degeneration 
commences, 30% of the healthy knee joint structures will be 
affected within two years, while 90% of joints is affected within 
the next 11 years [4].  

Based on the compartment affected, the disease is classified 
into medial, lateral, patellar, and total variety [5]. In the Japanese 
population, 90% of all OA patients have medial compartment OA 
with an internal deformity [6], which involves impairment of the 
periarticular ligaments and other supporting tissues, resulting in a 
lateral sway of the joint. Consequently, a lateral thrust is observed 
during walking as the outside of the knee is pushed laterally 
(Figure 1) [7, 8].  

 
Figure 1: Schematic diagram of lateral thrust in an osteoarthritic knee during 

walking 
The mechanical stress of repeated postures and movements in 

daily life is a crucial factor triggering disease onset [9]. 
Accordingly, a flexible knee orthosis (FKO) made of elastic 
materials is often used to counter these mechanical stresses. The 
FKO comes in a wide range of shapes, including those with bands 
and struts for alignment and knee stabilization. While flexible 
orthosis is not as supportive and does not provide as much 
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corrective force as rigid knee orthosis, it is widely used by OA 
patients because it is inexpensive, lightweight, and easy to install 
[10]. 

It has been reported that wearing FKO reduces the knee varus 
moment, suggesting its role in suppressing lateral thrust [11]. 
Additionally, the FKO covers the entire knee, compressing and 
stimulating the periarticularis muscles of the knee joint. Therefore, 
the effect of external pressure tightness may be responsible for 
restricting abnormal motion and reducing the pain.  

Previous studies have shown that wearing FKO suppresses the 
lateral thrust [11]. However, the effects of a change in wearing 
pressure have not been elucidated. There is evidence to support 
that muscle activity is improved by increasing the wearing pressure 
of the orthosis [12]. Therefore, the pressure exerted by the orthosis 
may affect muscle activity to correct deformity and lower limb 
alignment, thereby improving knee stability and controlling 
abnormal motion.  The orthosis can limit abnormal motion in the 
initial disease to reduce pain and support stability. Accordingly, by 
increasing the wearing pressure of FKO, the knee joint may 
become relatively fixed, restricting abnormal movements and 
leading to pain. 

Therefore, the current study investigated whether FKO with 
different wearing pressures can affect the lateral thrust in patients 
with knee OA. 

2. Materials and methods 

2.1 Research Participants  

We included 13 patients with knee OA. The severity of knee 
OA was determined using the radiological Kellgren Lawrence (K-
L) classification index [13], according to which, nine patients 
belonged to Stage I and four patients had a Stage II disease with 
mild varus deformity. Patients who had hip and ankle other 
orthopedic diseases and symptoms, or those who had resting pain 
or tumor in the acute phase. were excluded from the study. This is 
because those symptoms could affect gait. Controls and 
interventions were provided to all13 patients. The study was 
conducted as per the Declaration of Helsinki and was approved by 
the Research Ethics Committee of the Sakura Juji Fukuoka 
Hospital, Japan (Approval ID: 2021070501). The purpose and 
methods of the study were explained to the research participants. 
Consent to participate in the study was obtained in writing. 

2.2 Measurements 

To measure the lateral thrust, a wireless 3-axis accelerometer 
(Q's TAG; Sumitomo Electric Industries, Ltd., Konohana-ku, 
Japan.) was used. The device allowed for measuring the knee joint 
external deflection angle during walking without affecting the 
patient’s gait since the accelerometer is small and lightweight (41 
× 41 × 14.5 mm3 and 15 g, respectively). The accelerometer was 
fixed to the fibular head (less affected by soft tissue-related 
artifacts) of the affected limb using Velcro in a standing position 
(Figure 2). At a sampling frequency of 200 Hz, the acquired data 
were wirelessly fed into a personal computer via Bluetooth. 
Patients were asked to walk for 10 m at a comfortable pace. Using 
Ogata’s method [14], a sudden acceleration change in the outward 
direction at the beginning of the stance was defined as lateral 
thrust; accordingly, the peak value of outward direction of the 
during walking was used for analysis. 

 
Figure 2: Placement of the accelerometer on the fibular head of the affected limb 

An open-type FKO (Facilitated Supporter: (Nippon Sigma 
Max Co, Ltd., Shinjuku-ku, Japan) was given to all patients 
(Figure 3). The orthosis size was indexed by the length around the 
thigh–0.1 m above the center of the patella. A numerical size close 
to the median of the orthosis was used. The following three 
experimental conditions were implemented: (1) the participant did 
not wear the orthosis (hereafter, “control”), (2) the orthosis was 
fastened with appropriate force (“standard force” condition), and 
(3) the orthosis was fastened with a fully tightened hook-and-loop 
fastener (“tight force” condition). The appropriate force meant the 
force applied to achieve a comfortable and firm fit. All fittings 
were undertaken by a single physical therapist. All measurements 
were performed once for each research participants (Figure 4). 

 
Figure 3: Flexible knee orthosis 

 
a                                            b                                            c 

Figure 4: Different wearing pressures of the orthosis. 

a: the participant did not wear the orthosis 

b: the orthosis was fastened with appropriate force 

c: the orthosis was fastened with a fully tightened hook-and-loop fastener 
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The wearing pressure of the orthotics was measured using an 
airbag-type pressure sensor “Palm Q” (manufactured by Cape, 
Ltd., Osaka, Japan). According to Laplace’s law [15], the wearing 
pressure exerted on the lower limb is directly proportional to the 
tension generated from the orthotics applied to the curved surface 
of the lower limb. The center of the pressure sensor (10 cm2) was 
set to be 5 cm above the center of the patella, and the orthosis was 
attached on the sensor (Figure 5). 

 
Figure 5: Palm Q sticking position. 

The heel contact period was identified through vertical impact 
acceleration; one gait cycle was analyzed for statistical analysis 
(Figure 6, 7). The peak values in the outward direction of the gait 
cycle over the three experimental conditions were selected for 
analysis. Comparisons among the three experimental conditions 
were performed using the Friedman test and Tukey's method. The 
JSTAT for Windows was used as the statistical software, and the 
significance level was set to 5%. The mean values for patients with 
K-L stages I and II were calculated and compared. 

 
Figure 6: Measuring scenery 

 
Figure 7: Schematic diagram of measuring scenery 

3. Results 

We included 13 patients with knee OA (6 males and 7 females) 
with a mean age of 82.8 ± 7.5 years (height: 156.0 ± 11.8 cm, 
weight: 53.2 ± 11.0 kg, and body mass index: 21.7 ± 2.3 kg/m2). 

The wearing pressures were 14.3 mmHg, 41.2 mmHg for the 
Standard force, Tight force, respectively (Figure 8). 

 
Figure 8: Comparison of wearing pressure 

Conducted to quantify wearing pressure. All fittings were 
undertaken by a single physical therapist. 

Table 1 shows the experimental results. Accordingly, our 
findings showed that the tight pressure condition promoted a 
significantly lower lateral thrust was significantly compared to the 
not wearing condition.   Moreover, the lateral thrust was reduced 
by wearing a knee orthosis, and the lateral thrust tended to be 
further suppressed by increasing the wearing pressure (Table.1). 

The mean values for lateral thrust detected in patients with 
Stages I and II OA are shown in Tables 2 and 3, respectively. 
Without the knee orthosis, lateral thrust was 15.3 m/s2, but with 
the knee orthosis, it decreased to 11.6 m/s2 in Stage I and 11.7 
m/s2 in Stage II. In Stage I patients, the lateral thrust tended to 
decrease when the patient wore the orthosis (Table 2). Regarding 
the wearing pressure, there was no difference between different 
wearing pressures. 

In Stage II patients, the lateral thrust was suppressed in the 
“tight force” condition compared to the “control” and “standard 
force” conditions (Table 3). Without the knee orthosis, lateral 
thrust was 17.2 m/s2, but with the knee orthosis, it decreased to 
16.6 m/s2 in Stage I and 13.5 m/s2 in Stage II. Additionally, we 
observed that the more severe the disease, the more the lateral 
thrust, which was true for all conditions. In Stage 1, the lateral 
thrust could be suppressed by the “standard force,” but the lateral 
thrust in “Stage 2” required “tight force” to be suppressed.  

Table. 1. Results of lateral thrust measured in patients with Stage I and Ⅱ 
osteoarthritis. 

 

all values are mean ± standard deviation; units: m/s2 

*：p<0.05（vs Control） 

lateral thrust
          Control 15.9±5.2
          Standard force 13.1±5.5
          Tight force 12.2±5.0*
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Table 2. Results of lateral thrust measured in patients with Stage I osteoarthritis. 

 
all values are mean ± standard deviation; units: m/s2 

Table 3. Results of lateral thrust measured in patients with Stage II osteoarthritis 

 

all values are mean ± standard deviation; units: m/s2 

4. Discussion 

We found that the overall lateral thrust was reduced by using 
knee orthosis and was further reduced when the wearing pressure 
was increased. Furthermore, there was a significant difference 
between the “Tight force” condition as compared to the “Control” 
condition. 

This reduction in lateral thrust during walking while donning 
FKO can be attributed to the improved fixation of the knee joint as 
well as the suppression of abnormal joint movement. Orthoses 
compensate for joint instability and abnormal movements caused 
by degenerated or damaged joint structures by providing external 
support to the joint [16]. The underlying objective is to reproduce 
the physiological movement of the joint as much as possible and 
prevent further damage to the joint structure [16]. Therefore, 
wearing a knee orthosis suppresses the lateral thrust to reduce the 
abnormal loading of the medial joint surface in the knee and the 
resultant pain and prevent disease progression [17]. 

Additionally, we observed that increasing the wearing pressure 
tends to suppress lateral propulsion which is probably influenced 
by the output of muscles around the knee joint. In a previous study, 
pressure stimulation changed rectus femoris muscle activity and 
knee angle improved jumping movements [18, 19]. Likewise, a 
study comparing muscle strength when wearing knee orthosis at 
different wearing pressures reported that with increments in the 
wearing pressure, the muscle output of the knee joint muscles 
increased and played an auxiliary role [20]. This is thought to be 
due to the fact that effective pressure stimulation is involved in 
suppressing muscle tone and promoting muscle flexibility [21]. A 
possible explanation is that the strongly stretched orthotic device 
works as an adjunct to the extensor muscle of the knee joint, i.e., 
the quadriceps [22]. Therefore, compared to the “standard force” 
condition, the “tight force” condition can better promote restrained 
abnormal movements, besides fixation of joint, which was also 
observed in our study. 

There were certain limitations to the study results. The joint 
angle and muscle output were not measured; for this purpose, we 
plan to simultaneously measure knee joint movement and muscle 
power using a three-dimensional motion capture system and 
electromyography to correlate the effects of joint angle and muscle 
activity. Also, the patients were patients with mild knee OA (K-L 
Stages I and II); accordingly, differences in the severity of knee 
OA and internal and external deformities could not be localized. In 

Stage I patients, wearing the orthosis tended to suppress the lateral 
thrust but the effect of wearing pressure was very small. Likewise, 
in Stage II patients, the wearing pressure of the “standard force” 
condition was insufficient to suppress the lateral thrust, and a “tight 
force” may be necessary. These findings support the concept that 
the greater the disease severity, the more lateral thrust, and that the 
patients of stages I and Stage II show different trends. In recent 
years, it has been reported that pain emerges from early Stage 0 
and Stage I knee OA, for which prevention has been emphasized, 
and some reports have defined Stage II and later as knee OA [23, 
24]. Correspondingly, a greater lateral thrust was observed in Stage 
II than in Stage I. Therefore, it is conceivable that there is a need 
for stronger wearing pressure in Stage II. Accordingly, there is a 
need to increase the wearing pressure for knee OA patients based 
on their disease severity. The highest compression pressure a 
patient can tolerate is a maximum of 60 mmHg [25]. Compression 
stimulation of 30-50 mmHg decreases muscle stiffness and 
promotes flexibility [21]. Furthermore, regarding cell activation, it 
has been reported that the application of 30-40 mmHg of 
compression causes cell phosphorylation and promotes capillary 
dilation [26]. Therefore, the wearing pressure should be set at 
about 40 mmHg. However, the generalizability of our results is 
limited because of the small number of patients included. Future 
studies must include patients with varying degrees of disease 
severity. 

5. Conclusion 

The current study analyzed the lateral thrust in patients with 
knee OA during walking using FKO with different wearing 
pressures. We found that increased wearing pressure reduced the 
lateral thrust during walking, more so in patients with K-L Stage 
II OA. However, this study is limited in referring to the severity of 
knee osteoarthritis and the differences in internal and external 
deformities because they were not localized. For further research, 
we plan to simultaneously measure knee joint movement and 
muscle power to elucidate the reasons for lateral thrust reduction. 
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This investigation demonstrates the analysis of various layout arrangements for oscillator
(OSC) realized by CMOS technologies. Moreover, the analysis reveals that the serpentine
style of OSC stages attains the minimum output variation on silicon. This investigation is
firstly verified by post-layout simulations, comparing the variation with different kinds of layout
arrangement for OSC designs, including serpentine layout style, straight layout style, and
staggered layout style, etc. The proposed design is then realized using 0.18 µm process to justify
the performance, where a straight line layout style and a serpentine layout style of OSC are
physically fabricated on the same die. Besides, the on-silicon measurement is conducted to give
the comparison for these two different styles of OSC designs. The proposed serpentine layout
style attains the lowest layout variation when the variations are not homogeneous in different
directions on the same silicon plane.

1 Introduction

Thanks to the advancement of CMOS semiconductor technolo-
gies, transistors as well as other passive devices are downsized
constantly and rapidly. Under the continuous shrinking of nano-
meter manufacturing process, 180 nm, 90 nm, 40 nm, 28 nm, and
even 16 nm, manufacturing variations on wafer become a serious
threat to the functionality of logic devices. However, The reason
is no matter what process is used, it is suffered from various envi-
ronmental factors [1]-[14], e.g., voltage, temperature, power surge,
process variations, etc. In addition to the environmental factors, the
impact of the layout parasitic and arrangement is also an important
issue for IC design [15]-[17]. Oscillator (OSC) is one of the major
components of digital circuits, which is usually used as the clock
generator.

2 Literature Survey

This investigation explores what kind of layout arrangement of
OSCs composed of many identical delay stages will attains the best
robustness to the variations caused by manufacturing on wafers.
The theoretical analysis was verified not only by simulation results,
but also physical measurement. In prior works, the measurement

results were much worse than the post-layout simulation results
mainly due to lack of layout style analysis [18]-[20], and the worst
frequency drift is about 0.2 GHz from 1 GHz-3 GHz in these works.
Notably, many prior digital circuit design reports never gave details
of their clock or OSC generator layout, e.g., [21]-[24]. To keep the
simulation conditions consistent for different layout arrangement of
OSCs, all OSCs are realized using the same 64 inverters for various
8 × 8 and 1 × 64 combinations in this investigation. Besides, to
verify as many possibilities as possible, this investigation demon-
strates the analysis of 7 layout arrangements of OSCs by post-layout
simulations with full RC extract and Monte Carlo simulation results.
Though the layout arrangements look similar for 7 layout arrange-
ments of OSCs, the wiring length between buffers in these cases are
not identical. This investigation analytically computes the overall
wiring length to predict the RC impact and the variation effect in
the different layout styles.

3 Layout Variation Analysis of Oscillator
Designs

Figure 1 shows the architecture of a typical differential oscillator.
It consists of a Driving Buffer, two 64-to-1 MUX arrays, 64 delay
stages, and a Decoder to select the desired frequency. Although
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Figure 1: The architecture of the illustrative OSC with 64 delay stages

voltage variation, temperature variation, and process variation are
usually considered by chip designers, there are still other variations
caused by layout styles. Typical process variation on wafer are
usually caused by the non-uniform and linearly degradation doping
concentrations of chemical substances. Assume that the variation,
PA(0,0), at the origin A(0,0) has the minimum variation c. We then
define the variation amount along the x axis for each buffer stage
is ”a”, and the variation along y axis is ”b” without the loss of
robustness. In other words, the variation is assumed to be a linear
function against the distance. And the variation amount is different
in different directions on the same die (plane). For example: B(i,j)
delay stage has variation PB(i,j) as follows.

PB(i, j) = a · i + b · j + c (1)

• In the case of a straight line arrangement layout of OSC in
Figure 2, the total variation Ptotal1(i, j) is found as:

64∑
i=1

1∑
j=1

Ptotal1(i, j)

=

64∑
i=1

1∑
j=1

(a · i + b · j + c)

=2080 · a + 64 · b + 64 · c

(2)

Average of variation Ptotalaverage1(i, j) is:

Ptotalaverage1(i, j) = 32.5 · a + b + c (3)

buf1 buf2 buf3 buf4 buf64buf62buf61 buf63

Figure 2: Straight line layout style of OSC

Notably, buf# (# = 1-64) stands for inverter-based buffers.

• In Figure 3, in the case of a serpentine layout style of OSC,
the total variation Ptotal2(i, j) is:

8∑
i=1

8∑
j=1

Ptotal2(i, j)

=

8∑
i=1

8∑
j=1

(a · i + b · j + c)

=288 · a + 288 · b + 64 · c

(4)

Average of variation Ptotalaverage2(i, j) is:

Ptotalaverage2(i, j) = 4.5 · a + 4.5 · b + c (5)

buf1 buf2 buf3 buf4 buf5 buf6 buf7 buf8

buf16 buf15 buf14 buf13 buf12 buf11 buf10 buf9

buf17 buf18 buf19 buf20 buf21 buf22 buf23 buf24

buf32 buf31 buf30 buf29 buf28 buf27 buf26 buf25

buf33 buf34 buf35 buf36 buf37 buf38 buf39 buf40

buf41 buf42 buf43 buf44 buf45 buf46 buf47 buf48

buf56 buf55 buf54 buf53 buf52 buf51 buf50 buf49

buf57 buf58 buf59 buf60 buf61 buf62 buf63 buf64

Figure 3: Serpentine layout style of OSC
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Based on Eqn. (2) and (4), we make a conclusive derivation as
follows.

Ptotal1(i, j) ≥ Ptotal2(i, j)

⇒2080 · a + 64 · b + 64 · c ≥ 288 · a + 288 · b + 64 · c

⇒8 · a ≥ b

(6)

Thus, the variation of the serpentine style is better than straight
arrangement when ”a” is more than or equal to one eighth of ”b”.
This implies that if the variations in different directions are not equal,
the serpentine layout style attains the better resistance to overall
variations on wafer. This fact was never reported before in any prior
work analytically. Notably, the similar analytic approach is applied
to other layout styles as those described in the following text.

4 Results and Discussion

4.1 Simulation and Verification

In order to verify as many possibilities as possible before physi-
cal realization on silicon, this investigation demonstrates 7 layout

arrangements of OSCs as shown in Figure 4, where various arrange-
ments and post-layout simulations with RC extract of OSCs are
demonstrated. Given that the central frequency of a 64-stage OSC is
100 MHz by pre-layout simulations, it is assumed that the parasitic
variation is ignored. A total of 7 different layout arrangements are
shown in Figure 4, namely A, B, C, D, E, F, and G. These styles are
briefly described as follows.

A. common centroid + even-odd stage interleaved
B. common centroid in 2 directions diagonally
C. circle to the center
D. serpentine
E. line by line
F. 2-line circle to the center
G. straight line

The post-layout simulation of serpentine layout style shows
the closest result to 100 MHz. Besides, the error between the
serpentine layout style and pre-layout simulation is only 1.9%. In
short, the serpentine layout style is the best arrangement proved by
this post-layout simulation result.

Because of the limit of chip size and budget, we are only allowed
to carry out the serpentine layout style and straight layout style on

A. 63.6 MHz

G. 89.2 MHz

B. 72 MHz C. 95.3 MHz

E. 96.7 MHz

38.5 x 10.75 um

10.6 x 45.81 um 12.01 x 44.66 um

10.6 x 40.8 um 10.6 x 40.8 um

F.  97.3 MHz

buf1 buf2 buf3 buf4 buf64buf62buf61 buf63
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buf33 buf35 buf37 buf39 buf41 buf43 buf45 buf47

buf63 buf61 buf59 buf57 buf55 buf53 buf51 buf49

buf64 buf62 buf60 buf58 buf56 buf54 buf52 buf50

buf48 buf46 buf44 buf42 buf40 buf38 buf36 buf34
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Figure 4: Various arrangements and the clock rates of OSC by post-layout simulations
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(b) The MC simulation histogram  
of straight line layout style of OSC

(a) The MC simulation histogram 
of  serpentine layout style of  OSC

μ=100.644 MHz μ=102.109 MHz 

Figure 5: (a) The Monte Carlo simulation histogram of serpentine layout style of OSC; (b) The Monte Carlo simulation histogram of straight line layout style of OSC (MC
times=1000)

Table 1: Comparison with prior works.

MWCL[21] VLSI[22] JSSC[23] JSSC[24] this work
Year 2017 2019 2019 2021 2022

VDD (V) 1 0.8 1.2 1 3.3
Layout arrangement straight straight straight straight serpentine straight

Layout variation N/A N/A N/A N/A Yes
Accuracy N/A N/A N/A N/A 95.5% 88.7%

Frequency range 1 MHz 3.2 GHz-4 GHz 2.1 GHz-3.1 GHz 3.6 GHz-3.6175 GHz 20 MHz-180 MHz
Bandwidth 10 MHz 10 MHz 10 MHz 100 MHz 100 MHz

Adjustable frequency Yes Yes Yes Yes Yes
Chip Area (mm2) 0.75 1 0.25 0.00525 1.3

Chip Area
1.775 2.36 0.6 0.108 0.4(Normalization)

(10−4 mm2)
FOM 8.8 2820 11888 15700 12100, 23606∆

FOM =
(

Frequency range · Bandwidth
VDD · Normalized Chip Area

)
∆ This FOM is counted only by the area of the serpentine style.

silicon. Their areas are 10.6 × 40.8 µm2 (serpentine) and 38.5 ×
10.75 µm2 (straight line), respectively. Figure 5 shows the Monte
Carlo simulation results of two different layout styles to verify the
reliability, respectively. As shown in Figure 5, the central frequency
of serpentine layout style is closer to 100 MHz, which is set to be
the central frequency of this investigation.
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Figure 6: (a) OSC layout; (b) OSC die photo
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Figure 7: The enlarged layout style of OSC (a) serpentine style; (b) straight line style

4.2 Measurement and Performance Comparison

To verify the previous analysis, the proposed OSC designs are
realized using TSMC 180 nm CMOS process. The layout and die
photo of the OSCs are shown in Figure 6 (a) and (b), respectively,
where the total chip area is 1.063 × 1.063 mm2, and the core area
is 989 × 344 µm2. Notably, there are 2 OSC designs (straight line,
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code

Clockout

Figure 8: Measurement setup and equipment

serpentine) on the same die. The detailed layouts of the mentioned
OSCs are enlarged in Figure 7. To highlight the influences from the
different layout styles, the space between any two adjacent stages in
Figure 7 is the same. The chip measurement setup is shown in Fig-
ure 8. The chip is soldered on the PCB to reduce noise interference.
The Agilent E3631A Power Supply provides the required voltages
and enable signals to the chip. Arbitrary waveform generator Ag-
ilent 33522A provide the 6-bit selection code. The oscilloscope
WaveRunner610Zi is used to observe waveforms and monitor the
circuit operations.

88.7 MHz

95.5 MHz

38.5 x 10.75 um

10.6 x 40.8 um

(a) The block diagram of

serpentine layout style of OSC

(b) The block diagram of straight

line layout style of OSC
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Figure 9: (a) The block diagram of serpentine layout style of OSC; (b) The block
diagram of straight line layout style of OSC

Figure 9 shows the block diagrams of serpentine layout style
and straight line layout style of OSCs in Figure 6 and 7. Figure 10
(a), (b) show the measurement waveforms of these 2 layout styles,

respectively. By comparing the pre-layout simulation (100 MHz)
with the measurement results, the deviations of serpentine layout
style and straight line layout style of OSCs are 4.5% and 11.3%,
respectively.

(a)

central frequency=95.5 MHz

central frequency=88.7 MHz

(b)

Figure 10: (a) The measurement waveform of central frequency of serpentine layout
style; (b) The measurement waveform of central frequency of straight layout style

To verify the selectability of OSCs, Figure 11 shows the com-
parison of pre-layout simulation, post-layout simulation, and the
chip measurement results by different selection codes (1-15). The
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Figure 12: (a) The all chip measurement results of serpentine layout style of OSC by all different selection codes; (b) The all chip measurement results of straight line layout
style of OSC by all different selection codes

measurement result of the serpentine layout style is closer to the pre-
diction of post-layout simulations. To justify the repeatability of the
chip measurement, all 6 chips are measured with 10 times and the
results are shown in Figure 12. The average error of the serpentine
style layout is smaller than that of the straight line counterpart. Ta-
ble 1 tabulates the performance comparison of the proposed design
and several recent works about layout arrangement. The proposed
design achieves the second best FOM because our chip contains
two layout arrangements of OSCs. In other words, the chip con-
sumes much larger area than others. Notably, the proposed design
would have the best FOM if only the area of the serpentine style is
accounted for. The FOM will become 23606, simply the best of all.

5 Future Enhancement

The proposed OSC is a prototype for verifying the layout arrange-
ment impact on CMOS oscillators. Thus, the main issue to be
improved in the future is to enlarge the frequency range.

6 Conclusion

This investigation presents detailed analysis of OSC layout styles
to conclude that the serpentine layout significantly reduces the vari-
ation impact. Moreover, the proposed layout method can be used
to other CMOS processes. The proposed serpentine layout style
can be applied in other CMOS technology nodes to make the chip
performance more predictable in the early design stage.
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In current societies, web application systems take central roles in computer systems. Thus,
web client programming using JavaScript has increased values to add dynamic features and
functions in web pages by well working with HTML and CSS. In this paper, as a new type of
exercise problem for its self-study, we propose a code modification problem (CMP). In CMP, a
source code with HTML/CSS elements and JavaScript functions for study, and the screenshots
of both the original and the slightly altered web pages are provided to the students, who will
need to edit the source code to generate the modified page. The goal of CMP is for students
to carefully read the source code and comprehend how to use the components and functions
through modifying parameters, values, or messages there. String matching is used to check
the correctness of any answer. Through solving CMP instances, the students are expected to
master the basic concepts of web client programming. To evaluate the proposal, we generated
and assigned 25 CMP instances to 37 students in Okayama University. In addition, we offered
project assignments of freely implementing source codes by referring to solved CMP instances
to evaluate their learning effects. With the solution results, the validity of the proposal has been
confirmed.

1 Introduction

In current societies, computer systems using software and hardware
have big impacts on our daily lives. They are crucial to enhancing
the capabilities of communications, calculations, and information
services. By executing a lot of effective programs that have been
created using various programming languages, computer systems
are illustrating their powers. In computer systems, several types
of programming languages have been used together, depending on
the fields and applications of them. Thus, studying the commonly
used plural programming languages is essential to develop effective
and efficient computer systems for the students in departments of
computer science (CS) or information technology (IT) in academic
institutions. Especially, web application systems have taken promi-
nent roles in computer systems with expansions of the Internet. For
this reason, learning web client programming with JavaScript is
crucial for students majoring in IT or CS.

The primary scripting language running on web browsers is
JavaScript, which is sometimes referred as JS. JavaScript is crucial
to modern web application systems [1]. Currently, JavaScript is

adopted in 97% of websites in the world, making it the most popu-
lar client-side scripting language for web client programming. By
combining the common web technology by the Hyper Text Markup
Language (HTML) and Cascading Style Sheets (CSS) , JavaScript
can provide dynamic features on a web page. The structure and
meaning of the page are provided in HTML. The layout, background
colors, and fonts used in HTML content are described in CSS. Then,
the document object model (DOM) is used for JavaScript interac-
tions with them.

In order to learn a new programming language, novice stu-
dents should start their study by solving simple and short exercise
problems to gain the basic understanding of the grammar and key
concepts for code reading study. If they cannot read and understand
simple source codes, they are unable to properly write them by
themselves for code writing study. This step-by-step programming
learning is important for novice students. After well completing
code reading study, novice students should move to code writing
study. To offer step-by-step self-study environments of program-
ming languages to novice students, the project of developing the
web-based programming learning assistant system (PLAS) has been
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established. Currently, well-known programming languages of C,
C++, Java, Python, and JavaScript are supported in PLAS. PLAS
offers different types of exercise problems with different learning
goals and difficulty levels for the step-by-step studies, as the learning
materials or contents on the common system platform.

In PLAS, there exist five types of exercise problems for code
reading/writing studies, namely, grammar-concept understanding
problem (GUP), value trace problem (VTP), element fill-in-blank
problem (EFP), code completion problem (CCP), and code writing
problem (CWP).

The grammar-concept understanding problem (GUP) [2] offers
questions about the source code’s keywords by defining terms like
reserved words and common libraries in programming languages.
The value trace problem (VTP) [3], [4] requests the output values
of significant variables and output messages in the provided source
code. The element fill-in-blank problem (EFP) [5], [6] asks the
students to complete the missing elements in the provided source
code by comprehending its syntax and semantics in order to dis-
cover the original source code. The code completion problem (CCP)
[7], which is intended for debugging study, requests to correct and
complete the provided source code when there are blank or incor-
rect elements in the source code. The code writing problem (CWP)
[8] requests to complete a new source code from scratch that can
pass the given test code. The correctness of the student’s answer is
automatically checked by string matching with the correct one for
GUP, VTP, EFP, and CCP, and by software testing using test codes
for CWP.

In PLAS, students should first solve the problems related to
code reading study. They include GUP and VTP to understand key-
word definitions and source code control flows. Next, to learn how
to complete source codes by themselves, they should solve EFP,
CCP, and CWP in this order. Then, novice students will possibly
continue programming studies without dropping out, while solving
the problems in PLAS step-by-step, and resulting in improved code
reading and writing skills.

However, due to the fact that most web pages are written with
the combination of JavaScript, HTML, and CSS, any type of exer-
cise problem currently available in PLAS may not be suitable for
studying web client programming. After studying each language
separately, students must be able to relate them in the source code
in web client programming.

In this paper, we propose a code modification problem (CMP)
as the new exercise problem type in PLAS for effective self-study
of web client programming using JavaScript. Since one web page
is usually generated by combining the layout styles of HTML/CSS
elements with JavaScript library functions, the effective way to
learn them is to read and understand the sample source codes where
they are included. A CMP instance includes a source code with
the HTML/CSS elements and JavaScript functions that should be
studied, as well as the two screenshots of the originally produced
web page and another modified web page. Then, the original source
code is requested to be modified so as to generate the second web
page. This CMP is designed for students to carefully study the
source code and understand the use of the elements/functions, while
changing some parameters, values, or messages. String matching is
used to check the correctness of any answer. It is expected that they
can obtain the basic concepts of web client programming through

solving the given CMP instances.
To evaluate the proposal, we generated and assigned 25 CMP

instances to 37 students in Okayama University. Moreover, we
offered project assignments that allow students to implement source
codes freely by referring to solved CMP instances to evaluate their
learning effects. The validity of the proposal has been confirmed by
their solution results.

The outlines of this paper is organized as follows: Section 2
discusses related works in literature. Section 3 proposes the code
modification problem (CMP). Section 4 evaluates the analysis results
of CMP. Section 5 discusses the learning effects and learning valida-
tion after solving the CMP instances. Finally, Section 6 concludes
this paper with future works.

2 Related Works in Literature
In this section, we discuss related works to this study in literature.

In [9], the authors proposed an educational game approach
called Reduct to instruct novice students on fundamental JavaScript
programming principles, such as functions, Booleans, equivalence,
conditional expressions, and mapping functions onto sets. The
designs used theories of progression design and skill learning to
scaffold concepts and motivate players to create accurate mental
models of the codes. The current objective of this paper is to teach
up to the level of advanced and fundamental functional program-
ming in JavaScript.

In [10], the authors described a prototype system to aid stu-
dents in learning the web language JavaScript. They discussed how
portable intelligent exercises activities were implemented and tested
them in the web programming course. According to survey assess-
ment data, they demonstrated that the system may assist students in
learning of JavaScript, the web-based programming language.

In [11], the authors proposed the JavaScript development envi-
ronment (JDE) for the purpose of supporting programming educa-
tion. The JDE offers a setting in which JavaScript programming
may be done anywhere, at any time. Additionally, the JDE may
offer comprehensive snippet features that make it possible to write
code using a limited number of actions. It is appropriate for usage
on smartphones because it is an environment based on a browser.
The JDE can edit HTML, CSS, and JavaScript-enabled web pages.

In [12], the authors presented contributions of an interactive e-
learning course for teaching web technologies including JavaScript
and HTML as a component of the Moodle platform. This course
may have been taught using traditional methods of instruction, or an
alternative, utilizing the Scrum agile software development method-
ology and the EduScrum teaching methodology.

In [13], the authors proposed an interactive serious programming
game for JavaScript programming course at their university. The
gamification pattern-based method was used to create this game,
together with the Technology Acceptance Model (TAM), and the
Technology-Enhanced Training Effectiveness Model (TETEM). Us-
ing pre-test and post-test knowledge evaluations, TAM, and TETEM,
they presented the game’s evaluation findings.

In [14], the authors made comparative descriptions of several
online platforms for teaching programming and chose engaging
assignments from the site used to educate students named hacker-
rank.com. They investigated user experiences with online coding
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platforms (OCP) and contrasted the features of various online plat-
forms that should be utilized to teach programming to aspiring
computer scientists and programmers via distance learning. In addi-
tion, they also suggested using online programming simulators to
enhance computer science instruction, taking into account function-
ality, as well as students’ preparation levels and expected results of
learning.

In [15], the authors proposed a game-based learning environ-
ment to assist beginner students learning programming. It uses game
creation tasks to make basic programming easier to understand and
includes idea visualization approaches to let students manipulate
game objects to learn important programming concepts.

In [16], in order to investigate students’ perceptions of this learn-
ing environment, the authors developed a collaborative, learning
environment based on the problems powered by the technology for
dynamic web. The research was planned as a qualitative study. A
interview format that was semi-structured was created to get the
opinions of the students about the learning environment, which was
supported by technologies for dynamic web and used collaboratively
solving issues techniques. Their findings imply that collaborative
learning techniques focused on problems and the learning environ-
ment at a community college can benefit from technologies for
dynamic web pages.

3 Proposal of Code Modification Problem
In this section, the code modification problem (CMP) for self-study
of JavaScript based web client programming in PLAS is discussed.

3.1 Definition of Code Modification Problem

In a CMP instance, a source code containing the HTML/CSS ele-
ments and the functions to be studied here, and a pair of the screen-
shot of the original web page generated by the code and the screen-
shot of the slightly altered web page are provided to students. These
web pages could have different parameters, functionalities, or vari-
ables. Then, the students are requested to modify the source code to
generate the altered web page. By solving the given CMP instances,
it is expected that the students can master the basic concepts of web
client programming and understand the interacted use of HTML,
CSS, and JavaScript in the source code. String matching is used to
check the correctness of any answer in the source code.

CMP is designed with the following goals:

1. Source codes of various kinds are provided along with full
forms in order to assist novice students with learning web
client programming using JavaScript.

2. By answering the questions in CMP instances correctly, stu-
dents can learn how to generate web pages using various
JavaScript functions.

3. As a result of using string matching, the student feedback
is immediately provided when answers are automatically
marked.

4. A novice student who has never studied web client program-
ming can answer the questions without encountering serious
difficulties.

3.2 Generation Procedure of CMP Instance

The following procedure can be used to generate a new CMP in-
stance:

1. From a website or book that contains the library functions
to be examined in this instance, choose a proper source code
with HTML, CSS, and JavaScript to develop the web page.

2. Save the screenshot of the web page after running the source
code in a web browser.

3. Identify and determine the parts of the source code that stu-
dents should modify to better understand the intended func-
tionality. Currently, this step is manually carried out. The
automatic processing will be studied in future works.

4. Save the screenshot of the altered web page after running the
modified source code in a web browser.

5. Due to the fact that HTML tags are not visible on web
browsers, replace the HTML tags with the HTML entities
according to their numbers and names.

6. Make the input text file for the newly created CMP instance
that consists of the problem statement, the original source
code, and the modified source code as the correct solution.

7. Using this text file, generate the CMP instance files, which
are combined with the HTML, CSS, and JavaScript, for the
answer interface on a web browser using the instance genera-
tion program. It should be noted that this program has already
been implemented and used for GUP, VTP, EFP, and CCP.

8. Insert the screenshots of the original and modified web pages
into the HTML file for the CMP instance.

3.3 Example of Generating CMP Instance

Next, an example web page source code will be used to discuss the
details of the CMP instance generation.

3.3.1 Original Source Code

The original source code should include the fundamental JavaScript
library functions for web client programming to be studied in this
instance. The example source code in Figure 1 shows the web
page that displays the alert box after clicking Submit button from
accepting the user name in the input form.
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Figure 1: Original source code for CMP instance #19.

3.3.2 Original Web Page

The screenshot of the original source code for CMP instance #19 in
Figure 2 shows the web page that was created using the source code
in Figure 1. This generated web page is offered as a reference for
understanding the source code.

Figure 2: Web page by source code for CMP instance #19.

3.3.3 Modified Source Code

The original source code can be transformed into the modified
source code by changing a few parameters and functions. It is
important for students to understand the connections among the cor-
responding elements of HTML, CSS, and JavaScript when creating
web pages. Figure 3 displays the source code for the correct answer.
In this example instance, it is necessary to change the text messages
in the alert box and the button, as well as the type and the name in
the “input” tag.

Figure 3: Modified source code for CMP instance #19.

3.3.4 Modified Web Page

Figure 4 shows the screenshot of the altered web page by the modi-
fied source code.

Figure 4: Modified web page for CMP instance #19.

3.4 Answer Interface

The answer interface is implemented using HTML, CSS, and
JavaScript, where the JavaScript program handles the answer mark-
ing for the CMP instance. This allows both the online use and the
offline use of the answer interface. In order to prevent students from
cheating, the correct answers in any CMP instance are encrypted
using SHA256 [7].

Figure 5 illustrates the response interface for the CMP instance
that requests the change of the form for the alert box. The source
code lines in the input forms, which are indicated by red back-
grounds, must be modified by students to complete this CMP in-
stance. To better understand the source code, students can also
download and run the source code, if they want to see how the web
page is created and how it works.

After completing all the required changes to the input fields, the
student can click the “Answer” button to confirm the validity of the
answers. The relevant input form’s background color is changed to
red if the answer on the line is incorrect. Otherwise, it turns white.
The student can submit their answers again until every answer is
verified as correct.
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Figure 5: Answer interface for CMP instance #19.
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4 Evaluation
This section evaluates the proposed code modification problem
(CMP) for web client programming using JavaScript.

4.1 Evaluation of CMP Instances

In this evaluation, 25 CMP instances are generated, to examine
fundamental concepts and functions in web client programming
for performing dynamic behaviors of web pages using JavaScript,
HTML, and CSS. The topic/function, the number of lines in the
source code, and the number of elements that need to be modified
for each CMP instance are displayed in Table 1. Other topics like
using media devices will be studied in our upcoming works.

4.2 Solution Results

A total of 37 first-year master students in Okayama University, who
have not taken any formal course in JavaScript programming, are
assigned these 25 CMP instances. Prior to this assignment, we only
offered a few websites as references to them.

4.2.1 Results of Individual Students

The results of the 37 individual students are first analyzed in our
evaluations. The correct answer percentage (%) and the number of
submissions in average among the 25 CMP instances are shown for
each student in Figure 6.

According to the results, out of the 37 students, 22 students
correctly answered the question and achieved the 100% correct rate,
and 10 students scored above 90%. Only five students could not
reach 90%. Among these five students, three are considered giving
up answering the problems as zero answer submission attempts,
and two students had not solved and submitted all the problems.
Therefore, in general, the novice students can solve the generated
CMP instances through self-study of web client programming using
JavaScript.

Since each instance requires at least one submission of the an-
swer, 25 is the least number to solve the 25 CMP instances. There
are 131.4 submission times on average. These students generally
submitted answers 2 − 14 times to solve one CMP instance. As a
result, they carefully prepared and checked their answers before
submitting them.

4.2.2 Results of Individual Instances

Next, we examine the solution results of individual 25 CMP in-
stances. The correct answer percentage (%) and the number of
submissions on average are shown for each of the 25 CMP instances
among the 37 students in Figure 7.

According to the results, the instance at ID=18 gets the lowest
correct rate, which is 90.8%, and the instance at ID=7 achieves
the highest correct rate, which is 100%. The maximum number of
submissions is 10 for the instances at ID=18 and ID=23 and the
minimum ones are 3.3 for the CMP instances of the instances at
ID=2, ID=17 and ID=19. Regarding the proportion of the correct
answers, 30 elements/functions are needed to be changed in the
instance at ID=18. In this case, we can assume that students looked

at the screenshots rather than reading the instructions. Some stu-
dents had not tried to solve this problem from the answer results.
In contrast, the source code of the instance at ID=7 was simple for
students where they just need to change the colors and the lists.

As for the number of submission, the instances at ID=2, ID=17,
and ID=23 are simple to find the necessary modifications. On the
other hand, the instances at ID=18 and ID=23 require several modifi-
cations. Thus, students submitted their answers 10 times on average.
In general, the CMP instances are simple to be solved. However,
some instances contain long source codes, where students took time
to read and understand them, and made higher submission times.

5 Project Assignment for Learning Effect
Evaluation

In this section, we present project assignments to evaluate learning
effects of the code modification problem (CMP) in JavaScript-based
web-client programming.

5.1 Overview

The proposed CMP is designed for students to read a source code
carefully by asking changes of some parameters, values, or mes-
sages there, and to understand how to use the HTML/CSS elements
and the JavaScript library functions appearing in the code for web
client programming. However, the CMP does not ask writing source
codes by students, which will be a weak point of this approach.
Thus, we will evaluate learning effects in code writing to students
after solving the CMP instances.

For this purpose, we prepared two project assignments, request-
ing to design web pages and complete the source codes by referring
to some given CMP instances. We made the corresponding answer
interface to the project assignment that contains the problem state-
ment on the requirements, the input form for the answer source
code, the web page output area by running the code, and the hint
including the sample page layout, the related CMP instances, and
the short instruction video. The web page generated by running the
code is shown so that students can easily test their source codes.
The project assignments were assigned to the same students after
solving the 25 CMP instances.

5.2 Project Assignment #1

The first project assignment is Timer that requires to implement
the text input form, the start, stop, and clear buttons, and the time
counting funcion by using the interval function. Figure 8 illustrates
the sample web page.

5.2.1 Problem Statement

In this assignment, the problem statement is given by:
“Create and develop simple “Timer” using HTML, CSS and
JavaScript. You timer will count the minutes by using setInter-
val ( ) function. You can see the hints by clicking the Hint button
below. You can also try to write and run codes in the ‘Code’ area
and see how your codes work in the ‘Output’ area. If your code is
OK, you can save your project with your student ID.”
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Table 1: Generated CMP instances.

ID topic/function # of lines # of modified elements
HTML/CSS JavaScript HTML/CSS JavaScript

1 JavaScript object 6 4 1 4
2 JavaScript class 13 10 2 2
3 JavaScript math 7 3 3 1
4 click button 10 3 2 1
5 disable button 12 20 2 3
6 circle drawing 5 14 0 5
7 unordered list 19 7 6 3
8 radio button 11 4 5 1
9 checkbox 8 12 1 1
10 information and color change 15 3 5 1
11 color form type 10 12 2 2
12 element position change 27 10 2 2
13 rotating image 14 7 1 3
14 clickable image map 23 5 3 1
15 image button with counter 22 7 3 3
16 background image position change 21 6 4 2
17 text transformation from text area 37 11 7 1
18 file input type with alert box 25 5 8 1
19 input form with alert box 9 6 2 2
20 numbers addition/subtraction from input form 33 8 3 2
21 progress bar with clicking button 23 23 4 3
22 slider control with range input type 39 9 10 1
23 bar chart drawing from input value 49 14 5 3
24 table row insertion with button 41 9 8 3
25 table column deletion with button 66 16 32 2

Figure 8: Sample Timer page for assignment #1.

5.2.2 Hint

In this assignment, the hints are given by:
“For Timer, you will need input form to set the minutes and two
buttons: start and stop for setting the timer based on the user input
value. You can also see Problem #19 and #21 for the reference.
For the layout interface, you can create your free design for simple
minute count timer. In the following example video, the timer will
start as soon as the user put the input minutes value and start the
timer button. The timer will be stopped and clear the interval when
the user click the stop timer button.

The setInterval( ) method executes a function or evaluates an ex-
pression at specified intervals for JavaScript library functions (in
milliseconds). Until clearInterval() is invoked or the window is
closed, the setInterval( ) method will keep running the procedure.
The ID value returned by setInterval( ) is used as the parameter for
the clearInterval( ) method.”

5.2.3 Result and Discussion

Among the 37 students, only seven students completed this project
assignment by making the source codes satisfying the requirements
on the interface and functions. Five students among them achieved
the 100% correct rate in solving the 25 CMP instances.

Feedbacks from other students who could not complete this
assignment suggested that they found difficulties in combined use of
HTML, CSS, and JavaScript, which usually results in long source
codes. They also found difficulties in debugging source codes, be-
cause the web browser does not show any error message while
running them. The use of an advanced IDE returning the error mes-
sages should be recommended to edit the source code in web-client
programming.

Then, it was observed that the web page designs of the submitted
source codes are unique from each other. Some pages show the timer
with minutes and seconds, while others additionally show hours,
and even years, months, and days. It is concluded that these seven
students well studied web-client programming using JavaScript.
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Figure 6: Results for each student.

Figure 7: Solution results for individual CMP instances.

5.3 Project Assignment #2

The second project assignment is Calculator that requires to im-
plement the table layout, the result area, the text input form, the
calculation button, and the four arithmetic operations: addition, sub-
traction, multiplication, and division. Figure 9 illustrates the sample
web page. Numbers (0-9), and operators (+, −, ∗, /, %, =) should
appear in the table layout and the result area.

5.3.1 Problem Statement

In this assignment, the problem statement is given by:
“Create and develop simple “Calculator” using HTML, CSS, and
JavaScript. Your calculator may contain numbers (0-9), simple basic
calculations (+, −, ∗, /, %, =) and result area to show the calculation
answers. You can see the hints by clicking the Hint button below.
You can also try to write and run codes in the ‘Code’ area and see
how your codes work in the ‘Output’ area. If your code is OK, you
can save your project with your student ID.”

Figure 9: Sample Calculator page for assignment #2.
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5.3.2 Hint

In this assignment, the hints are given by:
“For Calculator, you will need numbers, operators, and display area
for the results.
For the layout interface, you can create your free design for your
calculator. In the following example video, table layout and onclick
function is used to get the inputs. You can also see Problem #25 for
the reference.
For JavaScript library functions, you can use any arithmetic func-
tion for calculation in JavaScript. Here, simple eval( ) function is
used in the example. But, using eval( ) in real-world applications is
far more dangerous. We used it here for keeping our project simple.”

5.3.3 Result and Discussion

The same seven students completed this project assignment using
the table layout design. Their implementations of the arithmetic
operations are similar but not the same among them as in the first
project assignment.

6 Conclusion
This paper proposed the code modification problem (CMP) in pro-
gramming learning assistant system (PLAS) for self-study of web
client programming using JavaScript. The proposed CMP is de-
signed for students to read a source code carefully by asking changes
of parameters, values, or messages there, and to understand how
to use the HTML/CSS elements and JavaScript library functions
appearing in the code. Students can submit the answers until achiev-
ing the correct answers and string matching is used to check the
correctness of any answer.

For the evaluation of the proposal, 25 CMP instances, which
cover the basic functions and topics of web client programming,
were generated, and 37 first-year master students in Okayama Uni-
versity, who have not taken a formal JavaScript programming course,
were assigned to solve them. Based on the results of their solutions,
the validity of the proposal has been confirmed. Additionally, two
simple project assignments were assigned to the students to evaluate
learning effects in code writing abilities.

In future works, we will create CMP instances for web server
programming and for other commonly used concepts and functions
in web client programming, and provide them to students to evalu-
ate the effectiveness. We will also assist students to complete the
project assignments by giving hints on layout designs and code
implementations.
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 In agile manufacturing, due to the desire to meet customer’s requirements, processing times 
are stochastic because operations could be done by robots or humans. This can cause several 
problems in scheduling the jobs, and it is necessary to select the dispatch rule with the least 
change in costs and times, to respond quickly to different processing times. In this work, 
some experimental tests are carried out through a simulation algorithm and the runs are 
made in a robot with 6 jobs where the delivery dates and the probability distribution of the 
processing times are known. The dispatch rules are compared, varying the ratio of Holding-
Penalty cost in different proportions to analyze how the total cost is affected, which is the 
novelty of this work. It was found that the most robust rule is the Shortest Processing Time 
(SPT) no matter if HC>PC or PC<=HC;  with less variance in cost and the least average 
completion time compare with the others.   With the mean lowest cost and that simultaneously 
minimizes early, and late production average time is the Earliest Due Date (EDD), when 
processing times are stochastic. As the dispatch rules present different degrees of sensitivity 
according to the cost relationship, it is convenient to explore which is the Holding-Penalty 
Cost relationship, that provides greater robustness and not just selects the least expensive 
rule. 
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1. Introduction   

In a manufacturing system, scheduling jobs on a single 
machine consists of sequencing them through a dispatch rule; that 
establishes the order of processing based on parameters such as the 
delivery date, the order of arrival or the processing time. In this 
sense, the objective of job scheduling is the performance 
optimization metric in terms of time or cost [1-3]. 

On the other hand, agile manufacturing refers to the production 
approach to re-spond quickly to uncertain aspects such as process 
technologies, customer demand or changing requirements; to 
achieve this, flexible manufacturing systems are used. In these 
systems, operations sequences and dispatch strategies are very 
important to respond in an agile manner [4]. In the present work, 
the process times are studied as stochastic variables, since this has 
significant effects in the flexible manufacturing system [5], 
allowing to measure how robust the solution is when processing 
times are used according to a certain probability distribution. Such 
measures can prevent wrong decisions [6]; although these times 
may vary due to clients requiring certain specifications and tasks 

can be done by a human or a robot. Additionally, diverse customer 
requirements make it difficult to accurately estimate processing 
times. 

Agile manufacturing requires managing change with flexibility 
while main-taining high service levels, just-in-time deliveries, and 
low production costs [6,7]. Given the above, for a manufacturing 
company that produces under an agile approach, it will be of 
interest to know the sensitivity of the total cost of each sequencing 
rule with respect to variations in the unit costs of maintaining 
inventory and penalties for late deliveries. The goal of analyzing 
such sensitivity is to control and ensure the agility of the 
production system in a changing environment. In this sense, 
knowing the sensi-tivity of the total cost for each sequencing rule 
would allow, for example, to determine improvement objectives in 
the inventory and material handling system to maintain early 
production at a lower cost. Also, the sensitivity analysis would lead 
to establish negotiation strategies with customers on penalty 
policies for late production and select the sequencing rule that 
minimizes the two above costs and, at the same time, provides 
greater robustness in an environment that makes these costs vary. 
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For this reason, the motivation of this article is to present a 
sensitivity analysis that will serve as an instrument to support 
decision-making in the selection of sequencing rules. Particularly, 
when the costs of early and late production vary due to a changing 
environment, it is important to select the priority rule that is the 
more robust. Changing the processing times is motivated by the 
fact that the sequencing problems not only have a combinatorial 
structure, but also a temporal structure [8]. More specifically, 
changing the processing time of activities will also change the 
completion time of the jobs later, changing its delivery date, the 
parameters used to decide the optimal se-quence (such as the 
average number of late jobs) and, therefore, the optimal sequence. 
Sensitivity analysis in this area is important because we live in an 
environment where processing times can change [9,10], as in agile 
manufacturing. 

The article is structured as follows. In section 2, a brief analysis 
of the state of the art on agile manufacturing, stochastic dispatch 
rules, and their sensitivity analysis is carried out. In section 3, the 
problem and the method used to simulate production runs with 
stochastic processing times are described. In section 4, the 
simulation results are presented, analyzing the sensitivity of the 
total cost per sequencing rule in two steps: first, three cases of the 
Holding Cost - Penalty Cost relationship (greater than, less than 
and equal to) are identified and how they impact the total cost. 
Once it is observed whether the cases are significant for the 
selection of sequencing rules, one of the two costs is varied while 
the other remains fixed to observed how the total cost changes. 
Finally, in section 5, the results obtained and their applicability in 
companies that produce under an agile approach are discussed. 

2. Literature review 

Since 1990, research has been done on sensitivity problems of 
sequencing prob-lems, for example, in[11-13]. The precedence of 
operations has been studied in [14] and [15], the sensitivity of 
sequencing problems in parallel machines has also been 
experimented in [16].  In [17] the researchers examine single 
machine problems considering time intervals and discrete 
processing times, [18] and [19] also analyze similar cases. Cost 
sensitivity is important because costs are not always adequately 
estimated or vary due to changing customers’ requirements. Thus, 
it must be resolved what would happen if these costs change [20]. 

There are works that present the choice for accepting or 
rejecting a job according to its penalty depending on its cost. For 
example, in [21]  the researchers use a single machine with 
stochastic processing times. In [22] test priority rules with 
stochastic process times are used, but without considering cost. 
These authors show that the priority rules in a single machine with 
stochastic processing times are of current interest, because the 
single machine models have properties that more complex models 
have [4]. For example, a more complicated system that have a 
bottleneck is similar to a single machine model. Agile 
manufacturing deals with high human mix between humans and 
robots in collaborative manufacturing facilities, which creates 
uncertainty in job processing times [23-25]. Therefore, it is 
necessary to respond quickly to unforeseen customer demands. In 
this kind of manufacturing systems there is also a need of active 
and proactive schedules [26], in which the decision maker thinks 
(or rethinks) in how the activities need to be prioritized to be ready 

for any possible scenario [27]. This high variation of production 
requirements makes it challenging to find the optimal solution at 
the lowest cost [28], or to find the most robust solution. For this, 
in [23] is proposed a sequencing and dispatch method for facilities 
where humans and robots are mixed, while handling uncertainty in 
process times to minimize the variability of the solution. In [28] 
the authors optimize the production line that works with parallel 
machines that work at different speeds, whereas in [29] propose an 
adaptive sequencing and dispatch method for human-robot 
collaborative manufacturing sys-tems where policy is dynamically 
adjusted using petri nets. 

In [30] they suggest a mathematical model for the sequencing 
problem in a mixed model with high variety. To achieve this, the 
authors developed a heuristic solution to minimize the variability 
of the workload. In [27] performed a robust programming in the 
automatic supply chain presenting a hybrid store flow with job 
shop type processes, where multiple objectives are handled in the 
presence of capacity changes. In [31], they performed an 
optimization through simulation that allows dealing with the 
programming of vehicles and machines in a flexible system with 
stochastic elements included. Furthermore, a genetic algorithm is 
used to reduce the number of replicas. In [32] the authors worked 
with an assembly line where multiple products were manufactured 
with different demand, delivery dates and the variation in the 
material, to minimize the makespan and the cost of penalty for late 
delivery. Table 1 presents a comparison of these works and the 
proposal. 

Table 1: Comparison of the relevant aspects of articles that address the 
Sequencing Problem in Agile. Own elaboration 

Work 
Uncertainty 

and 
robustness 

Multiple 
machines 

Use 
simulation 

Optimized 
objective 

Costs 
sensitivity 

[23] yes yes yes Variability in 
the solution no 

 [28] no yes yes 
Multiobjective 

(production 
and energy) 

no 

 [29] yes no no Idle time no 

[30] no yes no Workload no 

[27] yes yes no Makespan no 

[31] yes         yes yes 
Multiobjective 

(makespan, 
tardiness) 

no 

[32] yes yes no Multiobjective 
(variation in 

material, 
no 
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makespan, 
penalty cost) 

Proposal yes no yes 

Total cost, 
total early and 

late 
production 

time 

yes 

These works present different methodologies for agile 
manufacturing. What is different about the proposal in this article 
is the cost sensitivity analysis, since the total cost as a performance 
metric allows to control and ensure an agile manufacturing system 
in a changing environment in a viable way. Additionally, to check 
the robustness of the solution in the dispatch rules, stochastic 
processing times with a normal distribution are used through the 
inverse transform method1 that is explained in [33]. The normal 
distribution for the processing times is used because the 
convolution property that it has, and the sum of the processing 
times is needed as it will be explained later, and, last but not least, 
each of these times has a normal distribution. Given two normal 
probability density functions 𝐺𝐺1 = (𝜇𝜇1,𝜎𝜎12) and 𝐺𝐺2 = (𝜇𝜇2,𝜎𝜎22), it 
is proved in the literature [34] that the convolution of these two 
functions is a normal probability distribution function with mean 
𝜇𝜇1 + 𝜇𝜇2 and variance 𝜎𝜎12 + 𝜎𝜎2,

2. This article presents jobs that need 
to go through a manufacturing robot with different processing 
times, but sometimes need to be processed by humans to meet 
customer’s requirements. The method to perform the sensitivity 
analysis is presented in section 3. 

The research questions are the following: 

RQ1. If lead times are stochastic, what is the priority rule for 
assigning jobs that should be chosen to minimize costs? 

RQ2. If processing times are stochastic, what is the most robust 
priority rule, that is, with less variability in terms of costs? 

3. Method  

3.1. Problem description  

Let be a problem of one robot (𝑚𝑚 = 1), with 𝑛𝑛  jobs to be 
processed. Additionally, 

𝑋𝑋𝑗𝑗 = stochastic processing time of the job  𝑗𝑗  in an arbitrary 
distribution. 

𝑑𝑑𝑗𝑗 =  the due date of the job 𝑗𝑗,  represents the shipping or 
completion date, and the completion of a job after a due date is 
allowed with a certain penalty. 

𝑐𝑐𝑗𝑗 = time in which the job 𝑗𝑗 is completed 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 =the completion of the last job or makespan 

 
1 In this case, the inverse transform method is used to generate the simulation 
runs and generate different processing times. This method is used because if the 
cumulative function of the probability distribution is known, its application is 
simple to use. The method is as follows: 

Assume we want to generate a random variable 𝑋𝑋 with a cumulative distribution 
function (𝐶𝐶𝐶𝐶𝐶𝐶) 𝐶𝐶𝑋𝑋. The inverse transform sampling algorithm is defined as [33]: 

 

To make the decisions, the priority rules listed below are used. 

𝑆𝑆𝑆𝑆𝑆𝑆 = Shortest processing time, jobs are sorted according to 
processing times in ascending order. 

𝐿𝐿𝑆𝑆𝑆𝑆 = Longest processing time, jobs are sorted according to 
processing times in descending order. 

𝐸𝐸𝐶𝐶𝐶𝐶 = Earliest due date, the jobs enter the sequence according 
to the earliest due date and finish on the latest. 

𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆 = First Coming First Served, the first that arrives is the 
first that is processed, 

Due to the fact the job times are stochastic, these rules are 
compared using two considerations described in [4]: 1) stochastic 
dominance based on the expected value and 2) dominance based 
on the variance. 

1) Dominance based on the expected value 

1.1) The random variable X1  is larger in expected value than 
X2  if E(X1  ) ≥ E(X2). 

1.2) The stochastically longest (most likely) random variable 
X1 is compared with X2  if P(X1 > t) ≥ P(X2 > t ) for 
all t. 

2) Dominance based on a variance 

The random variable X1  is larger in variance than X2  if 
Var(X1) ≥ Var(X2).. 

Dominance based on expected value and variance order form 
another dominance call increasing convex ordering. To avoid 
confusion, in this case a stochastic comparison is made using 
Makespans subject to different scenarios (different processing 
times). 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚1 =  max (𝑥𝑥11,𝑥𝑥21, … , 𝑥𝑥𝑛𝑛1) 

𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚2 =  max (𝑥𝑥12, 𝑥𝑥22, … , 𝑥𝑥𝑛𝑛2) 

If  𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚1 ≥ 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚2  then ( 𝐸𝐸(𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚1 ) ≥ 𝐸𝐸(𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚2 )                             (1) 

and their expected values are compared through the following 
performance measures (E = expected value) 

       𝐸𝐸𝑠𝑠→∞ �
∑ 𝑐𝑐𝑗𝑗−𝑑𝑑𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝑑𝑑𝑑𝑑 𝑙𝑙𝐴𝐴𝑙𝑙𝐴𝐴                          (2) 

         𝐸𝐸𝑠𝑠→∞ �
∑ 𝑑𝑑𝑗𝑗−𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑑𝑑𝐴𝐴𝑑𝑑𝑑𝑑 𝐴𝐴𝐴𝐴𝐴𝐴𝑙𝑙𝑑𝑑                    (3) 

        𝐸𝐸𝑠𝑠→∞ �
∑ 𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑐𝑐𝑐𝑐𝑚𝑚𝑐𝑐𝑙𝑙𝐴𝐴𝑙𝑙𝑐𝑐𝑙𝑙𝑐𝑐𝑐𝑐𝑛𝑛 𝑙𝑙𝑐𝑐𝑚𝑚𝐴𝐴            (4) 

          𝐸𝐸𝑠𝑠→∞ �
∑ 𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

∑ 𝑋𝑋𝑗𝑗𝑛𝑛
𝑗𝑗=1

� = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑗𝑗𝑐𝑐𝑗𝑗𝑑𝑑 𝑐𝑐𝑛𝑛 𝑑𝑑𝑑𝑑𝑑𝑑𝑙𝑙𝐴𝐴𝑚𝑚               (5) 

1. Generate a random number 𝑈𝑈 ∼ 𝑈𝑈𝑛𝑛𝑐𝑐𝑈𝑈(0,1)  
2. Let 𝑋𝑋 = 𝐶𝐶𝑋𝑋−1(𝑈𝑈)  

Then, 𝑋𝑋 will follow the distribution governed by the (𝐶𝐶𝐶𝐶𝐶𝐶) 𝐶𝐶𝑋𝑋.  which was the 
desired result. 
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In addition, the total cost is calculated considering the Holding 
Cost (𝐻𝐻𝐶𝐶), which is the cost of keeping a unit in inventory, and the 
Penalty Cost (𝑆𝑆𝐶𝐶), the cost of not delivering a unit on time. Then, 
the expected value of the costs is given by 

 𝐸𝐸𝑠𝑠→∞(𝐿𝐿𝐴𝐴𝑙𝑙𝐴𝐴𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 ∗ 𝑆𝑆𝐶𝐶 + 𝐸𝐸𝐴𝐴𝐴𝐴𝑙𝑙𝑐𝑐𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 ∗ 𝐻𝐻𝐶𝐶) =
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝑆𝑆𝑐𝑐𝑙𝑙𝐴𝐴𝑙𝑙 𝐶𝐶𝑐𝑐𝑑𝑑𝑙𝑙                                                                 (6) 

�
∑ 𝑐𝑐𝑗𝑗 − 𝑑𝑑𝑗𝑗𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐿𝐿𝐴𝐴𝑙𝑙𝐴𝐴𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 

                 = �
∑ 𝑑𝑑𝑗𝑗−𝑐𝑐𝑗𝑗
𝑛𝑛
𝑗𝑗=1

𝑛𝑛
� = 𝐸𝐸𝐴𝐴𝐴𝐴𝑙𝑙𝑐𝑐𝑛𝑛𝐴𝐴𝑑𝑑𝑑𝑑 

3.2. Method case study 

To exemplify the analysis method, the following case is 
proposed. Let suppose a robot that receives six jobs simultaneously 
and whose processing time corresponds to a normal distribution, 
with a mean, a standard deviation, and a known delivery date for 
each job. It is intended to minimize the total time of early and late 
production, and consequently, the total cost associated with 
holding inventory and penalties from customers. Likewise, it is 
considered that the robot has no setup interruptions during the 
processing of the six jobs and that the holding and penalty cost per 
unit are both the same for all the jobs. 

The method to perform the sensitivity analysis of the total cost 
is based on the construction of a simulator of production runs with 
stochastic processing times, which receives the following inputs: 

• A set of six jobs that arrive simultaneously. 
• A mean and a standard deviation for the processing time 

of each job, assuming that the times follow a normal 
distribution. 

• A due date for each job. 
• An early production inventory holding cost and a late 

production penalty cost, per piece per day and pervasive 
for all jobs. 

• As an example, the following parameters of the problem 
to perform the simulation are considered. 
Table 2: Parameters used in the simulation of production runs. Own 

elaboration. 

Job Average 
(days)  

Standard 
deviation 

(days) 

Probability 
distribution 

Due date 

 (days) 

A 4 1 Normal 34 

B 10 1 Normal 25 

C 2 0.5 Normal 18 

D 14 1 Normal 30 

E 12 1 Normal 14 

F 6 1 Normal 22 

Given the above parameters, the stochastic processing times 
are simulated through an inverse normal distribution function, 
whose calculation involves a random probability variable. 
Subsequently, the sequencing of jobs is performed in the robot 
based on the dispatch rules First Come First Served (FCFS), 
Shortest Processing Time (SPT), Longest Processing Time (LPT) 

and Earliest Due Date (EDD). Finally, the total cost of the system 
per rule is obtained, whose calculation is the sum of the cost of 
keeping the early jobs in inventory and the penalty cost of the late 
jobs. This algorithm is presented in Figure 1, since it is not proving 
a theorem, perhaps with other examples the solution could change, 
but the algorithm of analysis is the same. 

 
Figure 1: Algorithm to simulate production runs with stochastic processing times. 

Own elaboration 

As the next step in the analysis, the behavior of the total cost 
of each rule with respect to the three cases of the Holding Cost - 
Penalty Cost relationship will be identified in such a way that the 
runs will be carried out as: 1) Holding Cost will be defined at $4 
and the Penalty Cost at $2 for the case greater than; 2) $2 and $4 
for the case less than; and 3) $3 and $3 for the case equal to. Once 
it has been verified if the cases of the Holding Cost - Penalty Cost 
relationship affect the total cost of the rules, then the degree of the 
sensitivity will be analyzed in each of the cases that were 
significant. To do this, the holding cost will be varied in a range of 
values between $ 1 and $ 500, while the penalty cost is fixed at $ 
1. Subsequently, the penalty cost will be varied in the same range, 
while the holding cost remains fixed at $1. This sensitivity analysis 
of the total cost of the system will be carried out for each of the 
rules. Thus, the objective of this method is to observe how the total 
cost of the system changes when the following factors change: the 
sequencing rule used, the cases of the Holding Cost - Penalty Cost 
relationship, and the ratio between these costs (for example, $5 of 
Holding Cost and $1 of Penalty Cost is a 5:1 ratio). It is important 
to mention that a previous work deals with a scheduling model 
taking in account earliness/tardiness penalties [35], along with 
fuzzy processing times, but without considering the Holding Cost 
Penalty Cost ratio. 

4. Results  

4.1. Analysis of the holding cost – penalty cost relationship use  

To begin with, it is important to analyze the three cases that 
could occur in the unit cost relationship per day for early and late 
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production presented before: Identifying the behavior of the total 
cost of the system for each of these three cases will allow to define 
if the change in the Holding Cost - Penalty Cost relationship is 
significant for the selection of sequencing rules in terms of the total 
cost. 

In the first place, the behavior of the total cost is analyzed for 
the three cases of relationship Holding Cost – Penalty Cost; for 
which, the following runs were carried out in the simulator. 

• 100 runs for the case Holding Cost = Penalty Cost in a 1:1 
ratio 

• 100 runs for the case Holding Cost > Penalty Cost in a 2:1 
ratio 

• 100 runs for the case Holding Cost < Penalty Cost in a 1:2 
ratio 

Table 3: Results of the relevant parameters of each dispatch rule for each case 
of the Holding Cost – Penalty Cost relationship. Own elaboration. 

Case Paramet
ers FCFS EDD SPT LPT 

Holdin
g Cost 

= 
Penalty 

Cost 

Total 
Cost 

(294.11, 
298.4) 

(119.4, 
124.9) 

(283.3, 
287.7) 

(291.4, 
303.1) 

Average 
days 
early 

(7.26, 7.58) (1.31,1.51) (9.55 9.86 (2.44,2.63) 

Average 
days late (8.84 9.21) (5.17,5.57) (6.02,6.31) (13.66,16.3) 

Average 
completi
on time 
(min) 

(25.11 25.75) (27.51,28.0) (20,20.56) (34.95,38.5) 

Average 
jobs in 
system 

(3.18, 3.22) (3.48, 3.52) (2.53, 2.57) (4.42, 4.46 

 

Holdin
g Cost 

< 
Penalty 

Cost 

Total 
Cost 

(302.7, 
308.43) 

  
(262.8, 
267.9) 

(358,  
373.8) 

(143.99, 
151.7) 

  
Average 

days 
early 

(7.155 7.44) (1.26,1.46)) (9.39 9.66) (2.40, 2.61) 

Average 
days late  (8.91, 9.24) (6.15, 6.43) (6.15, 6.43) (13.67,14.3) 

Average 
completi
on time 
(min) 

(25.32, 25.9) (27.68 28.22) (20.3, 20.8)  (34.9, 35.6) 

Average 
jobs in 
system 

(3.18969, 
3.22358) 

(3.48454, 
3.51598) 

(2.56231, 
2.59381) 

(4.40619, 
4.43769) 

      

Holdin
g Cost 

> 
Penalty 

Cost 

Total 
Cost 

(281.5, 
285.3) 

(98.3,  
101.8) 

(301.8, 
306.3) 

(224.96, 
234.21) 

Average 
days 
early 

(7.01, 7.31 (1.31, 1.51) (9.41, 9.63) (2.3596, 
2.5765) 

Average 
days late (9.054, 9.363) (5.33, 5.704) (6.16, 6.43) (13.9,  14.5) 

Average 
completi
on time 
(min) 

(25.59, 26.07) (27.67,28.21) (20.39,20.8) (35.25,  
35.87) 

Average 
jobs in 
system 

(3.20,3.23) (3.4, 3.49) (2.55, 2.58) (4.41, 4.44) 

It is necessary to mention that 40 runs are enough to have 
accurate results, but 100 are made to ensure their reliability. The 
simulator obtains the average value of all the runs for the following 
parameters in each rule: total cost, average days early, average 
days late, average completion time and average jobs in the system. 
Although the parameter of interest is the total cost, it is relevant to 
identify the behavior of the other parameters for each rule in each 
case of the relationship. Confidence intervals were made at 95% 
reliability, in every sample it was tested if the data were adjusted 
to a normal distribution, since the population variance was not 
known, the student's t-distribution was used [36]. The results of the 
analysis are shown in Table 3. 

The interpretation of the results of this analysis is as follows: 

• As can be seen, the magnitude of the total cost presents 
variations from one case to another in each rule, which will be 
studied in detail in the next section when carrying out the 
sensitivity analysis of the total cost in each case. For now, it is 
relevant to note that the performance of the sequencing rules 
does change depending on the case in which the cost 
relationship is found. 

• In this sense, in the Holding Cost = Penalty Cost case and the 
Holding Cost < Penalty Cost case the same effect is observed 
when the order of the sequencing rules is analyzed in terms of 
total cost and even in the terms of the other parameters. For 
both cases the order of the sequencing rules from lowest to 
highest cost is: EDD, SPT, FCFS and LPT. However, the 
performance of the rules changes for the Holding Cost > 
Penalty Cost case, since the order of these rules from lowest 
to highest cost is EDD, LPT, FCFS and SPT. 

• Given the above, it can be established that the three cases of 
the relationship Holding cost - Penalty cost identified can be 
grouped into only two significant cases for the selection of 
sequencing rules according to their performance: Holding cost 
> Penalty cost and Holding cost ≤ Penalty cost.  

• Optimal rule: In any case of the Holding Cost - Penalty Cost 
relationship, the rule that generates the lowest total cost is 
EDD; this is because this rule minimizes the average earliness 
time and the average tardiness time in all cases. 

• Most expensive rule: This rule depends on the two significant 
cases identified: 

1) When the Holding cost  ≤ Penalty cost, the rule with the 
worst performance in terms of the total cost is LPT. This is 
because LPT is associated with the highest average 
completion times; therefore, this results in the highest delay 
times of the four sequencing rules. 

2) When Holding Cost > Penalty Cost the worst-performing rule 
is SPT. This is because SPT is associated with the lowest 
average completion times; therefore, this results in the 
highest early times of the four sequencing rules. 
 

4.2. Sensitivity analysis of the total cost 

As shown in the previous analysis, there are only two 
significant cases of the relationship Holding cost - Penalty cost for 
the selection of sequencing rules. Due to this, the sensitivity 
analysis of the total cost will be applied with respect to these two 
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cases for each of the four rules studied. The objective is to vary 
one of the two costs while the other remains fixed to change the 
ratio and visualize the effect of this change on the total cost when 
their relationship is found in one case or another. 

In the first place, the case Holding Cost > Penalty Cost is 
analyzed, performing the following runs on the simulator: 

• 100 runs for the Holding Cost > Penalty Cost in a 5:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost in a 10:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost in 50:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost in a 100:1 ratio 

• 100 runs for the Holding Cost > Penalty Cost case in a 500:1 
ratio 

As shown, there are runs for cases where Holding Cost 
is 5 times greater than Penalty Cost, 10 times greater, 50 
times greater, etc. It is worth mentioning that in a practical 
approach a very large ratio may be unrealistic, but it was 
analyzed for experimental purposes. Table 4 shows the 
average total costs of each sequencing rule with respect to 
each of the simulated ratios; in the same way, in Figure 2 
these results were graphed by rule. 

Table 4: Average total cost per sequencing rule for each ratio of the Holding 
Cost > Penalty Cost case. Own elaboration. 

Holding 
Cost: 

Penalty 
Cost Ratio 

Quotient 
Average Total Cost 

FCFS EDD SPT LPT 
05:01 5 274.47 73.21 323.3 157.63 
10:01 10 493.38 111.73 612.87 221.32 

50:01:00 50 2,240.00 423.12 2,884.80 837.49 
100:01:00 100 4,393.56 835.98 5,719.99 1,594.16 
500:01:00 500 22,155.67 4,042.66 28,723.70 7,850.70 

Slope 44.2324 8.0252 57.3925 15.5683 

 

 
Figure 2: Sensitivity of the average total cost with respect to the costs ratio for 

the Holding Cost > Penalty Cost case. Own elaboration 

To obtain the equations in Figure 2 a simple linear regression 
was performed for each rule, in which the total cost was used as 
the response variable and the Holding Cost: Penalty Cost ratio as 
the explanatory variable, whose regression model is the following: 

𝑌𝑌 =  𝛽𝛽0 +  𝛽𝛽1𝑥𝑥 +  𝐴𝐴 

The parameters 𝛽𝛽0  and 𝛽𝛽1  were estimated with the least-
squares method in order to define a line that fits the data by 
minimizing the sum of squares of the regression errors [34]. In 
particular, the estimation of the parameter 𝛽𝛽1 represents the slope 
of the line or in this case, the degree of sensitivity of the total cost 
with respect to the change in the Holding Cost: Penalty Cost ratio. 

The above evidence shows that with a higher holding cost, the 
total cost grows linearly at different speeds according to the 
applied sequencing rule. According to the slopes obtained in the 
regression of the data, it is noted that the least sensitive rule is EDD 
increasing $ 8.03 for each unit that increases the Holding Cost: 
Penalty Cost ratio, while the most sensitive rule is SPT increasing 
$ 57.39 per each unit that increases that ratio. That is, when 
Holding Cost > Penalty Cost the SPT rule is 7.15 times more 
sensitive than EDD; the other sensitivity relationships between 
rules are found in Table 5. Likewise, a grouping between the rules 
is observed, with EDD and LPT being notoriously less sensitive 
than FCFS and SPT for this case. 

Table 5: Sensitivity relationships between the sequencing rules for the Holding 
cost > Penalty cost. Own elaboration. 

Case: Holding Cost > Penalty cost 

Rule sensitivity: 
Regarding the rule: 

EDD LPT FCFS SPT 

SPT 7.15 3.69 1.3 - 

FCFS 5.51 2.84 -   

LPT 1.94 -     

EDD -       

 

Second, the case Holding Cost ≤ Penalty Cost is analyzed, 
performing the following runs on the built simulator: 

• 100 runs for the Penalty Cost case ≤ Holding Cost in a 1:1 
ratio 

• 100 runs for the Penalty Cost case≤ Holding Cost in 5:1 
ratio 

• 100 runs for the Penalty Cost case ≤ Holding Cost in a 
10:1 ratio 

• 100 runs for the Penalty Cost case ≤ Holding Cost in 50:1 
ratio 

• 100 runs for the Penalty Cost case ≤ Holding Cost in a 
100:1 ratio 

• 100 runs for the Penalty Cost case ≤  Holding Cost in 
500:1 ratio 

It is worth mentioning that for the analysis of this case, the 
Holding Cost - Penalty Cost relationship was inverted to obtain an 
integer ratio comparable to the previous case. In this context, Table 
6 shows the average total costs of each sequencing rule for each of 
the simulated ratios and in Figure 3 the data plotted by rule is 
presented. 
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Table 6: Average total cost per sequencing rule for each ratio of the Holding 
Cost ≤ Penalty Cost case. Own elaboration. 

Penalty 
Cost: 

Holding 
Cost 

Quotient Average Total Cost 

 Ratio  FCFS EDD SPT LPT 
01:01 1 98.71 40.84 95.29 99.65 
05:01 5 314.92 170.44 244 432.55 
10:01 10 593.02 339.96 434.08 855.11 

50:01:00 50 2,771.24 1,643.66 1,921.44 4,231.30 
100:01:00 100 5,584.92 3,381.25 3,872.48 8,635.48 
500:01:00 500 27,703.64 16,749.71 19,236.98 42,487.58 

Slope 55.3371 33.4991 38.3847 84.957 

 

 
Figure 3: Sensitivity of the average total cost with respect to the cost ratio for the 

Holding Cost  ≤ Penalty Cost case. Own elaboration 

As in the previous analysis, the parameters 𝛽𝛽0 and 𝛽𝛽1 of the 
regression equations in Fig. (3) were estimated through the least-
squares method, where 𝛽𝛽1  is the parameter that represents the 
degree of sensitivity of the total cost with respect to the change in 
Holding Cost: Penalty Cost ratio for each rule. 

For this case, it can be interpreted that the higher the Penalty 
Cost is, the total cost grows linearly with different slopes 
depending on the dispatch rule implemented, similar to the 
previous case. Again, the least sensitive rule is EDD with an 
increase of $33.50 for each unit that increases the Penalty Cost: 
Holding Cost ratio, while the most sensitive rule is LPT with an 
increase of $ 84.96 for each unit that increases the ratio. Being then 
2.54 times more sensitive LPT than EDD when Holding Cost <= 
Penalty Cost. Like the previous analysis, the other sensitivity 
relationships between rules for this case are found in Table 7. 
Furthermore, the EDD and SPT rules have a similar sensitivity in 
both cases: Holding Cost > Penalty Cost case and Holding Cost ≤ 
Penalty Cost case. 

Table 7: Sensitivity relationships between the sequencing rules for the Holding 
cost <= Penalty cost. Own elaboration. 

Case: Holding Cost ≤   Penalty Cost 

Rule 
sensitivity: 

Regarding the rule: 

EDD SPT FCFS LPT 

LPT 2.54 2.21 1.54  

FCFS 1.65 1.44   

SPT 1.15    

EDD     

Once the analysis has been carried out for both cases, it is 
possible to reach the following conclusions: 

• As demonstrated, a sequencing rule can present different 
degrees of sensitivity depending on in which of the two 
significant cases of the Holding Cost - Penalty Cost 
relationship this rule is found. For example, EDD is the 
optimal rule in terms of total cost for all the proportions. 
However, it presents a lower sensitivity and the lowest 
total costs when it is in the Holding Cost > Penalty Cost 
case than when it is in the Holding Cost ≤ Penalty Cost 
case, as shown in Figure 4. 

• In the Holding Cost <=Penalty Cost case, EDD is the rule 
that has the lowest total cost (RQ1) however SPT is the 
rule that is less sensitive to cost variation as can be seen in 
Fig 4 (RQ2). 

• Furthermore, it can be observed in Figure 4 that all the 
rules are less sensitive in the Holding Cost> Penalty Cost 
case, except the SPT rule which is less sensitive in the 
Holding Cost ≤Penalty Cost case (RQ2). 

• That is, when the total cost is the parameter to optimize in 
a changing environment, it is not only possible to choose 
the most economical sequencing rule, but it is also 
convenient to look for a Holding Cost - Penalty Cost 
relationship that provides less sensitivity to changes of 
those costs. This will not only ensure lower-cost 
production but will also allow the production system to 
respond more robustly to changes in the economic 
environment in this case the less sensitive is SPT rule. 

 

 
Figure 4: Comparison of the sensitivity of the total cost for each case of the 

Holding Cost - Penalty Cost relationship by sequencing rule, own elaboration 

• Furter, in Appendix A, the parameters of the simulation run 
where different Holding Cost - Penalty cost relationships are 
handled, the EDD is the rule that generates the lowest costs 
(RQ1), however if they are compared with the standard 
deviation, the STP it is the most robust or the one with the 
least variation in costs (RQ2). 

5. Discussion 

Based on the obtained results, this section studies the 
applicability of the sensitivity analysis of the total cost of the 
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sequencing rules within organizations that manufacture under an 
agile approach. This study starts from the fact that sequencing rules 
are applied in a changing environment that constantly causes a 
variation in the penalty costs of late production and the holding 
costs of early production. Due to the above, it is relevant to point 
out how these costs could vary and how the sensitivity analysis 
could help make better decisions. 

Consider the following numerical example to demonstrate the 
variation of penalty costs in a changing environment: 

• During the negotiations of a manufacturing organization with 
a customer, it was determined as a policy that after the first 5 
days of delay, a penalty of 2% of the volume value of the parts 
will be paid for each additional day of a delay; considering 5 
business days in a week. It is not allowed to exceed 45% of 
the value of the pieces and in case of exceeding it, the contract 
will be canceled. 

• Consider that the value of each piece is $100 and that the 
manufacturing company must make quarterly deliveries of 
batches that vary in size from period to period, due to 
changing customer requirements. 

• Suppose that this quarter the company delivers a batch of 
1,000 pieces 10 days late, so the penalty would be 5% of the 
total value of $ 100,000; that is, $5,000 would be paid. As 
result, the unit penalty cost is $5 for each piece of this batch 
delayed 10 days; therefore, the penalty cost for each piece per 
day is $0.5. 

• The following quarter, the company delivers a batch of 2000 
pieces 25 days late, which implies a penalty of 20% of the total 
value of $200,000; that is $40,000. Thus, the unit penalty cost 
of $20 for each piece is delayed 25 days; therefore, the penalty 
cost for each piece per day is $0.8. 

• Now consider that the next period, the company delivers a 
batch of 3,000 pieces 25 days late as well; that is, again 20% 
of the total value of the lot amounting to $ 300,000. This 
means that a penalty of $60,000 will be paid, the penalty unit 
cost also being $20 for each piece delayed 25 days; hence, the 
penalty cost for each piece per day returns to $0.8. 

• Then it is observed that the penalty cost per product does not 
depend on the volume of late parts, as shown in the second 
and third quarters of the example. The lot size can vary, but if 
the number of days late is kept constant, arithmetically the 
penalty unit cost will always be the same. 

• Given the above, it can be established that the unit penalty cost 
depends directly on the number of days of delay, for a policy 
like the one used in this example. However, it should be noted 
that variations in batch sizes could affect this cost indirectly, 
as larger, and fluctuating batches may require more time to 
complete and deliver. 

 

On the other hand, there are multiple works that propose 
various mathematical models to calculate the Cost of Maintaining 
the inventory [37,38]. However, more works agree that the 
traditional method is to establish this cost as a percentage of the 
value of the product and keep it constant for each item and for each 
unit of time. In fact, in the literature, it is mentioned that this 
percentage ranges between 12% and 34% of the value of the 
product, or a reference to similar organizations, or an industry 
average is used [39,40]. Although previous works point out that 

the traditional method has deficiencies to adequately estimate the 
Cost of Maintaining the inventory in practice, this approach is 
commonly found [41].  Due to the above and for the sake of 
simplicity, the traditional method is used to exemplify the Holding 
cost variance in a changing environment, although the exercise 
could be adapted to a mathematical model with greater precision. 

To understand the variation of Holding Cost in a constantly 
changing environment, consider the following example: 

• Continuing with the situation raised above, the 
manufacturing company offers the basic model of its 
product at $ 100 per piece. However, customer 
requirements tend to vary from one period to another and 
they request parts with additional finishes and machining, 
larger dimensions, different materials, etc. This changes 
the manufacturing cost and, therefore, the value of the 
product. 

• Consider that the company has taken a traditional approach 
to define its Holding cost based on an industry average, 
representing 25% of the value of its product. 

• In this sense, its base model has an annual inventory cost 
of $ 25 for each part. Considering that the company works 
260 days a year, there is a holding cost per piece per day 
of $ 0.1 for the base model. 

• Suppose that in the first quarter of the year, the customer 
ordered a batch of parts with additional machining and 
larger dimensions, increasing the value of the product by  
$200 per part. Since 25% of the product value is held fixed, 
these parts have an annual inventory cost of $ 50 for each 
part and an inventory cost per part per day of $ 0.2 for this 
special specification model. 

• In this way, the Holding cost increases proportionally to 
the value of the product, which is reasonable considering 
that a more valuable product may incur higher risk costs 
(such as obsolescence or damage), space costs, service 
costs (such as insurance or taxes) and even capital costs 
[13]. 

Variations in holding and penalty costs may be subject to other 
factors in addition to those described above. Nonetheless, in this 
study these conditions will be used to explain how the decision-
maker could use sensitivity analysis to control and ensure the 
agility of the manufacturing system at a low cost. As an example, 
a tool was built in Excel that allows calculating the maximum 
number of days that a batch can be delayed to keep the Penalty 
Cost below the holding cost and thus remain in the case it presents 
lower sensitivity of the total cost with respect to the variations of 
these two costs. This calculator is based on the penalty policy that 
was described in this section and through the Solver tool, the 
maximum value of days of delay is found that meets the restriction 
Holding Cost > Penalty Cost. 

In Figure 5 the tool built is shown, assuming that for a certain 
quarter there is a Holding Cost of $ 0.80 per piece per day and the 
values defined in the penalty policy described above are used. As 
can be seen, the calculator determines that the delivery of that 
batch cannot be more than 24 days late, so that the Penalty Cost 
does not equal or exceed $0.80. 

As explained in previous sections, EDD is the optimal 
sequencing rule to use when the total cost is the parameter to 
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minimize. However, in a changing environment characterized 
mainly by the variation of customer requirements, in Agile 
Manufacturing, it is necessary to look for a Holding Cost - Penalty 
Cost relationship that provides greater robustness to the variations 
of these two costs. Through the sensitivity analysis of the total cost 
of the sequencing rules, it was shown that the SPT rule is more 
robust in terms of cost (RQ2) although EDD has the less cost 
(RQ1); therefore, it is convenient that the Penalty Cost can be kept 
varying below the Holding Cost. Otherwise, it is necessary to 
shorten delivery times through different Lean techniques, 
production planning and control, work-study, set-up time 
reduction techniques, theory of restrictions, etc. [42]. 

 
Figure 5: Calculator that determines the maximum number of days of delay to 

keep the Penalty Cost below the Holding Cost. Own elaboration 

6. Conclusions 

This article presents a sensitivity analysis that serves as an 
instrument to take decisions in the selection of sequencing rules 
when inventory maintenance and penalty costs vary in a changing 
environment, with the objective of reducing the total cost and to be 
prepared if costs vary like in Agile Manufacturing. Speaking about 
agile manufacturing, recent works propose the sequencing and 
dispatch method for facilities where humans and robots are mixed, 
while handling uncertainty in process times. However, these works 
do not present a cost sensitivity analysis; the total cost as 
performance metrics allows to control and ensure an agile 
manufacturing system in a changing environment. 

The problem of the study are jobs that are to 
be handled by robots whose processing times follow a normal 
distribution with known mean and standard deviation, and that 
sometimes need to be handled by humans to meet customer 
requirements. Delivery dates are also known. The objective is to 
minimize the total time of early and late production, and 
consequently, the total cost associated with keeping the inventory 
and penalties from customers. Jobs are sequenced in the robot 
based on FCFS, SPT, LPT y EDD dispatch rules. Finally, the total 

cost of the system per rule is obtained, whose calculation is the 
sum of the cost of keeping the early jobs in inventory and the 
penalty cost of the late jobs. 

In order to carry out the sensitivity analysis by a rule, first the 
effect on the total cost of the three identified cases of the Holding 
Cost - Penalty Cost relationship was analyzed. After verifying that 
this relationship was significant for the performance of the rules, 
in each case the Holding Cost was varied, while the Penalty Cost 
was fixed and vice versa. In this sensitivity analysis, it was 
observed how the total cost of the system changes when the 
following factors vary: the sequencing rule used, the case of the 
Holding Cost - Penalty Cost relationship, and the ratio between 
both costs.  

It was observed that when Holding Cost = Penalty Cost and 
Holding Cost < Penalty Cost, the same effect occurred in the order 
of the sequencing rules in terms of the total cost. In this sense, for 
both cases, the order of the sequencing rules from lowest to highest 
cost is EDD, SPT, FCFS and LPT. On the other hand, for the case 
Holding Cost > Penalty Cost, the order of the rules EDD is the best 
in terms of cost (RQ1); but the SPT rule is the is the most robust 
rule with respect to cost ratio (RQ2), no matter if HC>PC or 
PC<=HC.  

Subsequently, the degree of the sensitivity of each rule 
regarding the movement of costs is analyzed. It can be concluded 
that a dispatch rule may have different degrees of sensitivity 
depending on which of the two significant cases of the Holding - 
Penalty costs relationship that rule is. For example, EDD is the 
optimal rule in terms of the total cost for all cases; however, it has 
lower sensitivity and lower total costs when it is in the case of 
Holding Cost > Penalty Cost than when it is in the case of Holding 
Cost ≤  Penalty Cost. Therefore, when the total cost is the 
parameter to be optimized in a changing environment, it is not only 
possible to choose the most economical sequencing rule, but also 
to look for a Holding Cost - Penalty Cost relationship that gives 
less sensitivity to changes in costs in this case the SPT rule. 

Likewise, the applicability of the presented analysis was 
verified. As a result, a situation was exemplified in which the 
Holding Cost and the Penalty Cost vary due to changes in customer 
requirements, either in terms of specifications or volumes 
requested. Finally, an Excel calculator was built based on the 
proposed penalty policy. With this tool, the decision-maker can 
estimate the maximum number of days that the delivery of a batch 
can be delayed to keep the Penalty Cost below the Holding Cost 
and, thus, maintain the cost ratio in the case with less sensitivity to 
total cost; through the sensitivity analysis of the total cost of the 
sequencing rules, it was shown that the EDD rule is the least in 
cost, but the SPT is the most robust. Therefore, it is convenient that 
the Penalty Cost is kept varying below the Holding Cost. As a 
result, it is shown that the present sensitivity analysis can provide 
tools for decision making with the objective of reducing costs in a 
volatile environment like Agile Manufacturing. Future work 
includes running the simulation with stochastic processing times 
for 2 or more robots and performing cost sensitivity analysis. 
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Appendix A: Table A1. Simulation runs parameters for the sequencing rules, relations Holding cost- Penalty cost. Own elaboration.  The least cost or time are marked 
in yellow. 

  TOTAL COST AVERAGE DAYS EARLY AVERAGE DAYS LATE 
HC=PC  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 

MAX  324.4881235 159.0649771 304.1401985 361.5915067 9.912862035 2.640428787 11.30611191 3.078288766 11.64958743 8.293383618 8.370011627 17.7434017 

MIN  269.4675854 93.83961847 258.7406446 204.7959859 5.929719946 0.329820153 7.797001287 0.549866767 7.351259754 3.317095678 4.461616566 10.73084639 
AVERAGE  295.9967842 123.8274527 283.858605 299.6363908 7.337228696 1.345874035 9.448980918 2.579146079 9.107037095 5.533428893 6.320941582 14.06732008 
STD 
DEVIATION 

 10.61578264 13.45057393 9.40800032 28.42537755 0.790493168 0.550270608 0.704534444 0.421483501 0.892360632 1.020459122 0.773334962 1.508090353 

HC>PC  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 
MAX  321.6185449 121.4161522 329.7350998 267.873387 9.215549884 2.735021624 11.10431407 3.195712621 11.23147009 7.581213156 8.257477955 17.3450959 
MIN  255.6703199 74.60981282 274.4851095 148.4552078 5.782360796 0.354050164 7.959006166 0.403796765 7.547518384 3.355770855 4.179971215 9.627967166 
AVERAGE  285.5580209 98.48834681 306.0853378 233.6423299 7.308896674 1.334116661 9.585475621 2.595375742 9.178708394 5.539128913 6.336160241 14.27944268 
STD 
DEVIATION 

 13.42551567 9.093664242 12.65321384 21.18601861 0.821322253 0.522455631 0.756768639 0.359164673 0.858823468 0.948782963 0.780414382 1.508620402 

HC<PC ,1:2  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 
MAX  346.4918455 191.3116839 295.6890169 437.8827827 9.860566425 2.64315815 11.48715793 3.614426578 11.13822482 7.477871505 7.795189753 17.11489466 
MIN  279.9573365 107.4291879 234.1946599 266.1847722 5.733020676 0.257090708 7.920432015 0.289420557 7.312814433 3.212898738 4.61296948 10.53840262 
AVERAGE  305.5619438 147.877337 265.3672044 365.9036277 7.300247549 1.362278386 9.528820181 2.512579533 9.081623882 5.480416516 6.292556759 13.98969472 
STD 
DEVIATION 

 14.44116885 19.60831141 12.91847467 39.80919538 0.728912431 0.498289029 0.681353507 0.536132671 0.818519923 0.973099995 0.702941228 1.608135218 

HC<PC ,1:5  FCFS EDD SPT LPT FCFS EDD SPT LPT FCFS EDD SPT LPT 
MAX  771.2391279 534.0932703 615.7264943 1082.057959 10.12094097 2.378698691 11.17871365 3.10322638 11.60266095 8.813328601 8.60104996 17.53572437 
MIN  527.7697303 179.9565962 364.6675416 635.9896343 6.225267756 0.230852835 8.071665664 0.451310384 6.932092255 2.523536866 4.111256227 9.994507034 
AVERAGE  635.065533 347.8043775 493.1168762 873.4279955 7.320651607 1.337947633 9.53168712 2.523160935 9.120295229 5.529150099 6.312277179 14.05250107 
STD 
DEVIATION 

 48.51650324 61.79903466 42.28943217 94.57595663 0.753230454 0.504640931 0.691182842 0.519925797 0.920097777 1.105834774 0.805122863 1.586317445 

  AVERAGE COMPLETITION TIME AVERAGE # OF JOBS IN THE SYSTEM     

HC=PC  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  29.39254348 31.70440494 24.40634367 39.23171969 3.388672672 3.6922126 2.772364825 4.613928352     

MIN  21.43453355 24.7810502 17.40844952 31.76413541 2.875157031 3.267978801 2.386071648 4.227635175     

AVERAGE  25.60314173 28.02088819 20.705294 35.32150733 3.19795433 3.501324266 2.585361927 4.414638073     

STD 
DEVIATION 

 1.579414546 1.459410985 1.384070457 1.552461303 0.094879817 0.085319822 0.077229507 0.084910239     

HC>PC  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  29.27805098 30.69744624 24.01644808 38.68958606 3.514627799 3.723434761 2.751288772 4.594023707     

MIN  22.16530183 24.75859184 17.71207083 32.08965043 2.971601957 3.292437219 2.405976293 4.248711228     

AVERAGE  25.70314505 28.03834559 20.58401795 35.51740027 3.206229139 3.499382508 2.566464174 4.433535826     

STD 
DEVIATION 

 1.582475432 1.371870566 1.440746399 1.497465592 0.099730279 0.090110885 0.084910239 0.084910239     

HC<PC ,1:2  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  28.67818878 30.51744867 23.29668814 38.73831039 3.467306334 3.700168464 2.751738523 4.656152823     

MIN  21.28558134 24.40307392 17.17548402 31.72285427 2.95824624 3.294826101 2.343847177 4.248261477     

AVERAGE  25.61470967 27.95147146 20.59706991 35.31044852 3.206632604 3.500258504 2.578060907 4.421939093     

STD 
DEVIATION 

 1.443181146 1.370470114 1.264624175 1.639137979 0.085388479 0.079226785 0.079387808 0.079387808     

HC<PC ,1:5  FCFS EDD SPT LPT FCFS EDD SPT LPT     

MAX  29.17937168 32.20553242 24.1290919 38.87618297 3.388797917 3.708073203 2.730439123 4.585361866     

MIN  20.64448461 23.97817151 16.97914676 30.80123935 2.930944572 3.36616493 2.414638134 4.269560877     

AVERAGE  25.63297696 28.0245358 20.61392339 35.36267347 3.204937427 3.505027166 2.578060907 4.423623345     

STD 
DEVIATION 

 1.578312146 1.529210243 1.406674794 1.639137979 0.085388479 0.074121777 0.071673752 0.071673752     
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 This paper looks for the merging of solar PV power plant with thermal power generation 
and interlinked through tie-lines approaching into an interlinked PV-Thermal model for the 
design and analysis of load frequency controllers. Moreover, the different models of 
controllers are also proposed and tested to regulate the frequency of PV-Thermal interlinked 
system for a certain disturbance in one of the regions of an interlinked system. The choice of 
auxiliary controllers is assessed utilizing assorted tuning strategies and the comparative 
examination of all models are shown via graphical response and via calculating numerical 
values to bring back the frequency and tie-line power deviations back to the standard level 
and to analyze the viable control activity. In addition, an HVDC link is also used between 
linked PV-Thermal areas to stabilize the frequency and tie-power quickly as well as to 
stabilize the system operation for alteration in changing loading conditions of the interlinked 
system. 
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1. Introduction  

Load frequency control (LFC) is a critical process in the power 
system, and it determines the quality energy supply to the cutting-
edge society. We fulfil this requirement by matching the power 
system generation with the power demand and hence frequency 
manages to its original value i.e., 50 Hz. However, the power 
demand continuously changes over the complete day and hence it 
shifts the frequency value from 50 Hz to either up or low from the 
original value and therefore the power customers are affected. 
Subsequently, load frequency controllers are required on the 
generators in position to keep the power system generation up or 
moo as per the power demand. This gives the electrical energy to 
the clients with least change from the standard and acceptable level 
(i.e., 50Hz). 

The frequency stability reflects approximately the beginning 
time and moment of control activity. As there's an unbalance 
between the power generation and power demand, the first 
control action (Primary control) is initiated and tries to increase or 
decrease the power generation as per the requirement. The primary 
control loop is with the synchronous generators and known as first 
level of control. In any case, the action of primary control loop is 
limited, slow and hence unable to take the frequency of the system 
back to its original value and consequently the auxiliary control 

activities (i.e., secondary control) plays a vital part in achieving 
quick reclamation to power system frequency to perceived level.  

Apart from this, the regions are interconnected with the means 
of tie-lines which generally interchange power between the 
regions, and these are AC tie-lines. But they suffer with large 
number of technical problems and one of the major issues are 
transferring of disturbances between the regions and that is why 
these drawbacks can overcome via moving the HVDC tie-line with 
AC tie-lines between the regions. Advance, it is continuously 
fitting that each region ought to meet its claim power request 
whereas overseeing the power give-and-take over the tie-lines to 
the plan value [1-2].  

 In any case due to continuous change in power demand as per 
the client’s requirement ultimately results in frequency as well as 
tie-line power alteration from the beginning level and hence a 
secondary control plan is persistently required in the system. The 
deviation in frequency with power deviations over tie-lines 
combined in a linear form is recognize as area control error 
(ACE).  South Africa is moving ahead in orchestrate to meet its 
current and future power demand through cheap as well as clean 
sources such as sun fuelled control well known as PV based 
control. In any case, it is enormously troublesome to ACE 
deviations in the power system as the power generated through PV 
is exceedingly convulsive in nature. 

Still, the PV based power generation is conclusion of the 
country considering its boundless openness, brought compelling 
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and defilement free keeping the environment of the country clean 
and sickness free as well as in arrange to cater the current as well 
as rising power demands of South Africa. An introductory 
exertion in frequency management reflects about is to investigate 
the controller plan based on classical approach [3-4].  

In any case, this approach appears to be totally unsuccessful in 
view of set working conditions of the power system. The controller 
plan approach for frequency regulation have progressed over the 
past few years. Assorted calculations such as optimal control by 
seeing each state [5]; output vector feedback design seeing crucial 
states [6], changing structure [7] and robust controller designs [8-
9] are well attempted over the last number of years to reach the 
LFC benchmarks. Be that as it may, most of the frequency 
steadiness remedies are given for well establish plants i.e. thermal 
power or for combination of hydro-thermal and exceptionally 
scarce approaches [10-13] were available for solar PV generation 
and integration to the existing systems. The solar PV can generate 
power in one of the regions and can be interlinked to thermal power 
via tie-lines in order to have stable operation. Further an HVDC 
link may prove to be more efficient in meeting the standards of 
solar PV-Thermal as well as to deliver quality energy to people of 
South Africa. 

It is well-known that the managers and labour working in 
assorted control businesses are very comfortable with the different 
structures of auxiliary controller which are “PI (proportional-
integral), PD (proportional-derivative), proportional-integral-
derivative (PID)” to oversee industry operations in day-to-day life 
in different spaces as the operation of these controllers and setting 
the pickup values are much easier for them and these can be 
achieved by considering the graphical system response [14] and 
hardly required any numerical calculations. Although, the pickup 
values and the controller design play a challenging role in 
achieving the required control target and sometimes it is also 
advisable to design and check the diverse controller designs for a 
certain application [15]. Within the scope, this paper is set to; 

• Present mathematical model of PV and thermal power 
interlinked through tie-line i.e., PV-Thermal. To discuss the 
transfer function model of HVDC link. 

• Create the conventional validation of solar PV in region one 
with thermal power in region two and these two power 
generated regions are connected via help of HVDC link 
parallel to AC tie-lines.   

• Further, to propose and to calculate the pick-up value of 
various auxiliary controllers for LFC using various tuning 
methods and to see the merits of one over other design for step 
disturbance.  

• The outcomes are shown via graphs for various states to find 
the best design for the proposed LFC.  

• At last, the performance of auxiliary controllers are also 
matched by calculating the error (integral time multiplied by 
absolute error) for all LFCs with and without HVDC link to 
show the positive benefits of using HVDC running parallel to 
tie-lines. 

2. Details of PV-Thermal LFC Model 

The PV cell is made up of current source and it is directly 
related to solar radiation with one diode parallel to it. It also has a 

small resistance in series and its schematic representation is shown 
in Figure 1 [10-13]. Further the output of this cell depends on solar 
radiation and surface temperature. Generally, the MPPT technique 
is used to achieve the maximum output from PV and hence it 
enhances the output as well as efficiency of PV.  

 
Figure 1: Representation of PV cell 

The model of PV is a combination of PV panel, an inverter to 
convert DC power to AC power, MPPT system and filter. The 
complete representation in form of transfer function (TF) is as 
follows [10-13]: 

𝐺𝐺𝑃𝑃𝑃𝑃 = −18𝑠𝑠+900
𝑠𝑠2+100𝑠𝑠+50

     
                    (1) 

The present work is the interconnection of PV with thermal 
power finally coming into an PV-Thermal model for frequency 
regulation of the power system. The TF of PV is given in equation 
(1) and can be used for load frequency control studies. The thermal 
power system includes governor to regulate the flow of steam and 
its output is connected to turbine with finally the shaft of turbine 
coupled to the power system generator. The PV-Thermal areas are 
interlinked via AC tie-line. The governor for thermal area in TF is 
as follows [13]:   

𝐾𝐾𝑔𝑔
𝑇𝑇𝑔𝑔𝑠𝑠 + 1

 

With re-heater in TF as. 
𝐾𝐾𝑟𝑟𝑇𝑇𝑟𝑟𝑠𝑠 + 1
𝑇𝑇𝑟𝑟𝑠𝑠 + 1

 

The steam turbine TF representation is as; 
𝐾𝐾𝑡𝑡

𝑇𝑇𝑡𝑡𝑠𝑠 + 1
 

Finally, the TF of power system generator is depicted as. 
𝐾𝐾𝑃𝑃

𝑇𝑇𝑃𝑃𝑠𝑠 + 1
 

 The interlinked PV-Thermal model for LFC is shown in Figure 
2 and these areas are interlinked via AC tie-line.  

 However, these tie-line struggle to damp out the system 
oscillations quickly as well as disturbances are transferred from 
one area to another and hence affect the customers. These 
problems can be solved by running HVDC link parallel to AC.  

 The HVDC interface comprises of a rectifier and an inverter. 
The terminating points are balanced to control the rectifier and the 
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inverter. The first-order exchange work of dc-link is 
communicated as: 

KDC/(1+sTDC)                  (2) 

Where, KDC is the gain of the link as well as TDC represent the 
responding time of HVDC link.  

 
Figure 2: PV-Thermal LFC model 

3. Design of Auxiliary Controllers for PV-Thermal System  

One of the most common auxiliary controllers used in different 
types of power as well as in control industries is PID as it has three 
diverse control abilities which are “proportional, integral & 
derivative” and these abilities help the system response to come 
back to initial value quickly after certain disturbance. The PID 
work on the concept of feedback system; as PID is connected in 
feedback and hence it calculates the difference between actual and 
desired value i.e., error and tries to minimize the error by 
regulating the input of the system. In present research work, the 
aim of connecting the PID is to increase or decrease the electrical 
power in solar PV as well as in thermal power plants as per the 
requirement of electrical power and hence to attain the balance 
between the two so that frequency of each area and connecting tie-
lines deviations should be minimized. As PID has three diverse 
control abilities and that is why pickup values of each control need 
to be calculated correctly. At first, the disturbance of value 0.01 
per unit (p.u.). is imposed in area one of an interlinked PV-Thermal 
and at the same time, the pickup value of proportional control 
needs to be increased in small steps until the system start showing 
complete oscillations as per the Ziegler–Nichols (ZN) practice 
[15]. 

The pickup after which the system loses its stability is known 
as extreme pick up (Ku) for thermal region and the time between 
crests (Tu) is well-known in order to calculate the picks up of PID 
for different modes.  

The same formulation is additionally taken after for PV system 
also. At last, with the assistance of ZN practice the pick-ups of 

different modes of PID are calculated and given in Table 1 for solar 
PV region and Table 2 for thermal system and calculated value of 
error i.e., ITAE is shown in Table 3 with and without inclusion of 
HVDC link.    

Table 1: PID Gains for solar PV system 

Auxiliary 
Controller  

Kp 
(Proportional 

Gain) 

Ki 
(Integral 

Gain) 

Kd 
(Derivative 

Gain) 
Proportional 
Integral (PI) 

1.79 1.542  

Proportional 
Derivative 

(PD) 

3.19  0.559 

Classic PID 2.39 3.428 0.419 
Pessen 

Integral Rule 
2.80 5.000 0.588 

Some 
Overshoot 

1.30 1.902 0.622 

No 
Overshoot 

0.80 1.15 0.373 

Table 2: PID Gains for thermal power 

Auxiliary 
Controller  

Kp 
(Proportional 

Gain) 

Ki 
(Integral 

Gain) 

Kd 
(Derivative 

Gain) 
PI 1.79 2.4  
PD 3.19  0.36 

Classic PID 2.39 5.33 0.27 
Pessen 
Integral 

Rule 

2.80 7.77 0.37 

Some 
Overshoot 

1.33 2.96 0.40 

No 
Overshoot 

0.80 1.77 0.24 

Table 3: ITAE values with and without HVDC Link 

Auxiliary 
Controller  

ITAE ITAE 
with 

HVDC  
PI 4.224 0.05129 
PD 0.116 0.116 

Classic PID 0.0065 0.00104 
Pessen 
Integral 

Rule 

0.0058 0.00099 

Some 
Overshoot 

0.0202 0.01547 

No 
Overshoot 

0.0565 0.02095 

4. Simulation Details and Analysis for LFC 

The research work is aimed to check the feasibility of 
generating electrical energy via means of renewable solar PV in 
one area and interlinking to power generation via means of thermal 
power in another area and connected through tie-lines resulting 
into an interlinked PV-Thermal system used for designing and 
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analysis of load frequency controllers to regulated frequency and 
interlinked tie-lines deviations for a certain disturbance.  

In addition, the PV-thermal areas are connected via additional 
HVDC tie-line running parallel to AC tie-line between two 
interlinked areas. The HVDC tie-lines parallel to AC have the 
capability to improve the load frequency control responses due to 
lesser time constant and will show reduce oscillations, better 
settling time and steady state error to zero value.  

The various sub-designs of PID such as “PI, PD & PID” are 
design and tested for interlinked model to check the superiority of 
one design over other design. The auxiliary controllers are design 
to minimize frequency and tie-power deviations to minimum or 
zero value.  

The Zeigler-Nichols tuning method is used to move forward 
the framework reactions. The picks up of different modes of 
controllers are assessed with the assistance of ZN practice. The 
obtained pickup values for various PIDs are given in Table 1 for 
solar PV and for thermal plants in Table 2. The diverse calculated 
error values for each mode of auxiliary controllers are given in 
Table 3. The Table 3 also shows the ITAE with and without 
inclusion of HVDC link. Now the integral time absolute error 
(ITAE) definition is chosen to obtain the output of various modes 
of auxiliary controllers and ITAE is built on the basis of ACE.  

The step load is applied in thermal power and PV-Thermal 
responses for various modes are obtained by considering HVDC 
parallel to AC tie-line between PV-Thermal regions. The 
execution of interconnected PV-Thermal is assessed on gotten 
picks up as given in Table 1 & Table 2 for different strategies and 
the comparative comes about for frequency, AC tie-power 
alteration & ACE of each area is appeared in Figures 3-7.  

A look at these outcomes about clearly appears that PD mode 
is unable to take the system results back to reference value within 
50 seconds also. The calculated ITAE is 0.116 and it is highest in 
the group of these control actions.  

The results secure through PI and No Overshoot have the 
supported motions for frequency, AC tie-line power and ACEs for 
area 1 & 2 which is additionally not alluring seeing the required 
control and ITAE is 4.224 for PI without HVDC link and it reduces 
to 0.05129 with HVDC.  

 
Figure 3: Graphical outcomes of PV-Thermal system 

At the same time the ITAE for No Overshoot is 0.0565 without 
HVDC link & it reduces additionally with HVDC. The results 
about advertised by Some Overshoot strategy are superior to PI, 
PD & No Overshoot nevertheless having number of oscillations 
and settling time is as large as of 20 seconds for all outcomes. The 
results obtained via classic PID is much better for all graphical 
results in view of reduced overshoot, lesser oscillations and much 
lesser time to reach the steady state value when matched with 
regards to that obtained through other studied auxiliary load 
frequency controllers.  

 

Figure 4: Graphical outcomes of PV-Thermal system 

 

Figure 5: Graphical outcomes of PV-Thermal system 

 The frequency responses by using the Pessen Integral Rule 
have (-0.02) Hz of variation from the original value for solar PV 
area with response settling in 14 seconds. At the same time, the 
frequency variation is (-0.015) Hz for thermal power plants with 
settling in 10 seconds & able to go back to the reference or original 
value much faster than solar PV plants.  The same trend is seen for 
response of tie-line power, ACEs for area 1 and 2 and hence it is 
concluded that Pessen Integral Rule based auxiliary controller 
shows much better output in reaching the targets of PV-Thermal 
system in least conceivable time.  

http://www.astesj.com/


G. Sharma / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 73-78 (2022) 

www.astesj.com     77 

 
Figure 6: Graphical outcomes of PV-Thermal system 

 

Figure 7: Graphical outcomes of PV-Thermal system 

 The obtained ITAE is 0.0058 and it comes out to be 0.00099 
and this value of ITAE is least ITAE in complete group of 
investigated auxiliary controllers. It is additionally seen that the 
settling time and top of overshoot is also less for responses of area-
2 when matched with area-1. The reason is that thermal power are 
well establishing in terms of design and development over the last 
number of years where as solar PV plants depend highly on solar 
radiation for generating the output and the solar radiation is highly 
intermittent in the nature. Further, it is also noted that HVDC link 
has minimized the ITAE of all auxiliary controllers. When ITAE 
of various modes are compared and all ITAE values are obtained 
with respect to HVDC running similar to AC between PV-Thermal 
regions, it is further verified that ITAE of Pessen Integral Rule 
outperform all other modes and reach to best possible minimum 
limit and hence justify the positive impact of this mode for PV-
Thermal System.    

5. Conclusions 

This paper attempts to achieve the of linking of Solar PV 
power plants with the help of tie-lines to thermal power coming 

into an interlinked system. In addition, an impact of HVDC link 
with AC tie-line is also investigated in this work. The distinctive 
modes of PID are outlined by developing and checking various 
PID structures. The design and investigations of various load 
frequency controllers revealed that the design accomplished by 
Pessen Integral Rule is quick enough to bring back the responses 
of PV-Thermal system such as (frequency of area-1 and 2, tie-line 
power and ACEs of area-1 and 2) deviations to original value after 
the load disturbance. The output of all responses is smooth with 
very few oscillations and coming back to original value much 
faster in comparison to other load frequency controllers. It is also 
perceiving that error value i.e., ITAE obtain via Pessen method is 
not as much of when compared with ITAE of other PID 
controllers. The significant reduction in error values is observed 
for all auxiliary controllers with inclusion of HVDC link. With 
HVDC link also, ITAE achieved via Pessen Integral Rule is 
minimum when compared with other auxiliary controllers and 
hence this method of PID outperforms over other auxiliary 
controllers for present studies.  However, the research work can 
be extended to calculate the values of various PIDs by using 
optimization techniques. The effect of non-linearity and time 
delay with sensitivity analysis also need to be study for PV-
Thermal system. The work may be extended to deregulated 
environment in view of various market transactions and to study 
the ancillary services such as LFC in deregulated environment. 
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 In different areas of industry (mining, food processing, pharmaceutical, manufacturing...), 
the problem of grain, aggregate and clusters flow arises during the handling activities 
especially loading and unloading. Thus, the study and control of the parameters that govern 
the flow of the granular medium and its interaction with its environment are key parameters 
to achieve the desired operational excellence and performance of these activities. The 
adhesion of granular materials on various surfaces of equipments (trucks surfaces, 
hoppers, silos…) is one of the major problems facing mining companies. In this paper we 
presented the Calibration of the Discrete Element Method (DEM) parameters for modeling 
phosphate ore built on the identification of the repose angle. This will help us to specify the 
correct inputs parameters that will be introduced for the modeling of adhesion phenomena. 
First we introduced the model contact which allow us to well define contact between 
phosphate particles-particles (or clusters-clusters) and phosphate particles (clusters) with 
tipper surface taking into consideration the cohesive and plastic nature of the contact. 
Secondly, we presented a calibration method based on the determination of the repose angle 
of the phosphate ore. This method allowed us, using fractional factorial designs and Box 
Behnken designs, to determine the optimal parameters for a more accurate simulation. 
Thirdly, we studied the impact of particle velocities on the tipper surface during charging 
and discharging of phosphate ore. This study allowed us to predict the areas most affected 
by the abrasion-erosion phenomenon caused by the impact of particles on the tipper 
surface. This calibration method allowed us to identify the optimal values for the key 
parameters that will be used later in the modelling of the phosphate clogging phenomenon 
on the surfaces of transport truck tippers in the mines. 

Keywords:  
Phosphate ore 
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DEM 
Contact model 
Angle of Repose  
EDEM® 
 

 

 

1. Introduction  

In recent years, the global fertilizer market has been 
characterized by a significant increase in consumption (1.7% /year 
since 2011), supported mainly by Asia which dominates the 
market and concentrates about 2/3 of global production and 
consumption [1]. The lowest possible purchase cost has become an 
important competitive factor which has led to the relocation of 
fertilizer production to areas with significant resources at low 
exploitation costs (Russia, Qatar, Iran, North Africa and probably 
in the long term the USA with the exploitation of shale gas). Since 
fertilisation contributes to both the quantity and quality of 
agricultural production on which the world's food system is based, 
phosphate mining has become the linchpin of the world food 
security. Studies show how the consumption of phosphate rock, 
the origin of phosphorus which is a key element in the manufacture 

of fertilisers, will continue to increase over the coming years. In 
Morocco, it is estimated that phosphate production will reach 262 
Mt in 2050 [1–4].  

Clogging is one of the main problems that reduce the efficiency 
of phosphate extraction. This phenomenon results from the 
adhesion of the phosphate to different surfaces of the transport 
truck tipper. This blocked portion intensifies during the winter 
period, especially in the bottom and sides of the tipper [5]. This 
problem is called granular clogging.  

The phosphate rock, used as raw material, comes from 
Benguerir mine. From a stratigraphic point of view, the Benguerir 
phosphate series is formed by an alternation of phosphate rock 
levels and sterile silico-carbonate levels (intercaler) (Figure 1) and 
the ensemble is capped by a carbonate slab called the Thersity slab.  

It is very difficul to explore the charging and discharging for 
extraction in situ because of high-risk work conditions [6,7]. Thus, 
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to minimise the cost of experiments and save time, a number of 
Discrete Element Method simulations (DEM) have been 
developed [8–12]. With DEM, we can investigate the mechanical 
and kinematic behaviour of granular materials. In recent years, 
researchers have carried out DEM simulations with grain shapes 
and sizes that are complex enough and large enough to be closer to 
reality, given that DEM was invented much earlier.[13]. the 
discrete elements method remains the most used calculation tool 
for the simulation of the various phenomena that appear during the 
handling of granular materials [14–21]. In the literature, and up to 
today, we have found three principal approaches used in the 
simulationt of problems of granular systems: the Monte Carlo 
approach [22-27], the cellular automation approach [28-31] and 
the DEM approache [32-34].The cell automation method and the 
Monte Carlo approaches have enabled the simulation of problems 
related to granular materials by taking into account only the 
geometric and statistical aspect, but without considering the real 
mechanical interactions between grains.. In contrast, the DEM 
method takes into account the interaction between particles by 
introducing different contact models. Thus it accurately reflects the 
mechanical phenomenon of the grain packing. It can generate 
differents particle size distributions, with varying geometric 
characteristics and surfaces, as well as various material ratios from 
the analyzed sample. 

 
Figure 1: Layered decomposition of Benguerir phosphate [5] 

However, what influences the precision of the simulation is the 
parameter settings [22]. Precise simulations can only be performed 
if the parameters of the granular materials are well defined. The 
settings of the process parameters, the nature of the contacts that 
govern the phenomenon and the behaviour of the materials  
influences the simulation results [23].  

A crucial phase in the development of a discrete element 
method is the identification of the simulation parameters, namely 
the specific granular material parameters (Young's modulus,bulk 
density and Poisson Coefficient) and the parameters related to the 
nature of the contacts (the particle-wall and particle-particle 
friction coefficients and the coefficients of restitution). As a result, 
a calibration of the setup parameters is strongly required to obtain 
accurate values for the DEM simulation [24–27].  

Simulation on software in general requires values for the 
parameters of the model. For this purpose, there are two main 
methods for the DEM software to acquire these parameters of 
contact. The first one is the direct measurement method (DMM), 

and the second one is the bulk calibration method (BCM) [22,28–
31]. The DMM approach is based on measuring values directly  on 
the particle or contact level. Some properties are easily measured 
while others remain very difficult, depending on the size of the 
grains. Almost all attempts have been made at the millimetre level 
or above [32,33]. Although the values are being directly measured 
with a certain precision, this does not automatically imply that the 
DEM model will have the same level of precision at the global 
level [34–36]. This DMM would be precise if the contact is 
modelled in an accurate way that captures the physical behaviour 
of the contact and if both shape and size of the grains are precisely 
modelled [37,38]. Precise  modelling of grain shape and size is too 
complex when modelling real industrial cases. the calculation time 
and power limit of the simulators tend to lead to the selection of 
reasonably large grain sizes, while the shape of the particles cannot 
be accurately modelled [39–41]. The BCM uses an approach 
where field measurements or laboratory tests are performed to 
quantify a specific parameter of the bulk granular material. 
Experiences are reproduced on software as closely as possible to 
the configuration and procedures in the laboratory or in the terrain. 
Simulation values are continuously iterated till the intended 
response corresponds to the measured one. The difference between 
the real shape and the virtual model of the grains requires a 
calibration of the contact parameters [30,31,42,43].  

In the DEM simulation, the contact model is a crucial factor 
that affects the precision level of the simulation. In order to get 
closer to the actual situation, different contact models appeared in 
a number of several applications [44–53]. In this study, we used 
two contact models for our simulation. The Johnson-Kendall-
Roberts (JKR) is used for the particle-tipper contact, and the 
Edinburgh-Elasto-Plastic-Adhesion (EEPA) is used for the 
particle-particle contact [45]. Furthermore, The modelling of the 
real shape is important in a discrete element simulation, and the 
more the geometrical characteristics of the real particles are related 
to the numerical particles, the closer the results of the numerical 
simulation are to the real behaviour of the material [54–59]. In the 
ideal case the grain geometry is retrieved using a rotary scanner as 
illustrated in the work [58] which allows to obtain the contours of 
a particle with precision.  

In this work we calibrated DEM for phosphate ore in order to 
define the parameters of the contact models between the phosphate 
particles themselves and the surface of the tipper of the ore 
transport truck. This work will allow us to model with DEM the 
phenomenon of phosphate adhesion during unloading. We 
presented the contact models we used, followed by the calibration 
method adopted during this work which is based on the calibration 
of the angle of repose. The size, shape and distribution of the 
phosphate particles used in the calibration were studied. We used 
the fractional factorial designs and Box Behnken designs to 
determine the influence of the different calibration parameters on 
the angle of repose. 

2. Edinburgh-Elasto-Plastic-Adhesion (EEPA) model for 
the particle-particle contact  

The Edinburgh Elasto-plastic adhesion EEPA model was 
introduced by Morrissey [60], and implemented in EDEM® as an 
option [53], to model cohesive materials with elasto-plastic 
behaviour such as phosphate and clay. It is an extension of the 
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hysteretic spring model but this time with non-linear behaviour. 
This model is able to highlight the history of stress dependence of 
cohesive granular materials with uniaxial consolidation 
experiments [53]. In [74], the author highlighted the ability of 
EEPA to generate behaviour that is dependent on the history of 
previous loads, which is not the case for  Hertz-Mindlin, since it’s 
an elastic model. For this purpose, we chose the EEPA to model  
particle-particle contact of phosphate ore. 

2.1.  EEPA Force: Normal Direction 

This model is an extension of the linear hysteretic model of 
Walton and Braun [61] , allowing tensile forces to develop and also 
allowing non-linear force-displacement behaviour (overlap) as 
shown in Figures 2 and 3. The load-displacement curve is defined 
by the constant pull-off force 𝐹𝐹0, the loading branch stiffness 𝑘𝑘1, 
the loading-unloading branch stiffness 𝑘𝑘2  , the minimum force 
𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚  , the adhesion branch stiffness 𝑘𝑘𝑎𝑎 ,and the plastic overlap 
(deformation) 𝛿𝛿𝑝𝑝. 

 
Figure 2 : Formalism used during a contact [62] 

The normal force 𝐹𝐹𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸  is composed of two forces, which 
show its plastic character, namely the hysteretic spring force 𝐹𝐹ℎ𝑦𝑦𝑦𝑦 
and the damping  force 𝐹𝐹𝑚𝑚𝑛𝑛 . 

                        𝐹𝐹𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = �𝐹𝐹ℎ𝑦𝑦𝑦𝑦 + 𝐹𝐹𝑚𝑚𝑛𝑛�𝒏𝒏                                  (1) 

 
Figure 3 :EEPA model force-displacement relation in the normal direction[63] 

where 𝒏𝒏 is the normal unit vector at the point of contact at the 
centre of the two particles. 

(2) 

where  𝐹𝐹0  is the adhesion force constant, 𝛿𝛿𝑚𝑚𝑚𝑚  and 𝛿𝛿𝑝𝑝𝑚𝑚  are 
respectively the total normal overlap and the plastic overlap. The 
loading stiffness 𝑘𝑘1 is given by: 

                           𝑘𝑘1 = �
2𝐸𝐸∗𝑅𝑅∗      𝑖𝑖𝑖𝑖  𝑚𝑚 = 1
4
3 √𝑅𝑅

∗𝐸𝐸∗  𝑖𝑖𝑖𝑖  𝑚𝑚 > 1                                (3) 

where 𝐸𝐸∗ and 𝑅𝑅∗ are the equivalent Young's modulus and radius. 

                                        𝑅𝑅∗ = 𝑅𝑅1𝑅𝑅2
𝑅𝑅1+𝑅𝑅2

                                              (4) 

𝑅𝑅1,𝑅𝑅2 are radius of particule 1 and 2. 

                               𝐸𝐸∗ =   �1−𝜈𝜈1
2

𝐸𝐸1
+ 1−𝜈𝜈22

𝐸𝐸2
� −1                               (5) 

𝐸𝐸1,𝐸𝐸2are Young's modulus of particule 1 and 2. 

𝜈𝜈1, 𝜈𝜈2 are Poisson’s ratio of particule 1 and 2. 

For our study we took 1.5 as the value of the non-linear slope 
exponent n. λ𝑝𝑝 is defined as the contact plasticity ratio and is given 
by: 

                                     λ𝑝𝑝 = �1 − 𝑘𝑘1
𝑘𝑘2
�                                           (6) 

The damping force Fnd can be calculated by: 

                                      𝐹𝐹𝑚𝑚𝑛𝑛 = −𝛽𝛽𝑚𝑚 ∗ 𝜈𝜈𝑚𝑚                                        (7) 

where β𝑚𝑚and ν𝑚𝑚 are respectively the normal damping coefficient 
and the relative normal velocity. 

                                   𝛽𝛽𝑚𝑚 =  ( 4𝑚𝑚∗𝑘𝑘1
1+(𝜋𝜋/ ln 𝑒𝑒)2

)1/2                                 (8) 

where 𝑒𝑒 is the coefficient of restitution and 𝑚𝑚∗ is the equivalent 
mass of the two particles withe: 

                             𝑚𝑚∗ =  𝑚𝑚1𝑚𝑚2
𝑚𝑚1+𝑚𝑚2

                                                    (9) 

2.2. EEPA Force: Force in the Shear Direction  

The tangential force 𝐹𝐹𝑦𝑦  is composed of two forces namely 
tangential damping force  𝐹𝐹𝑦𝑦𝑛𝑛  and tangential spring force 𝐹𝐹𝑦𝑦𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 . 

                                  𝐹𝐹𝑦𝑦 =  𝐹𝐹𝑦𝑦𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 + 𝐹𝐹𝑦𝑦𝑛𝑛                                       (10) 

The EEPA force vector is incrementally updated : 

                    𝐹𝐹𝑦𝑦𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐹𝐹𝑦𝑦
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸,(𝑛𝑛𝑑𝑑−1) − 𝑘𝑘𝑑𝑑𝜈𝜈𝑑𝑑∆𝑡𝑡                        (11) 

The tangential stiffness is given by : 

                           𝑘𝑘𝑑𝑑 = �
𝑘𝑘1 𝑖𝑖𝑖𝑖                  𝑛𝑛 = 1
8 𝐺𝐺∗�𝑅𝑅∗𝛿𝛿𝑚𝑚𝑚𝑚 𝑖𝑖𝑖𝑖 𝑛𝑛 > 1

                            (12) 

where 𝐺𝐺∗ is the effective shear modulus,  

                        𝐺𝐺∗ = �2−𝜈𝜈1
𝐺𝐺1

+ 2−𝜈𝜈2
𝐺𝐺2

�
−1

                                    (13) 

and  𝑘𝑘𝑦𝑦𝑠𝑠  is the tangential stiffness multiplier. The tangential 
damping force 𝐹𝐹𝑦𝑦𝑛𝑛 is calculated by : 

                                     𝐹𝐹𝑦𝑦𝑛𝑛 = −𝛽𝛽𝑑𝑑𝜈𝜈𝑑𝑑                                             (14) 

 𝛽𝛽𝑑𝑑 is given by: 

                                    𝛽𝛽𝑑𝑑 = � 4𝑚𝑚∗𝑘𝑘𝑡𝑡
1+(𝜋𝜋/ ln 𝑒𝑒)2

                                      (15) 
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For the stability of the model, tangential force take a critical 
value 𝑖𝑖𝑐𝑐𝑑𝑑 : 

                       𝑖𝑖𝑐𝑐𝑑𝑑 ≤  𝜇𝜇�𝐹𝐹ℎ𝑦𝑦𝑦𝑦 + 𝑘𝑘𝑎𝑎𝑛𝑛ℎ𝛿𝛿𝑚𝑚𝑚𝑚 −  𝐹𝐹0|                           (16) 

where  𝜇𝜇 is the friction parameter. 

3. Johnson-Kendall-Roberts (JKR) Contact Model  

Johnson, Kendall and Roberts theory (JKR) [64] introduced 
adhesion between different surfaces, induced by their surface 
energies. The  (JKR) model is often used to model adherence when 
caused by capillary forces [60,65–67]. This phenomenon of 
adhesion has the effect of increasing the contact surface, 
independently of the load, and justifies the need for a negative 
force for the release of the surfaces. The theory of the JKR model 
has been detailed in [68]. 

For the collision detection, the Sweep and Prune algorithm 
remains the most famous algorithm used in contact detection when 
applying the discrete element method [69,70]. This method gives 
each particle a rectangle parallelepiped that contains it exactly, and 
the boundaries of this box define on each x, y and z axis a moving 
interval [xmin , xmax], [ymin , ymax] and [zmin , zmax] respectively 
(figure 4). The collision of the particles occurred if there is an 
intersection between the intervals on one of the three axes. 

 
Figure 4: Principle of the Sweep and Prune algorithm 

4. Calibration methodology and parameter analysis  

4.1. Angle of repose calibration  

To generate results close to reality based on simulations of real 
industrial processes, the inputs relating to the granular materials 
must be as accurate as possible. The difficulties encountered in the 
use of DEM lie in the experimental determination of the grain 
properties ( shapes, sizes, coefficient of restitution, rolling friction,  
grain-grain friction and grain-wall friction, density of gains). 
Consequently, it is necessary to calibrate the input parameters to 
achieve satisfactory results [31]. The calibration procedure 
consists of determining the value of an input parameter by direct 
measurement such as AoR, bulk density and particle size 
distribution [71], we then proceed with a series of adjustments until 
the coincidence between the measured values and the simulated 
values. A necessary condition is that the tests and measurement 
method must be reproducible in the laboratory so that the 
coefficients of interaction can be easily determined. 

The angle of repose During a flow, a material forms a natural 
pile whose slope, defined with the horizontal, forms the natural 
angle of repose (AoR). It is used to describe the mechanical 
properties of granular materials. . The natural angle of repose is 

constant for a given material, but varies with its moisture content 
[72]. It is used when studying collapsing, stratifiing and 
segregating. The AoR does not depend only on the mechanical 
properties of the particles, like density, friction static coefficient  
and friction dynamic coefficient, but also on the intrinsic properties 
like shape, geometry and the size of the particles as well as the bulk 
forming methods [72–75]. When the input values are set, the 
identification of interaction parameters such as static friction, 
rolling friction and restitution coefficients must be carried out. 
These parameters have the ability to considerably affect the nature 
of the flow. Thus they are very often used as calibration parameters 
[22, 31,76, 77]. 

The cylinder lifting (Figure 5) is a common experiment for 
obtaining the AoR of granular materials [78,79]. The device is 
basically similar to the one commonly used in litterature, whose 
principle consists essentially in translating a cylinder suspended 
upwards [79,80]. 

 
Figure 5: Controlled hollow cylinder test [78] 

In [29,73], the author investigated the influence of the 
dimensions of the test rig and the particle size distribution on the 
calibration test based on the angle of rest test using a lifting 
cylinder and they showed that the results remain invariant . The 
translation speed of the cylinder is considered as a parameter 
influencing the AoR. Thus the experiment has provided invariant 
results for granular materials subjected to static stresses when 
lifting speeds are low. 

 
Figure 6: Phosphate AoR test 

For our test, 15 kg of mixed phosphate layers (SA2, C1, C2, 
C3, C4, C5 and C6) is used to carry out the Talus angle test. Inside 
a cylinder with an internal diameter of 200 mm and a height of 30 
cm, a quantity of the Phosphate's particules are glued in such a way 
that the flow does not interact with the cylinder material. Similarly, 
on the support on which the phosphate mass will stand, a quantity 
of phosphate grains is glued to avoid interaction between the 
particles and the support (Figure 6). Consequently, the interaction 
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of the particles with the material of the cylinder and the support 
will be neglected. The cylinder was lifted at a speed of 0.05 m/s 
[29]. 

The AoR test was designed to investigate the influence of 
grain-grain interaction parameters on output variables (angle of 
repose in our case). We repeated this physical test several times, to 
have an average of the AoR responses. This average will constitute 
the target value to be reached during the calibration of the 
interaction parameters in the EDEM® software. This angle is 
calculated by measuring the base diameter of the phosphate cone 
and its height (Figure 7,8). 

 
Figure 7: Angle of repose of Phosphate 

             𝛼𝛼 = 𝑡𝑡𝑡𝑡𝑛𝑛−1 �2ℎ
𝑛𝑛
� = 𝑡𝑡𝑡𝑡𝑛𝑛−1 �2×12

38
� = 33°                 (19) 

ℎ , 𝑑𝑑 are respectively the height and the diameter of the 
phosphate cone. Thus the characteristic angle of repose of the 
phosphate is 33°. For the verification we used the software ImageJ 
[81] and the results are shown in Figure 6. This value will therefore 
be the calibration target in the following. 

 
Figure 8: Simulation of the AoR test with EDEM® software 

4.2 Particle  size distribution and shape 
4.2.1  Particle size and distribution 

The dimensional distribution of the grains in percentage is 
determined using dry particle size analysis of samples of phosphate 
of mass M=1.5 Kg (10 samples). This test is the oldest, most 
common and most economical test described in the NP 18-560 
standard. It consists in classifying the different particles 
constituting the sample by a series of nylon sieves nested one 
inside the other, with decreasing openings from top to bottom. The 
phosphate, dried for 24 hours in an oven at T=120°C to avoid 
agglomeration of the grains due to the presence of water, is placed 
at the top and the classification is then obtained by vibrating all the 
sieves for 5 min. At the end of the test, the rejection from each 
sieve is weighed (Table1) and the percentage of each size is 
presented in Figure 9. This study showed that most of the overall 
mass is concentrated in the 150 μm to 500 μm range. 

Table 1: Results of the particle size analysis of phosphate 

Siev
e 
size 
µm 

Retaine
d (g) 

Retai
-ned 
(%) 

Retaine
d 

cumulat
-ive (g) 

Retained 
cumulativ

e (%) 

Cumulati
-ve sieve 

(%) 

2000 49.8 3.32 49.8 3.32 96.68 
800 172.05 11.47 221.85 14.79 85.21 
500 399.45 26.63 621.3 41.42 58.58 
250 399 26.6 1020.3 68.02 31.98 
150 280.5 18.71 1300.95 86.73 13.27 
80 150.3 10.02 1451.25 96.75 3.25 

< 80 45.3 3.02 1496.55 99.77 0.23 
 

 
Figure 9: Grain size distribution of phosphate 

For the simulation we are asked to enter the particle size 
distribution of the granular material. For this purpose a statistical 
test of normality will be carried out to check whether the data in 
Table 1 follow a normal distribution. The distribution is 
symmetrical, bell-shaped. It would seem that it can be modelled by 
a normal distribution. To confirm this, we construct Henry's line. 
Henry's line is used to approximate the average and standard 
deviation of the observations of a variable when only the 
frequencies of its values are available (Figure 10). The distribution 
can therefore be considered Gaussian. The estimated population 
average is 390.8µm and the standard deviation is 𝜎𝜎 = 476.19µm. 
The software results show that the coefficient of determination R2 
= 0.907 and the corrected coefficient of determination   𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐2 = 
0.91. These two values indicate that our model is very reliable and 
can be applied to describe the influence of factors on the response.   

4.2.2  Particule shape 

The modelling of the real shape is important in a discrete 
element simulation, and the more the geometrical characteristics 
of the real particles are related to the numerical particles, the closer 
the results of the numerical simulation are to the real behaviour of 
the material [57,59,82]. In the ideal case the grain geometry is 
retrieved using a rotary scanner [58] which allows to obtain the 
contours of a particle with precision. In this work, and in order to 
carry out a three-dimensional modelling of the geometry of an 
irregular Phosphate particle, samples of each layer of the Benguerir 
Phosphate are taken to view the structure of their grains under an 
electronic microscope (Figure 11). Several particle images were 
taken to select the most representative in terms of size and 
angularity in order to produce an STL file of the outer shape of a 
Phosphate particle using CATIA V5 software and which has a 
geometry roughly gathering almost all the details of the real 
particles. 
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The EDEM® software allows users to specify the particle 
geometry through the so-called "multi-sphere" model, which 
selects spheres of different sizes to fill the inner volume of the 
numerical particle geometry, and with the non-linear least squares 
optimisation the solutions are refined to to reach the minimum 
error value for mass and shape. When the STL file is entered into 
the software, different types of particles can be generated in such 
a way that the shape and size of the particle can be modified by 
changing the number of bonded spheres and their sizes. However, 
the calculation time increases exponentially with the number of 
bonded spheres. 

 
Figure 10: Henry line of particle size distribution 

In order to minimise time of simulation [83], consider that 
combining a number of spheres greater than eight can give 
satisfactory simulation results (Figure  12). 

 
Figure 11: Phosphate grain of sample C1, C3, C6 taken by electronic microscope 

 
Figure 12: Particle constructed using the 'multi-sphere' method from STL files 

5. Test results according to the fractional factorial design 

For our simulation process, the DEM was applied, and the 
EDEM® software was chosen in this research [84]. The EEPA 
contact model was adopted , with a value of 9.81 m/s2 for the 
gravitational acceleration. The inputs parameteres  applied in our 
simulation are presented in Table 2,3,4. 

Table 2: Values of some simulation parameters 

 
Young's 
modulus 
E (Pa) 

Shear 
modulus 
G (Pa) 

Poisson 
Coef. 
( 𝜈𝜈) 

Average 
density

  𝜌𝜌 (𝐾𝐾𝐾𝐾/𝑚𝑚3) 

Phosphate 106 2.5 106 0.25 2404 

Table 3: Results of the shear cell test 

Reference layer C (KPa) 𝜑𝜑 (°) 

C3 30 33 

Table 4: Results of the odometer test 

Layer  reference shear index (Cc) Swell index 
(Cs) 

C6 0.193 0.010 

The developers of the EDEM® software recommend using a 
experimental plan to adjust the properties of the granular material. 
Thus, a fractional factorial design [85,86] with two levels of 
resolution and five factors will be used to study the five inter-
granular interaction factors in sixteen experiments (Figure 13). For 
this purpose, an initial range of these interaction parameters was 
determined on the basis of the literature [5,87,88] and on the basis 
of the GEMM integrated material data library in the EDEM® 
software. 

 
Figure 13: Choice of experimental plan 

Table 5: Model parameter ranges 

Parameter Identifier Low 
level High level 

Coefficient of 
restitution A 0.15 0.75 

Static friction 
coefficient B 0.2 1 

Rolling resistance 
coefficient C 0 0.3 

Surface energy (J/m2) D 0.3 1.5 

Pull-off constant E -0.009 0 

This library helps the software user through a set of questions 
(field of application, density, experimental angle of repose) to set 
likely values of the parameters to model the physical phenomenon 
(Table 5). The fractional factorial design will be used first to 
analyse the relationships between the parameters potentially 
influencing the AoR. Once the influencing factors have been 

http://www.astesj.com/


B.N. Eddine et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 79-90 (2022) 

www.astesj.com     85 

determined, a response surface design analysis will be carried out 
to accurately determine the parameter values of the model. 

The results of the test according to the fractional factorial 
design 25−1 are presented in Figure 14. It can be seen that the angle 
of repose has a large range of variation with a maximum and 
minimum value of 47.92° and 14.3° respectively, which suggests 
the influence of certain simulation parameters on the angle of 
repose. 

We conducted a more in-depth analysis of the model results 
reported on the graph (Figure 15). The significance of the factors 
can be seen intuitively and is in the following decreasing order: 
coefficient of static friction > surface energy > coefficient of 
rolling resistance > coefficient of restitution > pull-off constant. 

Based on Figure 16 we state that the four parameters: 
coefficient of rolling resistance, surface energy and static friction 
coefficient of the particles have a great influence on the AoR of the 
phosphate mass, Unlike the other parameters, with an order of 
influence as follows: coefficient of static friction > surface energy 
> coefficient of rolling resistance. 

 
Figure 14: Simulation results following the fractional factorial design 

As the parameters contact coefficient of restitution and pull-off 
constant have no significant effect on the response of the angle of 
repose of the phosphate mass, their values will be set at the low 
levels shown in Table 6.   

 
Figure 15: Significance of study factors 

 
Figure 16: Factors influencing the Angle of Repose 

Table 6: Values of non-significant parameters 

Non-significant parameter Value 

Coefficient of restitution 0.15 

Pull-off constant -0.009 

6. Results of the simulation according to Box Behnken's 
planTest [89–91] 

After the determination of the significative factors for the angle 
of repose through the fractional factorial design it is necessary to 
find the exact values of these parameters retained to arrive at a 
correct modelling of the behaviour of the phosphate. For this 
purpose the Box Behnken design of experiments are used to find 
the quadratic relation that links these parameters, considered 
continuous this time, to the 'angle of repose' response. A three-
factor response surface design is chosen and will be studied in 15 
trials as recommended by the Minitab software (Figure 17). 

 
Figure 17: Choice of plan of experiments 

From an analysis of the responses of simulation the angle of 
repose in Figure 14, it can be seen that the (AoR) approaches the 
experimental value for ranges of coefficient of friction, coefficient 
of rolling resistance and surface energy in the intervals [0.4; 1], [0; 
0.4] and [0.8; 1.2] respectively. Thus these intervals will form the 
basis of the study using Box Behnken plan. The results of the 
numerical simulation following the test matrix are shown in Figure 
18 , and it can be seen that the responses are close to the results of 
the previous fractional plan. In addition, a quadratic regression 
model is established by the software MiniTab (Equation 20) which 
has a coefficient of determination of  98.58% close to 1 (i.e.) it has 
a high reliability. 

𝐴𝐴𝐴𝐴𝑅𝑅 = 2.89 + 50.81 𝐵𝐵 + 15.66 𝐶𝐶 + 6.5 𝐷𝐷 − 23.25 𝐵𝐵2  − 20.43 𝐶𝐶2  (20) 
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Figure 18: Simulation results following the Box Behnken plan 

7. Analysis of the interaction effect of the regression model  

In this test, the AoR of the phosphate mass is used as an 
indicator for evaluating the regression model. Response surfaces 
and contour diagram of the pairwise interaction of the different 
parameters that affect the angle of repose are shown in Figures 19 
and 20. An analysis of the parabolas that exist on the response 
surface curve shows the existence of a non-linear dependence of 
the AoR on the coefficient of static friction and the coefficient of 
rolling resistance. These quadratic dependencies are illustrated in 
the model of Equation 20 with the square term of the coefficient of 
static friction and rolling resistance. As shown in Figures 19 and 
20, the angle of repose increases with the increase in surface 
energy. When this energy increases, it will lead to a stronger 
adhesion between the particles, which will lead to the creation of 
new aggregates that will give more stability to the granular 
material. This will make particle collapse more difficult and 
therefore the angle of rest will increase. Similarly the AoR 
increases with the increase of the coefficient of static friction since 
the friction contradicts the movement of the particles on each other 
and thus the angle of the phosphate pile increases. The figures 21 
and 22 show that while the rolling resistance coefficient of the 
particles increases the repose angle of the phosphate volume 
increases. This is because the rolling resistance prevents the 
particles from rolling down the slope of the granular cone, which 
contributes to the increase in the angle of repose. 

 
Figure 19: Variation of the angle of repose with surface energy and the static 

friction coefficient 

 
Figure 20 :Contour graph of AoR, surface energy and static friction coefficient 

 
Figure 21 :Variation of the AoR as a function of the surface energy and the rolling 

resistance coefficient 

 
Figure 22: Contour graph of the AoR as a function of the surface energy and the 

rolling resistance coefficient 

8. Results and discussion 

The repose angle AoR of the phosphate mass measured by field 
test was 33°. We taked this real angle as the response value and 
used the contours above and take as values of significant 
parameters the following values: 

Table 7: Optimised values of the simulation parameters 

Parameters Values 

Static friction coef. 0.7 

Rolling resistance coef. 0.3 

Surface energy 1j/m2 
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A simulation under EDEM® was performed under the 
optimised parameters and the angle of repose for phosphate ore 
was 34.38°. We compared the test results with the simulation 
results. The relative error was 4.19%. This error value shows that 
the optimised parameters can be utilised as a reference for the 
characteristics of the phosphate. 

9. Particle velocities 

In this section we will investigate the impact of particle 
velocity on the contact with the tipper surface during loading and 
unloading. During the first few moments of loading of the tipper 
by the loader bucket, the simulation results show that the area most 
affected by the falling grain is in the front part of the tipper as 
shown in Figure 23. This configuration is quite natural since the 
particles leaving the bucket are accelerated by gravity to find this 
area on the tipper first, and then the grains that follow will be 
oriented towards the sides once the angle of repose exceeds the 
AoR of the phosphate.  

 
Figure 23: Area of first impact on the tipper 

Just before the collision,the particles have a maximum kinetic 
energy, as they are accelerated by gravity to reach a maximum 
speed of 3.92 m/s during the first contacts with the tipper (Figure 
24). This maximum falling speed starts to decrease as the granular 
material accumulates in the tipper since the height of fall decreases 
(figure 25). 

Of course, this area of first impact can move on the tipper 
depending on the position of the loader bucket. Thus, the 
amplitude of the falling speed will depend on the height of the 
bucket. Figure 26 shows the decrease in the value of the maximum 
particle velocity (2.75 m/s) in the case of the reduction of the drop 
height. However, the position of the filler was fixed according to 
multiple observations of the truck loading operation in the field or 
on website videos. 

 
Figure 24: Maximum impact speed 

 
Figure 25: Variation of maximum particle velocities 

 
Figure 26: Decrease in particle velocity with decreasing of drop height 

This data predicts that the front part of the tipper will be more 
exposed to abrasive erosion due to the high rates of direct collision 
of the particles against the tipper during the early loading phase. 
This is confirmed by the presence of pits and cavities in the same 
area on the tippers . These pits will increase the flow angle and 
consequently trap the phosphate grains and give rise to the 
nucleation of the clogging phenomenon. 

10. Conclusion 

In this work, we studied phosphate ore using the discrete 
element method. The study is devoted to the calibration of the 
DEM based on the angle of repose. The simulation parameters are 
calibrated and optimized by combining the results from the various 
physical tests and the DEM simulation with the EDEM® software. 
We took the value of the angle of repose as the target for the 
simulation response values, and using the Minitab software, we 
were able to analyze and optimize the simulation parameters using 
the response surface method. These physical parameters that 
significantly affect the AoRt were selected, and the interaction 
between them was analyzed to determine optimal values. We also 
applied the fractional factorial design test, and the results are 
analysed to determine the influence of each of the factors and it 
was found that the angle of repose depends only on the coefficient 
of static friction, the surface energy and the rolling resistance 
coefficient. In addition we used Box-Behnken response surface 
methode. The results were analysed and we established the 
regression model of the significant factors on the angle of repose. 
This model predicts an increase in the angle of repose as the 
significant factors increase. The results show that when the surface 
energy, static friction coefficient and rolling resistance coefficient 
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take the values: 1 J/m2, 0.7 and 0.3 respectively, the simulation 
results are consistent with the experimental test result and the error 
in the angle of repose obtained is  4.19%.  

A study was conducted on the impact of particle velocity on 
the surface of the tipper during loading and unloading. This study 
allowed us to predict that the front part of the tipper will be more 
exposed to abrasive erosion due to the high speed of direct 
collision of the particles against the tipper during the beginning of 
the loading phase, which corresponds perfectly to the reality in the 
field. 

This work constitutes the first part for the study of phosphate 
or clogging. Indeed, the identification of the different parameters 
that define phosphate by the calibration method will allow us to 
better model the phenomenon with the DEM method. The study of 
the impact velocities will be used to model the stresses and strains 
on the tipper surface during the loading and unloading of the 
phosphate in our next work. 
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 Given the strict Quality of Experience (QoE) and Quality of Service (QoS) criteria for video 
transmission, such as delivery ratio, transmission delay, and mean opinion Score (MOS), 
video streaming is one of the hardest challenges in Vehicular Ad-Hoc Networks (VANETs). 
Additionally, VANET attributes, including environmental impediments, fluctuating vehicle 
density, and highly dynamic topology, have an impact on video streaming. Creating efficient 
visual communications in these networks will give drivers access to business and 
entertainment applications, greater support, safer navigation, and better traffic 
management. This work particularly investigates the mobility characteristics of autos and 
the causes of link failure in order to precisely anticipate the dependability of connections 
between vehicles and build a reliable routing service protocol to satisfy various QoS 
application demands. Then, a link-time duration model is suggested. Link dependability is 
assessed and taken into consideration when creating a new self-adaptative routing protocol 
for video transmission. Due to the quick changes in topology, finding and maintaining the 
optimum end-to-end route is quite challenging. However, the heuristic Q-Learning 
algorithm could continually alter the routing path via interactions with the surrounding. This 
study suggests an algorithm for reliable self-adaptive routing (RSAR). Through changing 
the heuristic function and integrating the reliability parameter, RSAR works well with 
VANET. The Network Simulator NS-2 is used to illustrate how well RSAR performs. 
According to the findings, RSAR is particularly beneficial for many VANET applications 
since it efficiently addresses the issues brought on by changes in topology. 
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1. Introduction 

Vehicular Ad-hoc Networks (VANETs) are the most 
important element in building an intelligent transportation system 
and intelligent city as communication technology advances. 
Because VANET is a development of conventional Mobile Ad-
hoc Networks MANETs, it has sparked a great deal of interest 
from research organizations, governments, and automakers to 
offer services like entertainment, consulting, information, and 
traffic warning; these sectors already have a lot of projects that are 
already started [1, 2]. According to WHO figures, 1.24 million 
people die globally each year as a consequence of road accidents. 
According to World Bank data, transportation accidents cost the 
global economy $500 billion a year [3]. Solving traffic congestion 
has become a global issue since there are more vehicles in cities. 
Time delays, excessive fuel usage, and environmental pollution 

can all be brought on by traffic congestion. In-car entertainment 
and vehicle-to-vehicle communication have also evolved into 
necessities that automakers now offer to customers in tandem with 
the social vehicle network [4]. Vehicle-to-vehicle (V2V) and 
vehicle-to-infrastructure (V2I) wireless communication are the 
two categories within VANETs (V2V). Many academics prefer 
V2V because communication is infrastructure-free, and its 
implementation is adaptable. VANET, on the other hand, differs 
from conventional MANETs in a few ways [5]. First, the network 
topology will frequently change in VANETs because of the fast 
movement of the network nodes (cars). The links are unreliable 
due to the short link times maintained between nodes, and vehicle 
distribution dramatically affects network performance. Second, 
car nodes are only allowed on roadways and are influenced by a 
variety of variables, including speed limits and traffic lights. Third, 
the energy constraints of VANET are no longer a significant 
problem because cars can generate sufficient power and 
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computational capability for themselves. The creation of a reliable 
routing protocol is now a crucial step in putting VANET 
applications into practice as an important support technology for 
the realization of an intelligent transportation system. Old-
fashioned routing techniques based on VANETs, such as 
Dynamic Source Routing (DSR), and Ad-hoc On-demand 
Distance Vector (AODV) [6, 7], are challenging to apply because 
of the frequent topology changes and poor connectivity. Since 
they do not take into account quick topology changes, both the 
transmission delay and delivery ratio are decreased for these 
techniques. Recently, various routing algorithms on the basis 
of geographic location, such as GyTAR and TFOR [8, 9], have 
been published [10] to address this problem. These routing 
techniques employ traffic flow estimates, ignore changes in 
topology, use GPS to find the destination node, and do not take 
link dependability between nodes into account. Several 
trustworthy routing algorithms, including EG-RAODV and SLBF 
[11, 12], have been presented. These algorithms were created by 
including characteristics like packet error rate and network 
dependability between nodes. Although the time delay cannot be 
guaranteed, this method can increase the packet delivery ratio to 
some amount. Rapid velocity changes are the primary cause of 
topology changes and faulty links in VANETs. Good evaluation 
of connection dependability and effective routing algorithm 
designs can only result from a thorough understanding of vehicle 
motion characteristics. Assuming that cars are traveling along a 
set path, a number of variables, including the two vehicles’ 
directions of travel, their distance from one another, their speeds, 
and their acceleration, can cause a link to be severed between two 
nodes. Given the low-density, high-speed environment, these 
aspects must be completely considered in evaluating connection 
reliability between nodes properly. When maintaining traffic 
safety and assessing link reliability, the space between vehicles is 
crucial. Many models of vehicle separation, including the log-
normal distribution, the normal distribution model, and the 
exponential distribution model, have been put forth. In [13], the 
authors used tests to demonstrate that when the distance between 
vehicles follows a log-normal distribution, It may be more in line 
with the way traffic really moves and with safe separations. 
Effective evaluation of link dependability between nodes requires 
a thorough grasp of the moving characteristics of moving objects 
and the traffic flow model. Routing algorithms have been the 
subject of continuing research, and VANETs have used several 
efficient algorithms [14] and have outperformed conventional 
routing algorithms. Q-Learning [15] is a self-learning algorithm 
that may continuously interact with its surroundings to find the 
shortest route from a source node to a destination node. This 
research improves upon the Q-Learning method and suggests a 
new technique for adaptive routing that is both efficient and 
trustworthy. It may adaptively modify the Q-table while 
guaranteeing the dependability of each hop connection, allowing 
it to conform to changing network architecture like that of a 
VANET. This paper’s major goal is to provide a trustworthy and 
flexible routing algorithm. The links between each hop determine 
how reliable a link as a whole is. By carefully examining the 
motion characteristics of cars, this work creates a trustworthy 
model of a link between nodes. Once the probability of link 
dependability has been determined, the Q-Learning algorithm can 
use it as a parameter to create the RSAR algorithm.  

In the first section, the routing method is categorized and then 
partially explored in the second section. In the third part, we 
discuss how to create an accurate model for evaluating reliable 
links. The fourth and fifth section consecutively addresses The 
RSAR algorithm’s fundamental idea and the simulations and 
analysis that were done. A summary and recommendations for 
further work are given in the sixth and last sections. 

2. Proposed solution 

2.1. Q-learning algorithm in VANETs 

Standard Q-Learning is an agent-based heuristic learning 
technique. The three-tuple R, S, and A make up the majority of 
the learning process for the agent in the widely used Q-Learning 
algorithm. Where R denotes the instant reward for an action, A 
={a1,a2,⋯,an } the activity space, and S ={S1,S2,⋯,Sn } denotes 
the state space. The larger the reward gained for the action, the 
nearer the agent is to the target. The learning process will be 
thoroughly explained in the following subsections once a few 
related definitions are presented. 

2.1.1. Definitions 
• Fundamental elements. 

The whole VANET environment is used by the agent as its 
learning environment. 

Learning Agent: Each node of the vehicle functions as its own 
independent learning agent; 

State space (S): All nodes other than this agent make up the state 
space of a specific agent; 

Activity space (A): An activity is the transmission of a beacon 
packet between two vehicles; 

Immediate Reward (R): The instant reward that is given to an 
agent once they have successfully completed an activity. 

• Value of a reward  

The instantaneous reward, which has a range of [0,1] and is 
the reward received by an agent after performing an action, is 
defined in Definition 1. The reward value for the destination node 
is 1, as it can directly contact the destination node. Formula (1) 
specifies the beginning value R of the whole network as follows: 

𝑅𝑅 = �1 𝑠𝑠 ∈ 𝑁𝑁𝑑𝑑
0  else                                                             (1) 

𝑁𝑁𝑑𝑑  Stands for the set of destination node D’s one-hop 
neighbor's node; the reward value of an action is 1. The Q-value 
𝑄𝑄(𝑠𝑠, 𝑎𝑎)(𝑠𝑠 ∈ 𝑆𝑆,𝑎𝑎 ∈ 𝐴𝐴), which is in the range [0,1], stands for the 
potential reward value that is earned while moving from one 
learning stage. 

Q-table definition: Every learner maintains a two-
dimensional table with the Q-values of the nodes it can reach and 
its immediate neighbors. The Q-table is a two-dimensional table 
(see Table 1). 
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Table 1: Q-table 

 
D1  D2  … 

N1   Q(D1,N1)  Q(D2,N1) … 

N2  Q(D1,N2)  Q(D2,N2)  … 

...  ...  ...  … 

The IDs of every potential destination node are written as 𝐷𝐷𝑖𝑖 
In the first line of the Q-table. The one-hop neighbor nodes’ IDs, 
denoted as 𝑁𝑁𝑖𝑖 , are listed in the first column. The value of 
𝑁𝑁𝑖𝑖 .𝑄𝑄(𝐷𝐷1,𝑁𝑁1) represents the Q-value between the sending node 
and its neighbor N1 at the receiving node 𝐷𝐷1. As can be seen in 
Table 1, the size of the Q-table is dependent on both the number 
of destination nodes and the number of neighbor nodes. One can 
see that it can be climbed with relative ease. 

Beacon packets are periodically exchanged between nodes to 
update the values in the Q-table. Each node receives a share of the 
learning task, which causes the algorithm to swiftly find the best 
path and allows for prompt adaptation to network topology 
changes. 

2.1.2. Learning process 

The aforementioned definitions established each vehicle 
node as a learning agent. An individual Q-table is associated with 
each vehicle node, in contrast to conventional learning methods. 
Nodes complete their learning process by sharing beacon data and 
updating their Q-tables. 

Along with its own speed, position, and other information, 
each node additionally includes the maximum Q-value of the 
nearby nodes to the destination node, or the greatest value in a 
column, in the beacon packet it transmits (as shown in Table 2). 
Given a VANET topology, = {𝑉𝑉, 𝐸𝐸}, as shown in Figure 2, we 
assume that the state space of node A is the series of all nodes that 
don’t include A. The collection of vehicle nodes is represented by 
𝑉𝑉 = {𝐴𝐴,𝐵𝐵,𝐶𝐶,⋯ ,𝐻𝐻}. The set E of edges characterizes a collection 
of connected nodes that may exchange messages with each other 
with a single additional hop. As depicted in Figure 3, let’s pretend 
that from node A, we go to node G as the endpoint. The goal now 
is to use a self-learning algorithm to determine the best route from 
node A to G, where A is the starting point. 

Each vehicle node agent is given learning tasks, and as part 
of the learning process, the agent’s Q-table and the state activity 
Q-values, 𝑄𝑄(𝑠𝑠,𝑎𝑎)(𝑠𝑠 ∈ 𝑆𝑆,𝑎𝑎 ∈ 𝐴𝐴), are primarily updated. 

Table 2: Network parameter settings 

Parameter Value 
Size of topology (m*m) 3511m*3009m 
Video file frame size 30 fps 
Image Resolution 352 * 288 
CBR packet size (bytes) 512 
Simulation time (s) 300 
Propagation model Two-ray ground 

Transmission range 
(𝐦𝐦) 

250 

MAC standard IEEE 802.11 MAC (2 
Mbps) 

Eq. (2) contains the usual Q-Learning function: 

𝑄𝑄𝑠𝑠(𝑑𝑑, 𝑥𝑥) ← 𝑄𝑄𝑠𝑠(𝑑𝑑, 𝑥𝑥) + �𝑅𝑅 + 𝛾𝛾 ⋅ max𝑦𝑦∈𝑁𝑁𝑥𝑥 𝑄𝑄𝑥𝑥(𝑑𝑑,𝑦𝑦)�     (2) 

R is the reward value, D represents the destination node, 𝑁𝑁𝑥𝑥  is 
𝑥𝑥s ‘s neighbor node, x is its neighbor node, S is the node to go 
from node x to node D, the maximum Q-value between x and its 
neighbor is  max𝑦𝑦∈𝑁𝑁𝑥𝑥 𝑄𝑄𝑥𝑥(𝑑𝑑,𝑦𝑦).  

The reward a node gets for completing an action in 
accordance with Eq is impacted by the discount factor 𝛾𝛾, making 
it a significant parameter (2). Since link stability is an essential 
factor, we used the between-node link reliability 𝑟𝑟(𝑙𝑙), calculated 
using Eq. (15) as a discount factor; thus, r = r. (l). The pace of 
packet transmission in VANETs is a critical metric that depends 
on the available bandwidth. 

The definition of the bandwidth 𝐵𝐵𝐵𝐵  is as follows: 

𝐵𝐵𝐵𝐵(𝑏𝑏𝑏𝑏𝑠𝑠) = 𝑛𝑛×𝑆𝑆𝐵𝐵×8
𝑇𝑇

                                                     (3) 

where 𝑆𝑆𝐵𝐵 Is the packet size in bytes, 𝑇𝑇 is the time interval, and 
packets sent and received by the node are denoted as 𝑛𝑛. With the 
assumption that the node's maximum bandwidth, denoted by 
max𝐵𝐵𝐵𝐵 , is a constant Here's how you can figure out your 
bandwidth: 

𝐵𝐵𝐵𝐵 = max𝐵𝐵𝐵𝐵−BW
max𝐵𝐵𝐵𝐵

.                                                           (4) 

 
Figure 1: Learning process 

Each vehicle node’s learning progress is determined by the 
bandwidth factor. It fluctuates as the element that affects learning 
speed, depending on variations in effective bandwidth. A new 
heuristic function can be produced by changing equation (2): 

𝑄𝑄𝑠𝑠(𝑑𝑑, 𝑥𝑥) ← (1 − 𝐵𝐵𝐵𝐵) ⋅ 𝑄𝑄𝑠𝑠(𝑑𝑑, 𝑥𝑥) + 𝐵𝐵𝐵𝐵 ⋅ �𝑅𝑅 + 𝛾𝛾 ⋅
max𝑦𝑦∈𝑁𝑁𝑥𝑥 𝑄𝑄𝑥𝑥(𝑑𝑑,𝑦𝑦)�.                                                       (5) 

According to Eq. (5), as the hops number rises, the reward 
value drops. The final reward value depends on the bandwidth, 
the dependability of the network, and the number of hops. In a 
dynamic network, By combining bandwidth and connection state, 
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the most efficient path may be determined between the source and 
the destination node. The destination node G’s one-hop neighbors 
in Figure 1 are nodes F and E. According to Eq (5), 𝑄𝑄𝐸𝐸(𝐺𝐺,𝐺𝐺) and 
𝑄𝑄𝐹𝐹(𝐺𝐺,𝐺𝐺) are the appropriate representations for the reward values 
from nodes E & F to the destination node G. 

It is possible to determine that the ultimate Q-values of 
𝑄𝑄𝐸𝐸(𝐺𝐺,𝐺𝐺)  and 𝑄𝑄𝐹𝐹(𝐺𝐺,𝐺𝐺)  are 0.7 and 0.8, respectively, after 
accounting for the impacts of bandwidth and link quality. A, B, C, 
E, F, and H are D’s nearby nodes. When node D receives a beacon 
packet from any neighbor, it processes the packets and extracts 
the maximum Q-value to node G by using F, max𝑦𝑦∈𝑁𝑁𝐹𝐹 𝑄𝑄𝐹𝐹(𝐺𝐺,𝑌𝑌). 
Calculate the relevant Q-value, or 𝑄𝑄𝐷𝐷(𝐺𝐺,𝐵𝐵) In accordance with 
Eq. (5) and update the Q-table. 

Being the largest, 𝑄𝑄𝐹𝐹(𝐺𝐺,𝐺𝐺) will have a value of 1 within the 
beacon packet. Data packets from other nodes will go through the 
same processes, after which a selected column in the Q-table will 
be updated. As shown in Figure 2, the remaining neighbor nodes’ 
Q-tables are changed such that 𝑄𝑄𝐷𝐷(𝐺𝐺,𝐵𝐵) =  0.5  in compliance 
with Eq (5). The maximum Q-value between node D and its 
neighbors is updated in real-time by node D’s Q-table as neighbor 
data packets are constantly received. In a similar vein, when node 
D transmits a beacon packet, it looks for the maximum Q-value 
among itself and its neighbors in a certain column of the Q-table. 
As soon as node A receives the beacon packet from node D, it will 
send the highest possible Q-value and continue the calculation to 
update QA. The same procedure is employed when additional 
nodes send in beacon packets. The outcomes depicted in Figure 4 
will ultimately be attained by continuous data packet exchange 
[16,17]. 

 
Figure 2: Q-values to the destination node G saved by each node 

The best route from A to G may be easily identified, as shown 
in Figure 2. The best route is the one with the highest Q-value of 
its nodes. As seen in Figure 4, the best path is ABEG since it has 
the highest Q-value. The dynamic update-and-save of the Q-table 
allows the method to quickly, consistently, and robustly react to 
topology changes. 

2.2. The proposed RSAR algorithm 
 

2.2.1. Transmission process 

The three actions listed below are carried out by the RSAR 
algorithm when it routes data packets: 

Step 1. Node A checks its internal Q-table before sending a 
data packet to Node B to see whether Node A is the next hop for 
Node B. If not, it begins the route development process, which is 
covered in the next subsection; when this is the case, it picks the 
node nearest to it that has the greatest Q-value. 

Step 2. At the point when the route has been constructed, the 
fundamental path from the starting node to the ending node has 
been determined, and the necessary vehicle nodes have been 
learned. We initiate the route maintenance operation to 
dynamically keep the end-to-end connection up and running, 
which is necessary for finding the best path across the whole 
network topology and resolving the segmentation problem. The 
next subsection details the route maintenance procedure. 

Step 3. The aforementioned procedures establish the best route for 
the overall network topology. A vehicle node will carry out the 
first step if it receives or sends data packets; If not, it will proceed 
to step 2. 

2.2.2. Route development and Maintenance Process 

Before sending data, a node checks its internal Q-table to 
determine whether there is a next-hop node between it and the 
destination. The data packet is sent to the neighboring node with 
the highest Q-value relative to the target node. If there isn't one, 
route discovery is initiated. A path request timer is started at the 
source node, which subsequently sends out a 𝑅𝑅−req packet to the 
entire network. Within the 𝑅𝑅−req data packet, the source node 
keeps a record of the IDs of all of the nodes that the data packet 
traveled through while it was being routed across the network. 
The 𝑅𝑅−rep packet is saved by the destination node once it has 
received it for the first time from the source node. Subsequent 
𝑅𝑅−rep packets received by the destination node are deleted. After 
extracting the ID information that it recorded from the 𝑅𝑅−rep data 
packet and flipping it, the node at the end of the route creates a 
data packet labeled 𝑅𝑅− req and stores the reversed path 
information there. Finally, the 𝑅𝑅− req data packet is discarded. 
After waiting for an open time window, it sends the 𝑅𝑅−req data 
packet via the recorded reverse route. Upon receipt, a node that 
has been previously recorded will make the necessary adjustments 
to the data packet’s next hop address, refresh its Q-table, and then 
broadcast the packet using a single hop. When the packet is 
received by other nodes that are not the destination, those nodes 
will just alter their Q-tables and then discard the packet. The 
source node will suspend the request timer as it works on updating 
its Q-table while waiting for 𝑅𝑅− rep to be transmitted to the 
destination node, it also serves as the 𝑅𝑅−req source node. At this 
step, a route from the source to the destination node has been 
identified, and the Q-tables of the nodes on the first path are 
modified; their starting values are 0. 

The values of the Q-tables of some of the nodes that are 
adjacent to the initial route path are also updated when that path 
is constructed. It is essential to get the process of route 
maintenance going as soon as possible in order to guarantee that 
the path will continue to be useful despite the dynamic changes in 
the network [18,19]. The maintenance of the Q-tables in a 
dynamic manner and the resolution of the issue of network 
segmentation are the primary goals of the process of route 
maintenance. Each node will, at regular intervals, broadcast 
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beacon packets in order to keep the Q-tables of its neighboring 
nodes up to date. The beacon data packet will primarily provide 
the node’s position, speed, and maximum Q-to-Value ratio. 
max(𝑄𝑄 - Value ) was discussed in conjunction with the method 
of education. In the experiment, the beacon packet’s transmission 
delay was set to a random value between [0.5, 1], which was done 
to guarantee that the update would be effective. For the sake of 
the Q-table, the actual time at the destination node has been 
supplied. When a destination node’s time hasn’t been changed for 
more than the specified length of time, the data column associated 
with it is deleted, and the destination node is deemed invalid. In 
the event of a network split due to a moving vehicle, RSAR 
initiates the route request timer and makes use of the store-and-
forward method to ensure that an R-req data packet is transmitted. 
In the event that the sending node sometimes doesn't receive the 
R-rep data packet from the receiving node before the timeout 
expires, the receiving node is considered inaccessible, and the 
transmission is aborted. Failure to do so will result in the routing 
route being restored at the point of disruption. 

3. Experimental tests 

3.1.   System Model 

As stated in [20, 21], it is reasonable to assume that the 
highway is often a straight road and that the broadcasting distance 
is much greater than the width of the road, both of which are 
necessary for an accurate evaluation of the connection quality 
between nodes. The road’s width may also be assumed to have 
negligible effects on forwarding node selection at the following 
hop and, therefore, may be disregarded. This is essential in order 
to accurately gauge the quality of inter-node connections. As 
shown in Figure 3, the simulated highway was created using the 
above methods.  

 
Figure 3: Road model 

It is also reasonable to presume that other maneuvers, like 
speeding up and slowing down, switching lanes, passing other 
vehicles, and so on, are taking place on the roads. In addition, the 
distance that separates cars follows a log-normal distribution [22, 
23], which can be written as 𝑋𝑋𝑖𝑖 ∈ log 𝑁𝑁(𝜇𝜇𝑖𝑖 ,𝛿𝛿𝑖𝑖)  A random 
variable with a log-normal distribution is depicted in Figure 1 as 
𝑋𝑋𝑖𝑖 = {𝑋𝑋𝑖𝑖(𝑚𝑚),𝑚𝑚 = 0,1,2,⋯ }, where m can take the values 0, 1, or 
2. 𝑋𝑋𝑖𝑖  denotes the distance between vehicles 𝑖𝑖  and 𝑖𝑖 + 1 and 
𝑋𝑋𝑖𝑖(𝑚𝑚) denotes a random variable at moment m, representing the 
distance between node I and its related nodes. If the node 𝑉𝑉𝑠𝑠 in 
Figure 1 is considered to be the reference node, then the value 𝑋𝑋 
reflects the distance between 𝑉𝑉𝑠𝑠  and any other node. Since X 

denotes the distance between other nodes and  𝑉𝑉𝑠𝑠 , and 𝑋𝑋 =
∑𝑖𝑖=1
𝑚𝑚  𝑋𝑋𝑖𝑖X is also log-normally distributed. 

Proposition 1: Let’s assume that 𝑋𝑋 ∈ log 𝑁𝑁(𝜇𝜇, 𝛿𝛿)  and that the 
variable 𝑇𝑇 = √𝑎𝑎𝑋𝑋 + 𝑏𝑏 + 𝑐𝑐  is log-normally distributed, where 
𝑎𝑎, 𝑏𝑏 𝑐𝑐 ∈ 𝑅𝑅,𝑎𝑎, 𝑏𝑏, 𝑐𝑐 ≠ 0, and 𝑎𝑎𝑋𝑋 + 𝑏𝑏 ≥ 0. 

If the probability distribution function of the t is 𝐺𝐺𝑇𝑇Then, for each 
positive 𝑡𝑡,𝐺𝐺𝑇𝑇(𝑡𝑡) = Pr [{𝑇𝑇 ≤ 𝑡𝑡}]. Apparently, as 𝑇𝑇 is continuous, 

𝐺𝐺𝑇𝑇(𝑡𝑡)  = Pr [{𝑇𝑇 ≤ 𝑡𝑡}]
 = Pr [{√𝑎𝑎𝑋𝑋 + 𝑏𝑏 + 𝑐𝑐 ≤ 𝑡𝑡}]
 = Pr [{𝑎𝑎𝑋𝑋 ≤ (𝑡𝑡 − 𝑐𝑐)2 − 𝑏𝑏}]

 = �
𝐵𝐵𝑋𝑋 �

(𝑡𝑡−𝑐𝑐)2−𝑏𝑏
𝑎𝑎

�             when 𝑎𝑎 < 0

1 − 𝐵𝐵𝑋𝑋 �
(𝑡𝑡−𝑐𝑐)2−𝑏𝑏

𝑎𝑎
�           when 𝑎𝑎 > 0

 

     (6) 

𝐵𝐵𝑋𝑋 is the probability distribution function of 𝑋𝑋. When a>0, it is 
evident that T follows a log-normal distribution. When 𝑎𝑎 < 0, 
according to [13], 𝐵𝐵(𝑧𝑧) = 1

2
+ 1

2
erf �𝑧𝑧−𝜇𝜇𝑧𝑧

𝜎𝜎𝑧𝑧√2
�And letting 𝑧𝑧 = ((𝑡𝑡 

−𝑐𝑐)2 − 𝑏𝑏/𝑎𝑎) 

1 − 𝐵𝐵𝑋𝑋(𝑧𝑧)  = 1
2
− 1

2
erf �ln 𝑧𝑧−𝜇𝜇(𝑋𝑋)

𝜎𝜎(𝑋𝑋)√2
�

 = 𝐵𝐵𝑌𝑌 �
𝑎𝑎

(𝑡𝑡−𝑐𝑐)2−𝑏𝑏
�

                             (7) 

𝑌𝑌 is a log-normal random variable with parameters −𝜇𝜇(𝑋𝑋) and 
𝜎𝜎(𝑋𝑋). Since the fact  −erf (𝑥𝑥) = erf (−𝑥𝑥) is used. Consequently, 
T conforms to a log-normal distribution, concluding the proof. 

The direction of motion is indicated by the black arrows in 
Figure 2, where two cars are shown in “a” going in the same 
direction, whereas two vehicles are depicted in “b” moving in the 
opposite way. 

Proposition 2: Assuming that 𝑋𝑋 ∈ log 𝑁𝑁(𝜇𝜇,𝜎𝜎), 𝑇𝑇 = 𝑎𝑎𝑋𝑋 + 𝑏𝑏 
is log-normally distributed, where 𝑎𝑎, 𝑏𝑏, 𝑐𝑐 ∈ 𝑅𝑅  and 𝑎𝑎 , 𝑏𝑏, 𝑐𝑐 ≠ 0. 
(The reasons offered in the proof of 1 may be used to simply 
demonstrate this) 

 

Figure 4: Two cases of link breakage 

There are two basic circumstances (shown in Figure 4) in 
which the connection between two nodes breaks if we assume that 
the cars are traveling along a fixed route. Both of the vehicles 
depicted in Figure 4a are moving in the same direction, whereas 
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both of the vehicles depicted in Figure 4b are progressing in 
opposing directions. Think of vehicle i as the transfer point and 
vehicle j as the reference point in this scenario. Under normal 
circumstances, the longest communication durations between 
vehicles occur between i and j. The next thing that needs to be 
done is a comprehensive analysis of the link duration for these 
two different scenarios. 

At time 𝑡𝑡0 = 0, if the car i is in front of car j, then car i can 
communicate with car j with just one-hop. This is demonstrated 
in Figure 4a. 

A random variable will be used to determine the initial 
distance between vehicle X. There is not going to be any change 
in the maximum communication radius of vehicle R. X fulfills 
these conditions at the outset: 

0 ≤ 𝑋𝑋 < 𝑅𝑅                                                                     (8) 

On a highway, there will reportedly be instances of 
accelerating, decelerating, and passing other vehicles in 
accordance with the system model. On this stretch of road, the 
maximum speed limit is 𝑣𝑣𝑚𝑚, which means that all vehicles must 
travel at a speed that is either lower than or equal to 𝑣𝑣𝑚𝑚. Consider 
the fact that the vehicle is moving at a speed of 𝑣𝑣(0) and that its 
acceleration is 𝑎𝑎(0). 

When time is less than zero, the acceleration is denoted by 
the symbol 𝑎𝑎(𝑡𝑡) , and the speed is denoted by the 𝑣𝑣(𝑡𝑡). The 
acceleration, as measured at time t, is calculated as follows: 

1 If 𝑎𝑎(0) = 0, for all 𝑡𝑡 ≥ 0, 

𝑎𝑎(𝑡𝑡) = 0.                                                                      (9) 

2 If 𝑎𝑎(0) > 0 

𝑎𝑎(𝑡𝑡) = �𝑎𝑎(0) 𝑡𝑡 ≤ 𝑣𝑣𝑚𝑚−𝑣𝑣(0)
𝑎𝑎(0)

0  otherwise 
                                        (10) 

3 If 𝑎𝑎(0) < 0 

𝑎𝑎(𝑡𝑡) = �𝑎𝑎(0) 𝑡𝑡 ≤ −𝑣𝑣(0)
𝑎𝑎(0)

0  otherwise 
                                         (11) 

Based on the analysis presented above, it is reasonable to 
conclude that when 𝑡𝑡0 = 0, assuming that the current acceleration 
𝑎𝑎(0) is zero, the instantaneous acceleration would be 0 as well, 
which is denoted by the equation 𝑎𝑎(𝑡𝑡) = 0. If the speed is less 
than (0) the maximum speed limit, the acceleration is presumed to 
be 𝑎𝑎(0); if the speed is more than the maximum speed limit, the 
acceleration is set to 0. If the speed is above the maximum speed 
limit, it is changed to 0. Taking into consideration the speed at the 
beginning, 𝑣𝑣(0), the instantaneous speed, 𝑣𝑣(𝑡𝑡), can be defined by 
the following formula at time t: 

𝑣𝑣(𝑡𝑡) = 𝑣𝑣(0) + ∫0
𝑡𝑡 𝑎𝑎(𝑢𝑢)𝑑𝑑𝑢𝑢                                          (12) 

where 𝑢𝑢 ∈ [0, 𝑡𝑡],𝑎𝑎(𝑢𝑢) is the acceleration at time 𝑢𝑢. 

The instantaneous speed may now be calculated by 
combining Eqs. (6-9): 

1 If 𝑎𝑎(0) = 0, for all 𝑡𝑡 ≥ 0, 

𝑣𝑣(𝑡𝑡) = 𝑣𝑣(0) 

2 If 𝑎𝑎(0) > 0 

𝑣𝑣(𝑡𝑡) = �
𝑣𝑣(0) + 𝑎𝑎(0)𝑡𝑡 𝑡𝑡 ≤ 𝑣𝑣𝑚𝑚−𝑣𝑣(0)

𝑎𝑎(0)
𝑣𝑣𝑚𝑚  else 

                     (13) 

3 If 𝑎𝑎(0) < 0 

𝑣𝑣(𝑡𝑡) = �
𝑣𝑣(0) + 𝑎𝑎(0)𝑡𝑡 𝑡𝑡 ≤ −𝑣𝑣(0)

𝑎𝑎(0)
𝑣𝑣𝑚𝑚  else 

                               (14) 

The following formula can be used to calculate the distance 
traveled by any vehicle traveling at a speed of 𝑣𝑣(𝑥𝑥) during the 
interval of time represented by [0, t]: 

𝑆𝑆(𝑡𝑡) = ∫0
𝑡𝑡 𝑣𝑣(𝑥𝑥)𝑑𝑑𝑥𝑥                                                       (15) 

Again, in accordance with the definition presented above, it 
is possible to determine the gap in space that exists between 
vehicles i and j at a particular instant in time, as shown in Figure 
4. 

If we assume that the initial acceleration and  speed of i and j 
vehicles are, respectively 𝑎𝑎𝑖𝑖(0), 𝑣𝑣𝑖𝑖(0),𝑎𝑎𝑗𝑗(0), and vj(0), then the 
instantaneous acceleration and speed of vehicles i and j at time t 
are, respectively 𝑎𝑎𝑖𝑖(𝑡𝑡), 𝑣𝑣𝑖𝑖(𝑡𝑡),𝑎𝑎𝑗𝑗(𝑡𝑡) , and 𝑣𝑣𝑗𝑗(𝑡𝑡) . The following 
equation can be used to determine the distance between the cars I 
and j at the time [0, t] if Eqs. 9–15 is followed to their logical 
conclusions: 

𝑆𝑆𝑖𝑖(𝑡𝑡) = ∫0
𝑡𝑡 𝑣𝑣𝑖𝑖(𝑥𝑥)𝑑𝑑𝑥𝑥                                                 (16) 

𝑆𝑆𝑗𝑗(𝑡𝑡) = ∫0
𝑡𝑡 𝑣𝑣𝑗𝑗(𝑥𝑥)𝑑𝑑𝑥𝑥                                                 (17) 

If the distance between vehicles i and j at the beginning of the race 
is X, the distance 𝑑𝑑𝑖𝑖,𝑗𝑗 between those two vehicles at the end of the 
race is: 

𝑑𝑑𝑖𝑖,𝑗𝑗 = �
𝑆𝑆𝑗𝑗(𝑡𝑡) + 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋  same direction 
𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋  opposite direction .      (18) 

The conclusion that the link is severed can be drawn from 
Equation 13, which states that when 𝑑𝑑𝑖𝑖,𝑗𝑗 > 𝑅𝑅, the connection is 
severed. The following thing that needs to be done is an analysis 
of the link duration in Figure 2b. This demonstrates how two 
automobiles meet while traveling in different directions: 

𝑆𝑆𝑗𝑗(𝑡𝑡) + 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋 = 𝑅𝑅                                               (19) 

Now it is possible to determine the maximum link duration t. 
We can calculate the maximum link duration t as follows using 
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the assumption that 𝑆𝑆𝑗𝑗(𝑡𝑡) + 𝑆𝑆𝑖𝑖(𝑡𝑡) = 1
2
𝑎𝑎𝑟𝑟𝑡𝑡2 + 𝑣𝑣𝑟𝑟𝑡𝑡 , where 𝑎𝑎𝑟𝑟 =

𝑎𝑎𝑖𝑖 + 𝑎𝑎𝑗𝑗 and 𝑣𝑣𝑟𝑟 = 𝑣𝑣𝑖𝑖 + 𝑣𝑣𝑗𝑗. 

𝑡𝑡 =
−𝑣𝑣𝑟𝑟+�𝑣𝑣𝑟𝑟2+2𝑎𝑎𝑟𝑟(𝑅𝑅−𝑋𝑋)

𝑎𝑎𝑟𝑟
.                                               (20) 

If two vehicles are going in the same direction, as shown in 
Figure 2a, determine which one is in front by overtaking, 
decelerating, and accelerating. Vehicle j is in front of vehicle i 
when   𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋 > 0 ; conversely, vehicle i precedes 
vehicle j. A symbolic function was defined as follows to 
efficiently convey which car is in front: 

𝐼𝐼(𝑖𝑖, 𝑗𝑗) = � 1 𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋 > 0
−1  otherwise 

                      (21) 

When the connection is critically disconnected:  

𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋 = 𝑅𝑅 ⋅ 𝐼𝐼(𝑖𝑖, 𝑗𝑗)                                   (22) 

To compute the link duration at this time, two cases must be 
taken into account. 

When 𝐼𝐼(𝑖𝑖, 𝑗𝑗) = 1, vehicle j is in front of vehicle i. From Eq. 
(20), 𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋 = 𝑅𝑅 . Similarly, to Eq. (20), because 
𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) = 1

2
𝑎𝑎𝑟𝑟𝑡𝑡2 + 𝑣𝑣𝑟𝑟𝑡𝑡 , where 𝑎𝑎𝑟𝑟 = 𝑎𝑎𝑗𝑗 − 𝑎𝑎𝑖𝑖  and 𝑣𝑣𝑟𝑟 = 𝑣𝑣𝑗𝑗 

−𝑣𝑣𝑖𝑖The time 𝑡𝑡 can be determined as: 

𝑡𝑡 =
−𝑣𝑣𝑟𝑟+�𝑣𝑣𝑟𝑟2+2𝑎𝑎𝑟𝑟(𝑅𝑅−𝑋𝑋)

𝑎𝑎𝑟𝑟
.                                              (23) 

The position of vehicle i in relation to vehicle j is the same 
when 𝐼𝐼(𝑖𝑖, 𝑗𝑗) = −1. 𝑆𝑆𝑗𝑗(𝑡𝑡) − 𝑆𝑆𝑖𝑖(𝑡𝑡) + 𝑋𝑋 = 𝑅𝑅, and the link duration t 
may be calculated from Eq. (1) as follows: 

𝑡𝑡 =
−𝑣𝑣𝑟𝑟−�𝑣𝑣𝑟𝑟2−2𝑎𝑎𝑟𝑟(𝑅𝑅+𝑋𝑋)

𝑎𝑎𝑟𝑟
                                              (24) 

To calculate the link duration between two nodes within a 
one-hop range: the transmitting node and the other nodes utilize 
equations (20), (23), and (24). 

Proposition 3: If vehicle i and j's communication link fails at 
time t, the remaining link duration is a linear or square root 
function of X. 

Proof: It is known that, at a constant speed 𝑣𝑣𝑖𝑖 ,  𝑆𝑆𝑖𝑖(𝑡𝑡) =
∫0
𝑡𝑡 𝑣𝑣𝑖𝑖(𝑥𝑥)𝑑𝑑𝑥𝑥 is a linear function of t, i.e., 𝑣𝑣𝑖𝑖 = 𝑣𝑣𝑚𝑚, based on the 

definition of S i (t) according to Eq. (15), which happens after the 
connection is lost at time t. S i (t) = at + b. Similarly, it may be 
inferred that 𝑆𝑆𝑗𝑗(𝑡𝑡) = 𝑐𝑐𝑡𝑡 + 𝑑𝑑  is a linear function of t if 𝑣𝑣𝑗𝑗  is a 
constant. Eq. (23) clearly states that (𝑎𝑎 + 𝑐𝑐)𝑡𝑡 + 𝑏𝑏 + 𝑑𝑑 + 𝑋𝑋 = 𝑅𝑅 
when the two cars are moving in different directions. The linear 
function for the link duration time is 𝑡𝑡 = 𝑅𝑅−𝑏𝑏−𝑑𝑑−𝑋𝑋

𝑎𝑎+𝑐𝑐
. Once a 

connection is made between two co-directional vehicles i and j, 
the link duration is also a linear function, as shown by the equation 
(𝑐𝑐 − 𝑎𝑎)𝑡𝑡 − 𝑏𝑏 + 𝑑𝑑 + 𝑋𝑋 = 𝑅𝑅 ⋅ 𝐼𝐼(𝑖𝑖, 𝑗𝑗). As a result, when 𝑣𝑣𝑖𝑖  and 𝑣𝑣𝑗𝑗 
are both constants, and the link duration t is a linear function. A 

quadratic polynomial will represent the distance function if either 
𝑣𝑣𝑖𝑖(𝑡𝑡)  or 𝑣𝑣𝑗𝑗(𝑡𝑡)  are not constants. Allow 𝑣𝑣𝑖𝑖(𝑡𝑡) = 𝑣𝑣   𝑖𝑖(0) + 𝑎𝑎𝑖𝑖𝑡𝑡  
without losing generality. The distance function is, by definition: 

𝑆𝑆𝑖𝑖(𝑡𝑡)  = ∫  𝑡𝑡0  𝑣𝑣𝑖𝑖(0) + 𝑎𝑎𝑖𝑖
 = 𝑣𝑣𝑖𝑖(0)𝑡𝑡 + 1

2
𝑎𝑎𝑖𝑖𝑡𝑡2

                                        (25) 

Eqs. (14) and (22) demonstrate that 𝑆𝑆𝑗𝑗(𝑡𝑡) ± 𝑆𝑆𝑖𝑖(𝑡𝑡) = 1

2
𝑎𝑎𝑟𝑟𝑡𝑡2 + 𝑣𝑣𝑟𝑟𝑡𝑡 . 

Consequently, the answer is a square root function of X. 

First Theorem Vehicles i and j’s link’s duration T have a log-
normal distribution. 

Proof According to Proposition 3, the connection duration 
can be written as 𝑎𝑎𝑋𝑋 + 𝑏𝑏  or √𝑎𝑎𝑋𝑋 + 𝑏𝑏 + 𝑐𝑐 . The expression 
√𝑎𝑎𝑋𝑋 + 𝑏𝑏 + 𝑐𝑐 is log-normally distributed according to Proposition 
1. 𝑎𝑎𝑋𝑋 + 𝑏𝑏 is distributed log-normally according to Proposition 2. 
As a result, the link’s duration always follows a log-normal 
distribution. The theorem’s proof is now complete. 

The link duration of the cars i and j is log-normally 
distributed as 𝑇𝑇 ∈ log 𝑁𝑁(𝜇𝜇𝑡𝑡 ,𝜎𝜎𝑡𝑡) , where the variance is 𝜎𝜎𝑡𝑡  and 
expected is 𝜇𝜇𝑡𝑡Based on the link duration between the nodes. The 
duration of the link may then be used to assess its dependability. 
The likelihood of two vehicles directly communicating 
throughout the time period 𝑇𝑇𝑝𝑝. is known as link reliability. When 
𝑡𝑡 = 𝑡𝑡0The connection dependability between nodes is, supposing 
that any two vehicle nodes have a communication link (𝑙𝑙): 

𝑟𝑟(𝑙𝑙) = 𝑃𝑃�𝑡𝑡0 + 𝑇𝑇𝑝𝑝 ∣ 𝑡𝑡0 ∈ 𝑀𝑀�                                      (26) 

where M is the time at which the two vehicles’ connection began. 
The link dependability is as a result: 

𝑟𝑟𝑡𝑡(𝑙𝑙) = �∫𝑡𝑡0
𝑡𝑡0+𝑇𝑇𝑝𝑝 𝑓𝑓(𝑇𝑇)𝑑𝑑𝑇𝑇 𝑇𝑇𝑝𝑝 > 0

0  else 
                             (27) 

where the probability function for the time period T is expressed 
by f(T). 

3.2.   Simulation setup 

As seen in Figure 5, the experiment was simulated using NS-
2 and a 3511m*3009m square topology using a real-life map of 
“ Anfa District in Casablanca.” The topology included 
intersections and straight roads, each of which had been built up 
with two-way lanes. To add authenticity to the simulation, each 
vehicle node in the network employed an intelligent driving 
model (IDM) that featured waiting, avoiding, overtaking, and lane 
switching. 

The default NS-2 parameter settings are shown in Table 2. we 
have used a CIF (H.261) video file format with a 352 x 288. UDP 
was utilized for transmission following the work approach shown 
in Figure6. 
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Figure 5: Anfa District Casablanca “OpenStreetMap” 

 
Figure 6: Work approach 

In contrast with the Enhanced Distributed Channel Access 
(EDCA) defined in the 802.11p standard, the video transmission 
was carried out using an Enhanced Dynamic Cross-layer 
mechanism for real-time HEVC streaming. This method has 
proven to deliver improved performance in video quality at 
reception and end-to-end latency. QoS and QoE calculations have 
been in use for the verification of the effectiveness of the cross-
layer mechanism shown in Figure7 in a separate paper.  

 
Figure 7: Illustration of the Adaptative mapping algorithm. 

Each beacon packet’s size was determined based on the data 
that was transmitted. Two scenarios that simulated the scenario in 
Figure 5 were put up to successfully assess the RSAR algorithm’s 

performance. The first scenario used a network with 80 nodes and 
vehicle peak speeds between 30 and 90 kilometers per hour. In 
this case, we will focus on how the speed of the vehicle impacts 
the routing protocol and provide an explanation. The alternative 
scenario went as follows: the cars’ top speed was fixed at 40 km/h, 
and there was anything between 60 and 120 nodes. The discussion 
in this instance will center on how vehicle density affects the 
routing protocol. The nodes were first scattered at random along 
several roadways and followed a predetermined path.  

Each simulation was repeated 20 times with an average value 
of 300 s between each run. The simulation data were then 
assembled. 

3.3.   Simulation results 

The QLAODV algorithm, the SLBF algorithm, the GPSR 
algorithm [11, 14, 17], and the techniques described in [22] were 
contrasted with the RSAR algorithm suggested in this study. All 
of these algorithms are examples of routing algorithms. It is 
feasible to assess the benefits and drawbacks of RSAR thanks to 
this comparison. The results illustrated in Figs.  8, 9, 10, 11, 12, 
13, and 14 were acquired by comparing end-to-end delays; the 
packet delivery ratios hop number in various scenarios. Figures 8, 
9, and 10 show the comparisons of the first test, while figures 11, 
12, and 13 show the comparisons in the second test case. 

 
Figure 8: Packet delivery ratio on different speeds 

Figure 8 shows that there is a direct association between the 
speed and packet delivery ratio. A node’s packet delivery ratio is 
calculated by data packets supplied by that node by the data 
packets received by the destination node. Figure 8 demonstrates 
that the RSAR suggested in this paper was able to achieve a 
consistent and high packet delivery ratio of video data; as speed 
increased, the average ratio up surged to more than 90%. With 
increasing speeds, the packet delivery ratios of the other three 
investigated routing methods dropped dramatically. This 
enhancement was made possible thanks to RSAR’s careful 
consideration of how to speed variations affect link reliability. 
The Q-Learning method uses this information as a learning 
parameter to make routing decisions by analyzing the links 
between nodes and determining the dependability of those links. 
Due to its greedy approach and lack of consideration for 
connection reliability, while choosing the next hop node, GPSR’s 
packet delivery ratio decreased quickly. Until the speed reached 
54 kilometers per hour, QLAODV’s packet delivery ratio was 
over 90%, but it rapidly dropped after the speed was exceeded. 
QLAODV, although using the Q-Learning paradigm, must 
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constantly repair the route with increasing velocity to provide an 
always-reliable path from beginning to finish. As a result, the 
proportion is reduced. Due to its sensitivity to topology changes, 
SLBF's packet delivery ratio decreased and does not take 
connection stability into full account. It was more similar to the 
GPSR algorithm because it used a greedy approach. 

Figure 9 shows the connection between speed and end-to-end 
time delay; In this case, the time delay is measured as the typical 
amount of time it takes for the receiving node to receive a valid 
data packet. Figure 9 shows that when the vehicle nodes’ speed 
rose, all four techniques’ time delays showed a growing trend. The 
RSAR algorithm suggested in this paper had a rather constant time 
delay that fell between SLBF and GSPR. When the maximum 
speed was greater than 60 km/h, the time delay of SLBF quickly 
grew and surpassed that of RSAR. The effects of topology 
modifications and the requirement for a new computation of the 
re-transmission method or effective forwarding area were the 
main causes of this trend. While topological modifications have 
less effect on RSAR, this method ensures that the route with the 
best Q-value has the most available bandwidth, the least 
unreliable connection, and the shortest routing distance. Because 
GPSR solely employs the greedy forwarding method, its time 
delay was the shortest. The GPSR had the lowest packet delivery 
ratio since it exclusively employs the greedy mechanism, 
dropping packets as soon as they don’t arrive. Although 
QLAODV also employs the Q-Learning model, its increased 
speed requires frequent path switching in order to maintain an 
efficient routing path. 

 
Figure 9: End-to-end delay on different speeds 

 
Figure 10: Routing length on different speeds 

This resulted in a significant lengthening of the packet 
delivery time. According to Figure 9, in the context of a topology 
that was rapidly changing, the RSAR packet delivery ratio ranged 
from 0.1 to 0.2. 

Figure 10 shows the relationship between speed and route 
length using the average number of hops required by valid data 
packets to reach their destination. Rather than relying on a route 
transformation mechanism to ensure that the whole path is 
maintained, this approach employs a simple forwarding decision 
to determine which node has the greatest Q-value; as shown in 
Figure 10, RSAR’s route length was less than that of QLAODV. 
The RSAR suggested in this paper has a consistent route length, 
as seen in Figure 10. The maximum Q-value and store-and-
forward selection mechanisms make this feasible by always using 
the shortest route possible. Both GPSR and SLBF use a greedy 
packet forwarding strategy, however when the speed increases 
over 60 km/h and topological changes become more pronounced, 
SLBF’s route length increases; despite the fact that GPSR 
employs no trustworthy technique, the lowest number of hops was 
reached. 

 
Figure 11: Packet delivery ratio by number of nodes 

 
Figure 12: End to end by the number of nodes 

The relationship between packet delivery ratios and the 
number of nodes is seen in Figure 11. Overall, the packet delivery 
ratio improves with increasing network size across all four 
approaches as the number of nodes increases. Over 90% packet 
delivery ratio is achieved in RSAR with 90 nodes, while the 
packet delivery ratio for QLAODV is 85%. RSAR fully takes into 
account connection stability between nodes despite the fact that 
both of these algorithms are based on the Q-Learning concept, 
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which results in a significantly higher packet delivery ratio. The 
store-and-forward mechanism makes RSAR's packet delivery 
ratio superior to that of GPSR and SLBF in the presence of a 
growing number of nodes. As SLBF employs the retransmission 
technique, it has a higher packet delivery ratio than GPSR, but 
because topology has a significant impact because the sending 
node and vehicle are frequently on different paths, it has a lower 
packet delivery ratio than RSAR. 

Figure 12 describes the link between the end-to-end time 
delay and the number of nodes. The RSAR's end-to-end latency is 
quickly catching up to the GPSR's. This is because when nodes 
are added, RSAR learning nodes are also created, reducing the 
time delay and shortening the route to the target node. The time 
delay of QLADOV eventually approaches that of RSAR as the 
number of nodes rises, but with fewer nodes, it is significantly 
bigger than that of RSAR. As QLAODV spends so much time 
maintaining the routes, this behavior arises. Because it employs a 
scheduled broadcast technique that causes an increase in time 
delay, SLBF drops slowly with an increase in the number of nodes. 
As the number of nodes rises, the time delay for each of the four 
algorithms decreases. 

 
Figure 13: Routing length versus the number of nodes 

Figure 13 shows the association between the number of nodes 
and the average route length. The average route length of all four 
techniques decreases as the number of nodes rises. The primary 
reason for this is an increase in the number of effective forwarding 
nodes. RSAR's route discovery is shorter than QLAODV's path 
discovery. As GPSR and SLBF both employ a greedy strategy, 
the path lengths of GPSR, SLBF, and RSAR are near to one 
another. RSAR chooses the next hop that is closest to the furthest 
node as the number of nodes increases.  

3.4.   Summary and discussion 

As seen in the previous section, the simulation was based on 
the two factors that affect the most quality of video transmission 
those are Speed and the number of nodes.  

When speed increases, we have determined that in terms of 
packet delivery ratio, RSAR was able to achieve a high and 
consistent packet delivery ratio of video data, with an average 
ratio of more than 90%, as speed increased. In terms of end-to-
end delay, the RSAR algorithm had a rather constant time delay 
that fell between GSPR and SLBF. In terms of route length, 
RSAR’s route length was less than that of QLAODV, thanks to 

the maximum Q-value selection and store-and-forward 
mechanisms.  

In terms of packet delivery ratio, we have concluded that 
when the number of nodes increases, RSAR kept a ratio above 
90%, while the packet delivery ratio for QLAODV was around 
85%. In terms of end-to-end delay, The RSAR steadily 
approaches the GPSRs thanks to the fact that when nodes are 
added, RSAR’s learning nodes are added as well, making the path 
to the time delay and destination node shorter. Each of the four 
approaches has a reduced average route length as the number of 
forwarding nodes increases. 

4. Conclusion and future work 

In this research, a reliable adaptive routing service method is 
suggested to address the issues of dramatic topological changes 
and unstable links brought on by quick vehicle movements in 
VANET. First, it was established that links had a log-normal 
distribution in terms of duration after studying the characteristics 
of vehicle motion and the causes of links’ lack of reliability. 
Second, a link reliability calculation model was created using this 
information. After the link reliability between nodes was 
evaluated as a parameter and employed in the Q-Learning process, 
the RSAR method was then recommended. The effectiveness of 
four routing methods was then evaluated using simulated trials to 
measure the number of hops, packet delivery ratios, and end-to-
end delays. Under varying circumstances, the findings 
demonstrated that RSAR achieved a greater packet delivery ratio 
with a shorter transmission time delay. Due to its self-learning 
capabilities, RSAR is well-suited to deal with the issues caused 
by topological changes. Local diffusion is a kind of technique 
used in learning, and there may be a huge number of nodes 
involved in choosing the route, so the routing cost in a big network 
environment will be quite high. As a result, the authors’ future 
work will concentrate on the issue of routing expense. 

The creation of the algorithm that was used in finishing tracks 
at the MAC layer while meeting low latency requirements. Due to 
the time limit, packages that are not received by the recipient 
within the time limit do not count towards the total duration of the 
film. This is done in order to maintain the integrity of the timeline. 
Because of this, their transmission is completely worthless and 
does nothing more than burden the network. This feature of the 
algorithm must be taken into account, as eliminating them at the 
transmitter would enhance transmission. The technique should 
form a relationship between the application time constraint, the 
round-trip time limit, and the transition time represented by the 
completion of the waiting list to be considered valid. 
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 The current paper focuses on the design of cascade control systems employed in photovoltaic 
(PV) powered microgrids (MG), which have been well received in remote agricultural farms 
in Ecuador. The study case is composed of a three-phase inverter powered by a DC-DC 
converter fed by a PV array and its control system. To simulate the effect of MG peak voltage 
regulation, a comparison of three cascade schemes was done, using MATLAB/SIMULINK®. 
These schemes are based on digital control, model-based predictive control (MBPC), and a 
combination of both. It was found that the best stabilization of voltage although with a fast 
response and a low overvoltage in the MG are reached with a combined scheme, compound 
by the classical controller combined with the MBPC. The results were validated using the 
RT-LAB software and the OPAL-RT real-time (RT) simulator, in the tested microgrid. 
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1. Introduction 

This paper is an extension of the work that was originally 
presented at the 2021 International Conference on 
Electromechanical and Energy Systems [1], which was referring 
to the sizing of components and design of control systems that can 
be applied in an MG primary control layer powered by solar energy 
in Ecuador. 

Verifiably, one of the principles of large-scale electricity 
generation is the installation of generators in areas close to energy 
resources, such as thermoelectric power plants near natural gas 
deposits. Listing some disadvantages, energy resources are usually 
non-renewable in several power generation projects, and typical 
installations are inappropriate when final consumers are far from 
power plants. Due to these remote destinations, infrastructure costs 
would rise, this being the construction of one or more substations 
to mitigate voltage drops in distribution cables. 

Several agricultural production farms are in different 
inaccessible areas along the Ecuadorian coast, which has led 
several producers to use diesel pumps for irrigation systems. Due 
to recent studies and the acceptance of PV plants in Ecuador, it is 
possible to provide a solution with PV MGs for final loads found 
in distant destinations such as pumps and small residential 
consumption. 

Concurring to a few definitions, an MG is a local and small 
energy system that can function in a connected mode to the main 

grid or a self-regulating disconnected mode. It is made up of 
several distributed energy sources that supply heterogeneous loads 
within clearly defined electrical boundaries and by a variety of 
control criteria [2]. 

A simple example of an MG architecture is shown in Figure 1, 
whose main feeders are microgenerators, such as PV arrays, wind 
turbines, fuel cells, or other micro-turbines. These feeders can 
operate together with energy storage equipment e.g., lithium or 
lead-acid batteries. Indisputably, power converters shall be 
installed, to integrate the energy produced by the micro-generators, 
such as AC-DC-AC converters needed by wind turbines, and DC-
AC converters required by PV arrays. In some instances, to 
minimize the number of solar panels and reduce the consumption 
of power converters, low voltage (LV) transformers can be used 
for coupling with the electricity grid. 

Protective devices are required to complement the MG basic 
scheme, either for short circuits because of single-phase or three-
phase faults, energy meters, and intelligent electronic devices. 
Likewise, a certain number of controllers are usually implemented 
depending on the MG layers. Regardless of the implemented 
control system, an MG must be stable in three operating modes: 
grid-connected, isolated mode, and transitions between these two. 
All these components can interact with each other through hard-
wired signals and/or electrical communication protocols, where 
Modbus TCP/IP, DNP3, and IEC-61850 [3] are the most used to 
guarantee reliability and stability. 
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Figure 1: A simple example of MG architecture [2] 

2. Comparable Works 

The reduced cost of renewable energy generation combined 
with innovative digital technology contributes to increasing the 
ubiquity of smart grids, microgrids, and distributed energy 
generation that integrates renewable energy sources. Since 2000, 
the consumption of GWh has increased by 1.5 million in 
hydroelectric plants, 1.13 million in wind farms, and 4.44 million 
in solar plants. For example, in the next 20 years, renewable energy 
consumption will be 1.276 TWh in the European Union, 3.382 
TWh in China, and 1.750 TWh in India [4]. 

Around the world, some MGs installations and experimental 
tests have been developed and updated to understand their 
operation in diverse topologies. While some of the studies include 
simply conducting research, others involve disconnecting the 
electric utility system. The details of very few MG projects, in the 
last 20 years, which have been put into action are shown in Table 
1, where it is evident that the MG concept’s adaptability gives 
experiment settings and goals a broad range. 

Table 1: Summary of a few MGs projects worldwide [5–7] 

Year Name Location Capacity 
(MW) 

Supply 
Type 

2002 DeMoTec MG Germany 0.2 Diesel 
2004 NTUA MG Greece 0.01 Wind 
2005 Aichi MG Japan 1.2 Biogas 
2008 BC Hydro Canada 15 Diesel 
2009 CERTS Lab. USA 0.2 Gas 

2012 Sevilla 
University Spain 0.01 PV 

2012 Juiz de Fora 
Lab. Brazil 0.015 PV/Wind/

Fuel cell 

2013 
Hawaii 
Hydrogen 
Power Park 

USA 0.03 PV/Wind/
Fuel cell 

2014 Annobon Island EG 5 PV 
2017 Alcatraz MG USA 0.305 PV/Diesel 
2018 SPORE Singapore 0.2 Hybrid 

2019 FIE-UMSNH 
Lab. Mexico 0.003 PV/Wind 

2020 Agronim La 
Bonita Peru 1 PV 

2021 Cuenca 
University Ecuador 0.329 PV/Wind/

Diesel/Gas 
2022 Kalbarri Australia 5 PV/Wind 

The MG approach is so versatile that has a wide range of 
applications in remote and off-grid communities. Radiation from 
the sun can be utilized as an uninterrupted resource that fits 
appropriately in some applications. Currently, the capacity 
supplied by PV energy in Ecuador is 27.65 MW, which 
corresponds to approximately 0.5% of the energy demand, and 
despite being small, it is gradually developing [8]. 

The National Institute of Meteorology and Hydrology of 
Ecuador reported that the average radiation levels were around 4.5 
kWh/m2 per day, in 2022, also indicating that elevated levels of 
around 6 kWh/m2 per day were reached in some areas of the insular 
region and inter-Andean [8]. However, other areas such as the 
coast and the Amazon should not be ignored, especially the 
province of Guayas located in the southwest of the country, as 
indicated in Figure 2. 

In Ecuador, PV applications have been employed in diverse 
sectors, such as: 

• High-speed alert by small photo radars on highways. 

• Water heating in Olympic swimming pools. 

• Electrical supply to 370 households in the “Zero houses 
without electricity” project. 

• Fruit drying in Manabi province is fed by PV energy. 

• Institutional projects such as ESPOL rectory building 
where a 1.1 kW operating MG with PV/Wind source. 

• The Paragachi PV plant contributes 0.998 MW to the state 
grid, with 4160 PV panels. 

• The approved “El Aromo” PV energy project boosts 
Ecuador’s PV capacity almost tenfold, adding 258 MW to 
the current 27.65 MW [9]. 

 
Figure 2: PV power potential in Ecuador [8] 

3. Methodology 

The current paper's main topic employs a methodical and 
investigative approach. The area irradiance data and grid nominal 
electrical parameters must first be acquired to model the grid-
connected system. After that, the power converters must be 
designed. Finally, several simulations will be run, both offline and 
in RT, and the results will be compared across all cascade control 
schemes. An MG arrangement is shown in Figure 3 which includes 
a PV array with a Maximum Power Point Tracking (MPPT) 
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controller, DC-DC and DC-AC power converters, a grid-
connected filter, and capacitors CPV and CDC for minimizing 
voltage ripples. 

 
Figure 3: Complete MG sequential power circuit 

3.1. PV Panels and Arrays 

PV panels, also called PV modules, are comprised of several 
PV cells, connected, mechanically joined, and resistant to the 
environmental zone to be installed. In the last years, several studies 
have been developed, for example in [10], where the impact of new 
PV panels and their estimated replacement in 10 years versus the 
30 years taken as standard useful life is evaluated. That article 
concludes that the new panels with improved metrics such as 
efficiency and cost will allow competitive costs even with a 10-
year replacement. Regarding PV plant location, in [11] a prediction 
method based on a cellular computational network to predict PV 
radiation for large-scale PV plants is studied. It uses geographic 
information to help predict radiation in neighboring areas. 

A PV array made up of multiple PV panels is required to reach 
higher levels of PV generation. For a higher voltage, PV panels are 
connected in series and for a higher current they would be 
connected in parallel, therefore, for a higher power, a series-
parallel matrix scheme would be employed. It is significant to 
mention that the size of PV arrays relies on the PV panels’ 
maximum conditions. In practice, it is standard to use photovoltaic 
combiner boxes to connect the output of several solar panels, hence 
optimizing wiring and facilitating maintenance. 

3.2. MPPT Algorithm 

This algorithm is a regulation to capture the obtainable power 
from a PV panel during variable working conditions. This 
technique was implemented in the trigger circuit of the DC-DC 
converter to repeatedly adjust the PV array’s observed impedance 
and be able to keep its operation as close as possible to the 
maximum power point (MPP), as pointed out in Figure 4. 
Additionally, these characteristic curves show the MPP values, 
when the consumption of the PV panel is IMPP and PMPP at VMPP, 
and the limit current/voltage values, which are the short-circuit 
current ISC and the open-circuit voltage VOC. 

 
Figure 4: MPP location on Current vs. Voltage and Power vs. Voltage 

characteristics curves [12] 

A widely accepted MPPT algorithm is the "perturb and 
observe" (P&O) extreme search. In an instant k, it is desired to 
reach the MPP, in distinction to PV array voltage/current 
measurements VPV(k) and IPV(k), and modifies its operating point 
slightly. Then, a comparison between this current power value 
PPV(k) with the previous one PPV(k-1) will be done, thus modifying 
the DC-DC converter’s duty cycle d(k) until the appropriate 
conditions are met [12]. 

Although MPPT algorithms come in various forms, according 
to [13], neither a deep investigation nor a comparison between 
various MPPT methods based on predictive control has been 
conducted. For this reason, in [13] this study is applied to various 
power converters models. It is possible to determine that the 
performance of the MPPT based on predictive control is related to 
the topology and the accuracy of the converter parameters. 

The final scheme for this method is sequentially presented in 
the diagram shown in Figure 5, which can be employed in an 
algorithmic state machine (ASM), and the goal is that the duty 
cycle d(k) reaches a nominal value. In [12], a universal RLMPPT 
control method based on a reinforcement learning method is 
proposed, whose response adjusts the maximum power point of a 
PV source without any prior knowledge. Their results are close to 
the optimal point of the MPPT used in this article. 

For one PV panel, the MPP data are commonly indicated in the 
manufacturer datasheet or its characteristic curves. This 
information and the MG power Pn will be helpful to determine the 
PV array’s size, compound by NS panels connected in series and 
NP panels in parallel as (1). 

 𝑃𝑃𝑀𝑀𝑀𝑀𝑀𝑀 = 𝑃𝑃𝑛𝑛 = (𝑁𝑁𝑆𝑆𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀)(𝑁𝑁𝑀𝑀𝐼𝐼𝑀𝑀𝑀𝑀𝑀𝑀) (1) 

 
Figure 5: ASM chart of MPPT P&O algorithm [12] 

3.3. DC-DC Power Converter 

These converters provide a DC voltage that can be changed 
between different values. The input voltage often is an unregulated 
DC voltage, and a DC-DC converter is used to convert it into a 
controlled DC output at the desired level. The operation of DC-DC 
converters is done with a comparison between a control voltage 
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and a sawtooth signal vst, oscillating at a switching frequency fSW, 
and hence a period TSW. Figure 6 shows the respective waveforms 
and the result of these voltages comparison, and it can be noticed 
that when the nominal duty cycle (D0) increases or decreases, the 
switch control signal pulses shall be wider or narrower, 
respectively, at a constant frequency. That is the motive why this 
technique is called Pulse Width Modulation (PWM). It is 
important to mention that the control signal corresponding to D0 
will be MPPT controller output, as previously indicated in Figure 
5. 

 
Figure 6: PWM with a comparison between sawtooth and control signals 

Depending on how input/output voltage levels are related, 
these converters can be classified into three types: buck, boost, and 
buck-boost. A boost DC-DC converter, whose topology is shown 
in Figure 7, has been chosen to heighten the VPV voltage into a DC 
link voltage vdc capable of interfacing with the DC-AC converter. 

 
Figure 7: DC-DC boost converter power circuit fed by PV array 

In this case, a MOSFET was considered as a switch because of 
its capacity of handling high voltage/currents. To reduce power 
losses, Schottky diodes should be used [14], and even these diodes 
have a peak current greater than typical ranges. In optimal 
conditions, the output VDC voltage will be chopped according to a 
switch control signal S, oscillating at a switching frequency fSW1 
with a duty cycle equivalent to D0. This desired value can be 
calculated as (2).  

 𝐷𝐷𝑂𝑂 = 1 − 𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀
𝑉𝑉𝐷𝐷𝐷𝐷

 (2) 

The boost converter must operate in continuous conduction 
mode, or when the inductor current flows continuously, therefore, 
a minimum value of inductance Lmin shall be determined as (3), to 
satisfy this condition [14]. 

 𝐿𝐿𝑚𝑚𝑚𝑚𝑛𝑛 = 𝐷𝐷𝑂𝑂(1−𝐷𝐷𝑂𝑂)2𝑉𝑉𝐷𝐷𝐷𝐷2

2𝑓𝑓𝑆𝑆𝑆𝑆1𝑀𝑀𝑛𝑛
 (3) 

For more stable operation, an output capacitance CDC is 
required. Although CDC has a small resistance in series, it decreases 
the ripple in Vdc voltage, which is normally between 1% to 5%. For 
a given ripple percentage, the minimum capacitance CDCmin is 
determined as (4), according to [14]. 

 𝐶𝐶𝐷𝐷𝐷𝐷𝑚𝑚𝑚𝑚𝑛𝑛 = 𝐷𝐷𝑂𝑂𝑀𝑀𝑛𝑛
�∆𝑉𝑉𝐷𝐷𝐷𝐷𝑉𝑉𝐷𝐷𝐷𝐷

�𝑉𝑉𝐷𝐷𝐷𝐷2𝑓𝑓𝑆𝑆𝑆𝑆1
 (4) 

To minimize the ripple created with the PV array coupling, an 
input capacitance CPV is indispensable, and its minimum value 
CPVmin can be determined as (5), by [14]. 

 𝐶𝐶𝑀𝑀𝑉𝑉𝑚𝑚𝑚𝑚𝑛𝑛 = ∆𝑚𝑚𝑀𝑀𝑉𝑉
8∆𝑣𝑣𝑀𝑀𝑉𝑉𝑓𝑓𝑆𝑆𝑆𝑆1

 (5) 

3.4. DC-AC Power Converter 

The capacity to convert DC voltage into AC with the required 
voltage and frequency values to supply power for AC loads, either 
one-phase or three-phase, makes the DC-AC converter, or inverter, 
the most crucial component of the MG. Figure 8 illustrates a 
traditional two-level three-phase inverter with IGBTs for larger 
loads, such as those greater than 5 kW [15]. This scheme shall be 
implemented to maintain a balanced electrical grid. For smaller 
loads, the use of one-phase inverters is acceptable. 

 
Figure 8: Two-level three-phase inverter power circuit 

The IGBTs Q1, Q2, …, and Q6 are generating square outputs 
as expected, based on the control signals SA, SB, SC, and their 
complements, hence using the grid filter is appropriate, which will 
be explained in detail in the following section 3.5. It is critical to 
mention that three of the IGBTs are on and the rest are off to avert 
short-circuits in the DC bus. In these types of converters, the 
SVPWM modulation scheme is commonly used because it reforms 
the usage of DC voltage, diminishes the generated harmonic 
content, and reduces switching losses. 

According to (6), the switching/rotating voltage vector Uref has 
three elements, one for each phase, each of which has two states: 
open or closed. 

 𝑈𝑈𝑟𝑟𝑟𝑟𝑓𝑓 = 2
3
�𝑣𝑣𝐴𝐴 + 𝑣𝑣𝐵𝐵𝑒𝑒𝑗𝑗(2𝜋𝜋/3) + 𝑣𝑣𝐷𝐷𝑒𝑒−𝑗𝑗(2𝜋𝜋/3)� (6) 

The Uref vector turns counterclockwise at the inverter switching 
frequency fSW, therefore, inverter behavior must adhere to the eight 
vectors U0, U1, U2, ..., and U7. It can be demonstrated that these 
eight vectors, two null and six actives, have a magnitude of 2Vdc/3 
and 60º phase [15], therefore six sectors will be only valid, and 
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identified in Figure 9, where the behaviors of respective control 
signals SA, SB, and SC are presented too. 

 
Figure 9: Space vectors for two-level three-phase inverter [15] 

3.5. Grid Filter Design 

Since inverters produce harmonic content, as was already 
established, the quality of the energy in the electric grid will be 
impacted. Due to this, harmonics must be minimized, and total 
demand distortion must be reduced when designing a low-pass 
filter. The simplest option for a grid filter is an RL filter where the 
base inductance per phase is necessary for its calculation [16], as 
(7) from nominal data, in fact, the MG power Pn of the MG, the 
grid voltage Vn and the grid frequency fn. 

 𝐿𝐿𝑏𝑏𝑏𝑏𝑏𝑏𝑟𝑟 = 𝑍𝑍𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏
2𝜋𝜋𝑓𝑓𝑛𝑛

= 𝑉𝑉𝑛𝑛2

2𝜋𝜋𝑓𝑓𝑛𝑛(𝑀𝑀𝑛𝑛/3)
 (7) 

For a 10% current ripple, and considering that the value of the 
resistance RLf is 25 times greater than that of the inductance Lf, the 
filter components will be determined as (8) and (9): 

 𝐿𝐿𝑓𝑓 = 0.1 𝑉𝑉𝑛𝑛2

2𝜋𝜋𝑓𝑓𝑛𝑛(𝑀𝑀𝑛𝑛/3)
 (8) 

 𝑅𝑅𝐿𝐿𝑓𝑓 = 25�𝐿𝐿𝑓𝑓� (9) 

3.6. Control Techniques Premises in MGs 

Synchronization with the electrical grid is a priority for any 
type of control employed in MGs, and with this, the analysis for a 
grid voltage vector Vref must be turned into a linear invariant 
system [17] by applying the Clarke transform, to convert it from 
the time frame (abc frame) to an orthogonal frame (αβ frame), and 
then with the Park transform, to convert this vector into an 
orthogonal rotating frame (dq frame), as detailed in Figure 10. 

Additionally, a phase-locked loop (PLL) system is required 
when the MG is grid-connected, which requires the electrical grid 
voltage Vq to distinguish the voltage phase and estimate the 
electrical angle that will be considered in Clarke/Park transforms. 
[17]. This component can be used to develop some electrical 
control strategies in MG inverters like: 

• Voltage control, where the input voltage of the inverter is 
measured because this corresponds to the output line-to-
line voltage. 

• Active/reactive power control, where the inverter injects 
active/reactive power for a better MG economic operation. 

• Droop control is based on voltage droop depending on 
active power/frequency droop increases, and reactive 
power decreases. 

 
Figure 10: (A) Reference vector components in αβ frame, and (B) in dq frame 

The article [17] presents a description of current control 
methods for microgrids, especially stand-alone and inverter-based 
networks. In addition, the control methods are compared 
presenting the characteristics, control objectives, and their 
advantages or disadvantages. Regardless of the electrical control 
chosen, an electrical connection to the grid can cause disturbances, 
therefore, an appropriate controller must be designed. 

Inverter controllers can be classified into classic and advanced. 
Within the classic control techniques, there is linear control, either 
by current or voltage, and hysteresis control, either by current or 
direct power, in the inverter. Furthermore, in advanced control 
techniques there is predictive control, either hysteresis-based, 
dead-band control, or model-based; intelligent control either by 
fuzzy logic, neural networks, or even a combination of both; and 
sliding mode control by voltage or current in the inverter. 

4. Modeling and Control Design 

4.1. MG Mathematical Modeling 

As mentioned above, the MG key component is the inverter, 
therefore, the DC-DC converter’s power stage will be only 
analyzed with the voltages and currents of interest, as shown in 
Figure 3. In the inverter output, the space vector voltage will be: 

 𝑣𝑣𝑏𝑏
→

= 𝑅𝑅𝐿𝐿𝑓𝑓𝑖𝑖𝑏𝑏
→

+ 𝐿𝐿𝑓𝑓
𝑑𝑑𝑚𝑚𝑏𝑏
→

𝑑𝑑𝑑𝑑
+ 𝑉𝑉𝑔𝑔

→
 (10) 

Applying the Clarke and Park transforms, the following 
rotational space vectors were obtained in the dq frame: vs, is, and 
Vg. These vectors contain an electric component with a rotational 
angle ϴg = ωgt = 2πfnt, to represent these expressions in the dq 
frame [18]: 

𝑣𝑣𝑏𝑏′
→

= 𝑣𝑣𝑏𝑏
→
𝑒𝑒−𝑗𝑗𝜃𝜃𝑔𝑔 = 𝑣𝑣𝑑𝑑 + 𝑗𝑗𝑣𝑣𝑞𝑞 

 𝑖𝑖𝑏𝑏′
→

= 𝑖𝑖𝑏𝑏
→
𝑒𝑒−𝑗𝑗𝜃𝜃𝑔𝑔 = 𝑖𝑖𝑑𝑑 + 𝑗𝑗𝑖𝑖𝑞𝑞 (11) 
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𝑉𝑉𝑔𝑔′
→

= 𝑉𝑉𝑔𝑔
→
𝑒𝑒−𝑗𝑗𝜃𝜃𝑔𝑔 = 𝑉𝑉𝑔𝑔𝑑𝑑 + 𝑗𝑗𝑉𝑉𝑔𝑔𝑞𝑞 

Then, the voltage space vector will be as (12) with its rotational 
components, and for MG dq modeling, the identity described in 
(13) shall be considered [18]. 

 𝑣𝑣𝑏𝑏′
→

= 𝑅𝑅𝐿𝐿𝑓𝑓𝑖𝑖𝑏𝑏′
→

+ 𝐿𝐿𝑓𝑓
𝑑𝑑𝑚𝑚𝑏𝑏′
→

𝑑𝑑𝑑𝑑
+ 𝑗𝑗𝜔𝜔𝑔𝑔𝐿𝐿𝐹𝐹𝑖𝑖𝑏𝑏′

→
+ 𝑉𝑉𝑔𝑔′

→
 (12) 

 𝑑𝑑𝑚𝑚𝑏𝑏′
→

𝑑𝑑𝑑𝑑
𝑒𝑒−𝑗𝑗𝜃𝜃𝑔𝑔 = 𝑑𝑑𝑚𝑚𝑏𝑏′

→

𝑑𝑑𝑑𝑑
+ 𝑗𝑗𝜔𝜔𝑔𝑔𝑖𝑖𝑏𝑏′

→
 (13) 

Considering a zero Vgq voltage, and based on the real and 
imaginary elements, the MG dynamic current models, in the dq 
frame, will be: 

 𝑣𝑣𝑑𝑑 = 𝑅𝑅𝐿𝐿𝑓𝑓𝑖𝑖𝑑𝑑 + 𝐿𝐿𝑓𝑓
𝑑𝑑𝑚𝑚𝑑𝑑
𝑑𝑑𝑑𝑑
− 𝜔𝜔𝑔𝑔𝐿𝐿𝑓𝑓𝑖𝑖𝑞𝑞 + 𝑉𝑉𝑔𝑔𝑑𝑑 (14) 

𝑣𝑣𝑞𝑞 = 𝑅𝑅𝐿𝐿𝑓𝑓𝑖𝑖𝑞𝑞 + 𝐿𝐿𝑓𝑓
𝑑𝑑𝑖𝑖𝑞𝑞
𝑑𝑑𝑑𝑑

+ 𝜔𝜔𝑔𝑔𝐿𝐿𝑓𝑓𝑖𝑖𝑑𝑑 

On the other hand, the relation between both the DC link power 
Pc, the grid power Pg and the load power PL is considered when 
considering energy conservation [18], and these powers are: 

 𝑣𝑣𝑑𝑑𝑑𝑑𝑖𝑖𝐷𝐷𝑑𝑑𝑑𝑑 = 3
2
𝑣𝑣𝑏𝑏
→

• 𝑖𝑖𝑏𝑏
→
− 𝑣𝑣𝑑𝑑𝑑𝑑𝑖𝑖𝑜𝑜 (15) 

In the DC link, the iCdc current will be: 

 𝑖𝑖𝐷𝐷𝑑𝑑𝑑𝑑 = 3
2𝑣𝑣𝑑𝑑𝑑𝑑

𝑣𝑣𝑏𝑏 •
→

𝑖𝑖𝑏𝑏
→
− 𝑖𝑖𝑜𝑜 = 𝐶𝐶𝐷𝐷𝐷𝐷

𝑑𝑑𝑣𝑣𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 (16) 

And finally, the MG dynamic voltage model in the dq frame 
will be: 

 𝑖𝑖𝐷𝐷𝑑𝑑𝑑𝑑 = 3
2𝑣𝑣𝑑𝑑𝑑𝑑

𝑣𝑣𝑏𝑏 •
→

𝑖𝑖𝑏𝑏
→
− 𝑖𝑖𝑜𝑜 = 𝐶𝐶𝐷𝐷𝐷𝐷

𝑑𝑑𝑣𝑣𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 (17) 

4.2. Digital Cascade Control in MGs 

This control strategy is appropriate because SVPWM is 
frequently performed in digital signal processors, whose outputs 
match the pulse signals for the IGBTs [19]. These devices rely on 
microprocessors that run at high frequencies, which are vital in the 
MG field for microprocessors to contain primary and secondary 
control systems [20]. 

The cascade feedback control structure is an effective way to 
control electrical drives and power converters. The inner loop 
controllers regulate the dq currents, while the outer loop controls 
the main desired variable, for instance, the MG voltage, 
active/reactive power, or mechanical speed in AC motors. The key 
to the success of cascade control lies in the difference between the 
time constants of both loops. The response time of dq currents will 
be much faster. 

For this control strategy works properly, some additional 
components must be included, such as analog to digital data 
converters, and vice versa, based on holding and sampling circuits. 
Zero-order holders (ZOH), which are utilized for voltage/current 

measurements and operate at a specific sampling time Ts [21], shall 
be included in digital cascade control schemes, as shown in Figure 
11. Additionally, a digital low-pass filter (DLPF) is used to reduce 
DC link voltage fluctuations. There is a digital Proportional-
Integral (PI) controller for the Iq with a null setpoint to give the 
least amount of reactive power, and the other digital PI controllers 
are connected in cascade to control Id internally and Vdc externally, 
this being the desired variable. 

For digital controllers’ tuning, in the case of Id, the signals 
influenced by Iq and Vgd will be disturbances, and for Iq, the signal 
influenced by Id is a disturbance. In contrast to that, for Vdc, the 
voltage mathematical model shall be simplified, and the voltage 
behavior will be stable, its component in d axis vd will be 
equivalent to the MG maximum voltage, in one phase, and the DC 
link current idc will be a disturbance. 

 

 
Figure 11: MG vdc voltage regulation with digital cascade control scheme [21] 

The transfer functions Id(s)/Vd*(s) and Iq(s)/Vq*(s) will be equal 
and depend on the RL filter components. Then, Id closed loop with 
a current controller Ci(z) will be connected in cascade with a 
voltage transfer function, and a voltage controller Cv(z). All these 
control loops are shown in Figure 12. 

 
Figure 12: Block diagrams for closed-loop control systems to regulate (A) Id, (B) 

Iq, and (C) Vdc 
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4.3. Predictive Cascade Control in MGs 

MBPC is model-based, good at predicting future events, and 
altering the current control strategy optimally, for this reason, 
MBPC is conducive for inverters since their model is crucial [21]. 
This strategy is simple and both SISO and MIMO systems can be 
managed. Other advantages of MBPC strategies over conventional 
control schemes are that they do not rely on average models, and 
inverter constraints like overcurrent can be considered while 
formulating the optimal control issue. 

In MG applications, MBPC is widely used. For example, in 
[22], a predictive control strategy is proposed by an MG model in 
two layers. The first layer is responsible for optimizing power 
dispatch and the second layer controls diesel generation. With this 
method, the weights of the prediction algorithm are also 
manipulated. Similarly, in [23] an electrical network formed by 
three MGs that cooperate by sharing their power flows is modeled. 
Control modeling is based on predictive control, which allows cost 
function optimization. In that article, the power exchange occurs 
minimizing the generation from the micro gas turbines. 

Figure 13 shows a cascade control scheme where MBPC is 
implemented, for dq currents regulation and an external digital PI 
controller for MG voltage regulation. In this case, the MBPC stage 
can be encapsulated as follows: 

• The current prediction process depends on six cases that 
correspond to the combinations of the inverter’s active 
vectors. The objective is to decrease the errors between the 
reference values and the present anticipated values, as 
described by [21]. 

 �𝛥𝛥𝐼𝐼𝑑𝑑𝑚𝑚 [𝑘𝑘 + 1] = 𝐼𝐼𝑑𝑑∗[𝑘𝑘] − 𝐼𝐼𝑑𝑑𝑚𝑚 [𝑘𝑘 + 1]� |
𝑚𝑚=1,...,6

 (18) 

�𝛥𝛥𝐼𝐼𝑞𝑞𝑚𝑚 [𝑘𝑘 + 1] = 𝐼𝐼𝑞𝑞∗[𝑘𝑘] − 𝐼𝐼𝑞𝑞𝑚𝑚 [𝑘𝑘 + 1]� |
𝑚𝑚=1,...,6

 

• The minimization of a dq current cost function J1 is applied 
from the dq currents error, and described by [21]: 

 �𝐽𝐽1𝑚𝑚 = �𝛥𝛥𝐼𝐼𝑑𝑑𝑚𝑚 [𝑘𝑘 + 1]� + �𝛥𝛥𝐼𝐼𝑞𝑞𝑚𝑚 [𝑘𝑘 + 1]�� |
𝑚𝑚=1,...,6

 (19) 

 
Figure 13: MG vdc voltage regulation with combined cascade control scheme: 

MBPC inner loop and digital outer loop [21] 

To design the MBPC controller, the dq current mathematical 
model, or its steady space model, must be discretized. Considering 
all calculated data and Vgd as a disturbance, the state matrixes 
indicated in (20) are obtained. Notably, this controller will manage 
a MIMO system with two inputs and two outputs. 

 
𝐴𝐴 = �

−
𝑅𝑅𝐿𝐿𝐿𝐿
𝐿𝐿𝐿𝐿

𝜔𝜔𝑔𝑔

−𝜔𝜔𝑔𝑔 −
𝑅𝑅𝐿𝐿𝐿𝐿
𝐿𝐿𝐿𝐿

� ;𝐵𝐵 = �

1
𝐿𝐿𝐿𝐿

0

0 1
𝐿𝐿𝐿𝐿

� ;

𝐶𝐶 = 𝐼𝐼2;𝐷𝐷 = 02,2

 (20) 

Another available cascade control topology applied in MGs 
can be obtained by replacing the external digital PI controller with 
an MBPC controller. This topology provides satisfactory results 
but requires a lot of computational loads, which several modern 
hardware is capable of supplying, while a few years ago this 
activity was feasible but overly expensive. 

Figure 14 shows a cascade control scheme where MBPC is 
implemented for dq currents control and MG voltage regulation. 
The model described by the simplified voltage transfer function 
detailed in Figure 12(C) was considered for designing the external 
MBPC controller, and the d-axis current loop was simplified as a 
unitary gain because the Id* reference is reached much faster than 
the MG voltage. 

Like the previous scheme, the MBPC stage for the outer loop 
can be summarized as the prediction process for vdc voltage to 
decrease voltage errors, and the minimization of a voltage cost 
function J2 defined by: 

 𝐽𝐽2 = |𝛥𝛥𝑣𝑣𝑑𝑑𝑑𝑑[𝑘𝑘 + 1]| = |𝑉𝑉𝑑𝑑𝑑𝑑∗ [𝑘𝑘] − 𝑣𝑣𝑑𝑑𝑑𝑑[𝑘𝑘 + 1]| (21) 

 
Figure 14: MG vdc voltage regulation with MBPC cascade control scheme 

5. Simulation Results 

5.1. MG Initial Stages Design 

In this paper, MG and its control were modeled and designed 
to feed a pumping system for agricultural irrigation in a rural area 
of El Triunfo, province of Guayas, which is situated in the coast 
region. In 2021, PV radiation had an annual mean value of 6 
kWh/m2 during the warmest period, in the coast area [24]. Figure 
15 illustrates the trend behavior of the PV radiation in this area, 

RLf

RLf

RLf

Lf

Lf

Lf

PLL
abc

dqSVPWM

abc
dq

Id Iq

Vd*

Vdc

vA* vC*vB*

CDC

Vq*
Predictive

Model

MBPC

+

Vdc

-

From
DC-DC

Converter

pulses

θ

θ

+ Vdc*

Iq* = 0
Id*

-

Cost Function
Minimization

PI

Vga

Vgb

Vgc

Electrical
Grid

LgRg

LgRg

LgRg

ZOH

DLPF

ZOHZOH

Two-level
Inverter

Grid
Filter

LfRLf

LfRLf

LfRLf

PLL
abc

dqSVPWM

abc
dq

Id Iq

Vd*

Vdc

vA* vC*vB*

ZOHZOH

Vq*
Predictive

Model
Cost Function
Minimization

MBPC

+

Vdc

-

From
DC-DC

Converter

pulses

θ

θ

CDC

ZOH

DLPF

Vdc*

Iq* = 0
Id*

Two-level
Inverter

Grid
Filter

Predictive
Model

Cost Function
Minimization

MBPC

Vga

Vgb

Vgc

Electrical
Grid

LgRg

LgRg

LgRg

http://www.astesj.com/


E.S. Gutiérrez et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 102-112 (2022) 

www.astesj.com     109 

and based on these data, the PV panel from the manufacturer AE 
SOLAR with P/N AE340SMM6-72 was chosen. 

 
Figure 15: PV data behavior of rural zone located in El Triunfo [24] 

The PV panels’ electric parameters must be chosen as a first 
step. These data are shown in Table 2 and were collected under 
standard test conditions, which are defined as being 1 kW/m2 of 
full solar noon irradiance at a standard temperature of 25°C, for 
each PV panel. 

By the size of the PV array, the product NSNP could be derived 
as (1) considering the MPP voltage/current values, considering that 
the MG power is 40 kW or the power of the PV array. In addition, 
NS was chosen to be 10 because it is needed that the PV array MPP 
voltage shall be close to a predefined reference voltage Vdc* of 650 
V, and NP would be 12 for reaching the MPP power of the PV 
array. According to these predetermined values, the PV array 
parameters are also indicated in Table 2. 

Table 2: PV Panel and PV Array Specifications 

Parameter PV Panel PV Array 
PMPP 340 W 40.81 kW 
VMPP 39.09 V 390.9 V 
IMPP 8.7 A 104.4 A 
VOC 46.94 V 469.4 V 
ISC 9.48 A 113.76 A 

 

For the system to be modeled, data from the subsequent stages 
must be determined in addition to the solar parameters. All 
gathered results shown in Table 3 were obtained for each indicated 
stage, where: 

• All boost DC-DC converter components were calculated 
according to (2–5), with a contemplated switching 
frequency fSW1 of 5 kHz. 

• MPPT P&O algorithm’s maximum value will be equivalent 
to the calculated D0. Other values were considered for the 
algorithm execution like the minimum duty cycle Dmin, the 
initial duty cycle Dinitial and the value for duty cycle 
increment/decrement ∆D. 

• A switching frequency fSW2 was set at 5 kHz for the inverter. 

• The specifications of the Ecuadorian electrical grid, which 
are the grid voltage Vn of 220 V and the grid frequency fn 
equal to 60 Hz, have been used to define the components of 
the RL filter as (8–9). 

• It has been considered that the grid impedance is 10 times 
less than the impedance of the RL filter. 

 

Table 3: Boost DC-DC Converter, MPPT, and Grid Filter Parameters 

Parameter Value 
D0 0.3986 
L 1.5227 mH 
CDC 1000 µF 
CPV 100 µF 
Dinitial 0.01 
Dmin 0 
∆D ±125x10–6 
Lf 0.9629 mH 
RLf 0.0241 Ω 
Lg 0.09629 mH 
Rg 0.00241 Ω 

 

These data will be helpful for offline and RT simulations in 
which a 5 kW three-phase RL load with power factor FP = 0.88 
will be connected after 1 s and disconnected after 2.5 s. The load 
connection and/or disconnection is to evaluate how well the 
controllers protect against disturbances while MG is operating. 

5.2. Digital Controllers Tuning 

Advantageously, the discrete transfer functions for Id and Iq are 
equal, and their inner dynamics depend on the RL filter calculated 
parameters. Therefore, for both cases, the digital PI controllers in 
inner loops for regulating currents will be the same. The selected 
gains for the Id current controller will be essential for voltage 
controller tuning which depends on the inner closed loop. In the 
controllers’ tuning process, the best values of proportional gain KP 
and integral gain KI for dq currents and the MG voltage are shown 
in Table 4 with a sampling time Ts of 10 µs. 

Table 4: Digital controllers’ parameters 

Parameter For Id / Iq For Vdc 
KP 0.0263 -0.0371 
KI 1.9738 -0.1803 

 

5.3. MBPC Controllers Design 

In this instance, the MBPC current controller is designed and 
simulated with the MATLAB mpcDesigner tool with the 
determined state matrixes of the dq current model, which are 
indicated in (22). A one-step prediction horizon Np of 10, a one-
step control horizon Nc of 2, and a sampling time Ts of 10 µs were 
considered. 

 𝐴𝐴 = � −25 377
−377 −25� ;𝐵𝐵 = �1038.5 0

0 1038.5� (22) 

With this sampling time, five tests were run to adjust digital PI 
controllers for vdc, and the best results came from using KP = -0.5 
and KI = -1. During this test, the shortest overshoot OS, and the 
fastest stabilization time TSS were achieved. This was developed in 
the cascade control scheme where digital PI control is in the inner 
loop, and the MBPC is outer. 

On the other hand, the MBPC voltage controller design for the 
cascade control scheme, where both loops are MBPC, was based 
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on the simplified voltage model. Both prediction and control 
horizons, Np and Nc, were the same as those used in the current 
control, as well as their sampling time. 

5.4. MPPT Control Performance 

Before running the simulation, it is necessary to enter 
additional parameters to complete the compilation of the PV array 
block, like the number of cells per module and the temperature 
coefficients, and fortunately, the manufacturer’s datasheet also 
presents these data. In this case, the selected PV panel has 72 cells 
per module. Besides, the temperature coefficients αIsc and βVoc, 
determine the variation of ISC and VOC as a function of temperature 
when the PV panel operates above the standard temperature of 
25°C. For the selected PV panel, the temperature coefficients αIsc 
and βVoc are 0.05%/ºC and -0.29%/ºC, respectively. 

To assess the MPPT controller's effectiveness, Figure 16 shows 
the PV array voltage, the output current, and the PV power 
delivered to the DC-DC converter. Notably, the PV array reaches 
the MPP because its electrical values oscillate around the MPP 
values listed previously, and even when the RL load is connected 
at t = 1s, the PV array keeps its operation around the MPP. It can 
be also observed that when the RL load is disconnected at t = 2.5 
s, there are no induced oscillations. 

 
Figure 16: PV array voltage, current, and power behaviors 

5.5. Controllers Evaluation in Offline Simulations 

In this section, the tests have been conducted with offline 
simulations, or simulations executed purely in software. To 
evaluate controllers, Figure 17 illustrates their performance and the 
behavior of MG voltage vdc around a predefined reference Vdc* 
equal to 650 V with the following results: 

• Initially, vdc reaches an OS equivalent to 2.31% over the 
reference, with a Tss ≈ 57.1ms when digital PI control was 
implemented. Then, when the RL load is connected, a 
voltage drop of 170 V appears, and vdc is stabilized almost 
equal to 0.83 s, after a dead time of 0.5 s, and when the RL 
load is disconnected, OS ≈ 53.97% and Tss ≈ 0.58s. 

• Instead, when the inner loop was executed with MBPC and 
the outer loop with digital PI control, vdc reached a higher 
OS ≈ 15%, with a Tss ≈ 150ms. Then, connecting the RL 
load, the voltage drop is less and equal to 56 V, TSS ≈ 0.33s, 
and there is no presence of any dead time, and after the RL 
load is disconnected, OS ≈ 7.47% and Tss ≈ 0.25s. 

• On the other hand, when cascade control was implemented 
with MBPC, vdc reached a higher OS almost equal to 19.4%, 
with Tss ≈ 30.27ms. Now when the RL load is connected, 
the voltage drop is 22.9 V and Tss ≈ 1.29ms, without dead 
time too, and after the RL load is disconnected, OS ≈ 1.06% 
and Tss ≈ 0.52s. Unfortunately, a steady-state error (ESS) 
appears when the RL load is connected, and the MG voltage 
could not reach the defined reference. 

 
Figure 17: DC voltage behavior with both cascade controllers (Offline simulation) 

Table 5 shows all the gathered ripple data present in Id, Iq, Vd, 
and Vq for each cascade control scheme during the time intervals, 
and it is noteworthy that the control actions during MBPC are 
larger, four times larger for dq currents and 73 times larger for dq 
voltages specifically, therefore faster responses are obtained. 
Table 5: DQ Currents/Voltages Ripples per Time Intervals (Offline Simulation) 

PI + PI 
Parameter 0 < t < 1s 1s < t < 2.5s t > 2.5s 
∆Id 16.44 A 15.71 A 16.82 A 
∆Iq 15.03 A 13.13 A 13.27 A 
∆Vd 0.44 V 0.43 V 0.42 V 
∆Vq 0.41 V 0.39 V 0.38 V 

PI + MBPC 
∆Id 47.6 A 44.26 A 46.95 A 
∆Iq 47.42 A 46.39 A 50.74 A 
∆Vd 21.43 V 27.22 V 23.04 V 
∆Vq 29.69 V 31.81 V 30.14 V 

MBPC + MBPC 
∆Id 38.93 A 36.63 A 40.03 A 
∆Iq 48. 91 A 45.06 A 50.8 A 
∆Vd 18.75 V 22.99 V 27.61 V 
∆Vq 29.07 V 26.54 V 29.33 V 

 

5.6. Controllers Evaluation in RT Simulations 

When a physical system and the CPU must operate similarly, 
deterministic answers must be guaranteed, and real hardware may 
even need to be connected in an interactive loop, RT simulation is 
required. 

Among the advantages of verifying RT implementations, RT 
testing allows redefinition and verification of control systems with 
hardware, continuous exploration of the flexible and scalable 
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platform, and investigation of complex, expensive, or dangerous 
scenarios that could be held in MGs. 

The RT concept can be implemented accurately within the 
constraints of each system, although sampling would be different 
for a mechanical system compared to an electrical system. These 
tests are performed using the sample time TS_CPU, which is the 
space between data processing. In this paper, it has been 
determined that this time is 50μs and that it is equal to all control 
sampling times. 

 Currently, ESPOL University has the necessary equipment to 
conduct R&D projects in advanced industrial and academic 
solutions for power electronics and power systems sectors. It has 
the RT-LAB platform with a 32-core OPAL-RT RT simulator, 
fully integrated with MATLAB/Simulink, one I/O processor based 
on the Xilinx VC707 Virtex-7 FPGA platform, and one power 
amplifier OMICRON CMS 356 to exchange voltage/current 
signals with protection relays, or other electronic devices. 

When running these RT simulations, the results tended to get 
even closer to Vdc*. To evaluate the same controllers, Figure 18 
illustrates their performance with the following results: 

• First, vdc stabilizes so fast that there is not an OS when 
digital PI control was implemented. Then, when the RL 
load connection, a voltage drop of 58.83 V appears, and an 
ESS equal to 45 V. When the RL load is disconnected, OS ≈ 
30% and Tss ≈ 0.5 s. 

• When the MBPC inner loop and the digital PI outer loop 
with, vdc stabilizes so fast that there is not an OS. Then, 
connecting the RL load, the voltage drop is less and 
equivalent to 56.7 V, vdc stabilized at 0.6 s, and there is no 
presence of any ESS, and after the RL load is disconnected, 
OS ≈ 8.8% and Tss ≈ 0.23s. 

• Finally, with the MBPC cascade control scheme, vdc 
reached an OS ≈ 5.38%, with an Ess ≈ 19.74 V. Then, with 
the RL load connection, the voltage drop is 12.22 V and 
Ess≈ 12 V, and with the disconnection of RL load, OS ≈ 
3.07% and Ess ≈ 10 V. 

Similarly, to offline simulations, all gathered ripple data 
present in Id, Iq, Vd, and Vq is shown in Table 6. The control actions 
with MBPC are larger, 3.8 times larger for dq currents and 75 times 
larger for dq voltages specifically. 

 
Figure 18: DC voltage behavior with both cascade controllers (RT simulation) 

Table 6: DQ Currents/Voltages Ripples per Time Intervals (RT Simulation) 

PI + PI 
Parameter 0 < t < 1s 1s < t < 2.5s t > 2.5s 
∆Id 37.1 A 26.45 A 39.28 A 
∆Iq 33.9 A 28.1 A 38.2 A 
∆Vd 1.02 V 1.02 V 0.87 V 
∆Vq 1.15 V 0.93 V 1.13 V 

PI + MBPC 
∆Id 125.7 A 115.51 A 123.41 A 
∆Iq 104.4 A 103.9 A 112.8 A 
∆Vd 99.31 V 93.24 V 98.64 V 
∆Vq 90.6 V 91.4 V 94 V 

MBPC + MBPC 
∆Id 129.75 A 118.03 A 135.55 A 
∆Iq 138.6 A 118 A 120.4 A 
∆Vd 103.07 V 95.92 V 107.15 V 
∆Vq 111.6 V 100.4 V 101.2 V 

 

6. Conclusion and Further Results 

After the performance evaluation of the MG, the correct 
choice of electrical components has a significant role, because the 
PV system’s mathematical modeling and the design premises of 
controllers depend on them. In the case of a component changes 
value, for example, the operating frequency of the electrical grid, 
or the Vdc* voltage setpoint, a robust control must be implemented. 
Even all switching frequencies shall be kept constant. 

This article shows that vdc is stabilized using various control 
techniques (PI + PI, PI + MBPC, and MBPC + MBPC), both in 
the inner loop and in the outer loop. Although vdc is similarly 
stabilized using the mentioned control techniques, PI + MBPC 
cascade control has the best performance. Due to variations in the 
RL load, it was observed that the voltage spikes are acceptable 
compared to those that occur when using the other cascade control 
schemes used and do not produce steady-state voltage errors. 

Offline simulations and real-times simulations are presented 
to validate the effectiveness of the proposed control strategies. 

The studied case shows that it would be achievable to connect 
a 7.5 kW three-phase motor for farm irrigation. It is recommended 
that this load shall be a maximum of 15% of the MG-rated power.  

In the case of digital control systems, it is suggested that PI 
controllers be used instead of PID (Proportional-Integral-
Derivative) controllers, as their design is simpler and provides 
considerable performance. Additionally, cost savings may be 
realized in some cases when it is desirable to integrate hardware 
in the control loop. 

For the MBPC design, it is a good practical idea to select an 
initial prediction horizon Np and maintain it constantly while 
modifying other settings, such as cost function weights. Np should 
not exceed 50, except when the sampling time of the controller is 
extremely small, and a little control horizon Nc. Thus, quadratic 
programming calculates fewer variables in each control interval, 
promoting faster current controller computations. 
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The MPPT algorithm with the P&O technique, and the 
SVPWM stage which generates the IGBT pulses, can be 
implemented in an FPGA. An FPGA-in-the-loop simulation can 
be conducted using the RT simulator. With this scenario, the use 
of MATLAB/Simulink for any current HDL code allows 
performing MG tests even with a real cascade controller. 
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In recent years, people-counting problems have increased in popularity, especially in crowded
indoor spaces, e.g., public transport. In peak hours, trains move significant numbers of
passengers, producing delays and inconveniences for their users. Therefore, analysing how
people use public transport is essential to solving this problem. The current analysis estimates
how many people are inside a train station by using the number of people entering and leaving
the ticket gates or estimating the train occupancy based on conventional CCTV cameras.
However, this information is insufficient for knowing the train occupancy. The required data
includes vehicle usage: how many people enter or leave a vehicle or which door is the most
used. This paper presents a solution to the stated problem based on a multi-object tracker with
a sequential visual appearance predictor and a line-based counting strategy to analyse each
passenger’s trajectory using an overhead fisheye camera. The camera selection inside the train
was made after profoundly studying the railway environment. The method proposes a module
to compute the total train occupancy. The solution is robust against occlusions thanks to the
selected tracker and the fisheye camera field of view. This work shows a proof of concept dataset
containing pseudo-real case scenarios of people’s affluence in train doors recorded by fisheye
cameras. Its purpose is to prove the system’s functionality in these scenarios. The proposed
approach achieved an overall accuracy of counting people getting on and off of 90.78% in the
pseudo-real dataset, proving that this approach is valid.

1 Introduction

In the context of security surveillance, people counting is one of
the most interesting tasks in analysing crowds. Although it seems
like a simple task, when the crowd density is high, the number
of occlusions increases the problem’s complexity. During the last
few years, this problem has risen significantly in the security field
because it allows estimating the number of people in a room, thus
limiting access to it. However, people-counting algorithms are also
used in outside environments to estimate the number of pedestrians
in a specific area.

There are two main circumstances where it is practical to count
people in an area. The first one is in an outdoor space, where it is
usual to use a CCTV camera on a building wall to overlook pedes-
trians. This case and the technologies related to it are called crowd
counting. For this purpose, it is common to use crowd-density
approaches. They behave exceptionally well when dealing with a
highly dense crowd. On the contrary, they do not work well with
small groups of people, where an error of a single person can mean

a significant change in accuracy.

This paper is an extension of the work initially presented at
the IEEE International Conference on Advanced Video and Signal-
Based Surveillance [1]. In this case, the multi-object tracker analy-
ses the people’s trajectory to count the number of passengers inside
a train. Even though the experiments were held in a train-related
environment, the offered solution can work in situations where there
is a need to count people crossing a narrow space and a limited
height to locate the camera. Examples of this may include building
doors (banks, shopping centres, stadiums, companies, etc.), other
transport (buses) or multitudinous events (festivals, sports events,
etc.).

As the objective is to count the number of people inside the
train and analyse the influx of people using it, the crowd density
approaches are not accurate enough, so other options are considered.
The second case is an indoor area CCTV or fisheye cameras. The
choice of the camera will depend on the characteristics of the room.
Another approach is to know the flow of people getting in and out of
a room, especially if there are multiple doors in an area that a single
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camera can not cover. In this case, it is common to use flow-based
or detection-based methods to track the people.

In the context of a train, there is a very particular situation;
people can only get on and off at train stops. This means that to
know the number of people on the train, it is not necessary to count
the number of people at all times, just at the train stops.

Another condition to be considered is that, on a train, it is com-
mon to find people blocking the door or entering and stopping in the
middle of the door. This causes more occlusions and can generate
counting errors if the chosen method is not prepared for having a
person at the edge of the door.

The next encountered challenge was choosing the counting
method. For this, the strategy used is based on route estimation, thus
being possible to conclude whether people enter or leave through
the door. A multitracking method with a flow door counting strategy
has been chosen. All the people in the scene are tracked. And
the method can add those who are entering and leaving. So the
passenger flow is calculated by comparing the number of people
crossing the train door.

Another important point to tackle this issue is the study of the
different cameras that could be used. The study was conducted to
have the best possible view of the door at the time of entry and exit
to ease the video analysis.

The camera that best suited all of the needs was the overhead
fisheye camera, as explained in more detail in Section 3. However,
using a fisheye camera entails solving a problem of distortion in the
shape of people. It is especially challenging at the train’s entrance,
as it is common to find a different height between the train and
the station. That step causes an acceleration in the person’s move-
ment through the camera, exacerbated by the camera’s distortion.
This causes tracking methods based on movement modelling to lose
some targets as the complexity of the target’s movement increases
in this situation.

Given this, the best-suited tracking method is the one that uses
visual appearance to aid in the tracking, but it also needs to be robust
against the distortion of the cameras. For the detection and tracking
of people, the online multi-object tracking approach with an affinity
model from previous work [1] is proposed.

This method is based on FairMOT [2]. Still, the addition of the
affinity model has been inspired to deal with the visual appearance
transformation of the object while it goes through the camera’s field
of view. This method will allow accurate tracking of people on the
scene, as it is fully prepared to deal with the deformation caused by
the fisheye cameras.

The model uses a convolutional LSTM encoder-decoder ar-
chitecture to learn the space-time transformation metric between
consecutive re-ID embeddings extracted from the object trajectory.
This allows obtaining the next re-ID embedding by considering
the long-term appearance information. Furthermore, the tracking
algorithm can also handle temporal occlusions in video sequences
by feeding back predicted re-ID embeddings into the affinity model.

With the contributions of this work, four problems are solved:

1. Camera positioning and type of camera. After realising a syn-
thetic simulation-based analysis, an overhead fisheye camera
is selected to be installed inside the train.

2. The addition of the visual modelling for the tracking to help

the Kalman filter with the issues caused by the distortion of
the fisheye camera.

3. Problems caused by the coach step and the train’s environ-
ment. Solved by the visual appearance-based tracker.

4. Counting people method. The solution is based on all train
doors’ flow using the tracking results and a counting line.

The report is organised as follows. Section 1 is the current in-
troduction followed by the related work (section 2). This section
studies different avant-garde methods to count people based on esti-
mating via area occupancy or trajectory analysis. Additionally, it
inspects various people-tracking solutions. Section 3 analyses the
railway environment, i.e., it considers the different types and set-
tings of the cameras inside a train car and selects the best option for
people counting. Section 4 describes the approach chosen to count
people inside a train based on overhead fisheye cameras and the
passenger’s trajectory. It explores the main stages of the counting
people solution, detection, tracking, flow control and occupancy
computation. Section 5 presents the obtained results. For this pur-
pose, it first introduces the used datasets for performance evaluation.
Straightaway the experimental and global results are given along
with a comparison with state-of-the-art works. Section 6 is the con-
clusion. Here the results are discussed, and conclusions about the
people-counting solution are presented. The future work, section 7,
describes conceivable improvements and suggestions. Lastly, some
acknowledgements for APPRAISE European project are given in
Section 8.

2 Related work
As the main method of this article specialises in trajectory-based
people counting, this section will first analyse previous SOTA work
on occupancy, detection, and trajectory analysis. And it will also
present different tracking methods from the SOTA.

2.1 Area occupancy

During the first months of the COVID-19 pandemic, occupancy
problems raised their importance as it was essential to prevent dis-
ease transmission in closed environments. The main objective was
to know how many people were inside an area at a particular mo-
ment. These methods are divided into object-detection or density
map-based methods. Each person is detected in the first case, while
a general estimation is done in the second.

2.1.1 Object based

The approach proposed in [3] uses an overhead video camera. They
transform each video frame into a grey-scale picture and subtract
the background using the empty scene knowledge. Once verified
that the tracked object is a person, they keep track of it, knowing if
the person is inside the area.

Another option is the one proposed in [4], where a thermal cam-
era was used to obtain the semantic segmentation for the human.
After that, they use a classification model using Adaptive Boosting
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(AdaBoost) and a regression model using a shallow neural network
to estimate the occupancy.

2.1.2 Density map based

When the pedestrians’ density is high, the number of occlusions is
also high, and person detection is almost impossible.

In these cases, state of the art is to use methods that estimate
a density map and calculate its integral, obtaining the number of
objects in the image as [5]–[7]. Also, some ”density map” based
strategies focus on the most visible part of a human in a crowd, the
head, reducing the occlusion effect. The approach made in [8] not
only estimates the number of people in a group but localises them
with a point in the middle of their heads. They propose a new metric
to achieve high localisation errors and counting performances called
density Normalised Average Precision (nAP).

2.2 Trajectory analysis

These methods use different strategies to know how many people
have entered or left a room. They are divided into image-based or
non-image-based methods.

2.2.1 Image based methods

One of the image-based methods is to use a multi-object tracker and
analyse the trajectory to count how many people have entered or
left a room, as the authors do in [9]. They use a line as a frontier
between the inside and the outside of the train. They focus on head
detection using a standard overhead camera placed on a train plat-
form roof over the train’s door. This method is based on a detector
and tracker. Once the trajectory is known, the counting module
verifies if the person has crossed the limit line. If the person crosses
the line, the counting method checks the direction to determine if
the person is entering or leaving the train.

Another similar approach is [10], which tracks heads and uses
a frontier line to count people. Their contribution is the analysis
of the reference line’s height. Alternatively, it is possible to use a
region of the image to do the tracking as in [11].

There are different methods to analyse the trajectory. The ap-
proach proposed in [12] uses multiple independent lines for counting
people. Each line counts the number of people crossing without
analysing the direction, just the number of people crossing the lines.

Other methods like [13] propose a strategy that obtains the di-
rection of the trajectories generated by the tracker by computing the
angle between the position of the mass centre in the actual frame
and its position in a previous frame. In [14], they propose a method
consisting of two lines that define an Area of Interest that the person
has to cross to be counted. In this case, the direction is determined
by which line was crossed first.

In [15], the author defines a Region of Interest (ROI) where
they track the objects and obtain the direction by looking at the
increasing or decreasing of the y-axis coordinate of the mass centre.

2.2.2 Non image based methods

Some approaches do not use RGB cameras, such as [16], where they
use an infrared array sensor. The sensor is equipped with a wide-

angle lens that covers 110º and 75º on each axis, so, if the sensor
is placed on the ceiling at 2.6m the sensor will cover 6x3.2meters.
The method allows one to count and locate the person in each frame
with a margin of 0.3 meters. The dataset used contained data from
up to three people simultaneously.

Another method was proposed in [17] using two infrared sensors
located at a distance of 15 cm between them. The idea is to use a
device that counts how many people have passed through a door.
Depending on which IR detect the object first, it is possible to know
the direction of that object. This method works with environments
that assure that only one person is crossing that door, for example,
at ticket gates.

2.3 Tracking

A tracker is needed to be able to analyse the trajectories of people,
so different options for tracking were studied. Multi-object tracking
approaches are typically categorised into offline and online methods.
Offline methods can use all frames in a sequence (present, past and
future), whereas online methods only use past and current frames
for inference. So the only option to analyse people’s trajectory
currently getting in or out of the train is to use online methods.

Online methods frequently use the tracking-by-detection ap-
proach [18, 19]. In order to connect tracklets or detections between
frames, recent online multi-object tracking systems use an affinity
model in the data association step. Using pairwise affinity ratings,
affinity models attempt to account for occlusions and changes in
appearance. These methods can be divided into two categories:
(i) robust and discriminant re-ID embeddings-based methods and
(ii) sophisticated scoring functions-based methods. For the first,
siamese or triplet networks are frequently suggested, as appearance
cues are essential. The first approach introduced by [20] proposes a
combination of the standard region loss with a triplet loss for max-
imising and minimising the distance between similar and dissimilar
identities. In [21], authors propose deep collaborative reinforcement
learning under a unified network.

Sophisticated scoring functions-based methods simultaneously
output detected objects and their associated re-ID embeddings, and
they focus the attention on an affinity metric design. In [22], a
siamese network is explicitly designed to estimate the affinity be-
tween the detections by adding the object’s appearance. In [23],
a quadruplet loss is proposed to emphasise both the object’s ap-
pearance and its temporal proximity. A more recent proposal is the
UMA triplet network, proposed in [24] to learn the single object
tracking and affinity prediction tasks simultaneously, creating a
unified multi-task learning framework.

Regardless of the approach, it should be noted that all of these al-
gorithms only consider short-term temporal appearance information
between successive frames. By teaching an appearance transforma-
tion metric, our approach promotes the use of long-term temporal
appearance information.

3 Railway environment
Passenger counting in train carriages is a very characteristic prob-
lem, as people can only enter and exit at train stops. They also move
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Figure 1: Schema for CCTV use.

together in groups, cross paths, wait at the door until it opens, and
move all together at once. Therefore, different situations should be
analysed, not only for choosing the best counting strategy but also
for setting up the proper type of camera in the correct position to
make this task less challenging.

It is important to note that, at certain times of the day, the density
of people inside the train can be very high. This implies that the
chosen method must be able to operate with a high number of simul-
taneous objects. In addition, the space inside a coach is minimal,
implying that there will be many occlusions. Consequently, finding
a counting method that works with high and low densities will be
necessary.

While the train is moving, monitoring or tracking people is not
necessary, as the train doors are closed, meaning there is no change
in the influx of people. Therefore, the trajectory analysis of the
users is only necessary when the train stops and the doors to the
train open.

As stated before, there is a flow of passengers between carriages
in a train, and there is an increased number of occlusions in situa-
tions of high occupancy. It would be necessary to count the number
of people changing carriages to know the total count in each car-
riage. The door between carriages is an extra door, which implies a
higher number of cameras.

Finally, it is essential to note that it is not necessary to strictly
keep each person’s ID throughout their journey. It is only needed
during their entry or exit of the train, as the objective is to count
entries and exits of the carriage through the door. Therefore, consid-
ering all this, the number of people will be controlled by focusing
on door analysis. To know the total number of people inside the
train, counting the number of people entering and exiting at each
door is enough. Each door can be analysed separately and then
added or subtracted from the people that joined or left the train.

It is crucial to select the best type of camera and its position
to make the task easier. So we deeply analysed the possible cam-
era positions and configurations in the wagon to choose the most
appropriate for our study.

3.1 Explored camera configurations

It was decided to perform a study based on synthetic simulations
to represent the most common and problematic situations in access
to a train car. All these simulations were performed with different
camera configurations inside the train. Outside will produce more
useless tracking due to the people walking near the train but not
going in or out. The most representative of which are shown here.

3.1.1 Train’s CCTV camera

The first approach is using the CCTV cameras that are already avail-
able on the train. For security reasons, these cameras are angled, so
the two front doors are checked, and the actions of users are seen
to be able to act in case of an emergency, robbery, etc. The layout
schematic of the cameras’ positions in the coach can be seen in
Figure 1.

To check the type of images that would be obtained by this type
and the position of the camera, some 3D simulations were carried
out. The simulated situations were (i) an empty train with one per-
son entering, (ii) a train with a certain number of passengers already
in and a group of people entering through the door.

In the situation where only one passenger is entering, Figure 2,
they can be easily monitored. Through analysing images, it is easy
to know whether the target is inside or not using this camera.

Figure 2: Example of a CCTV image.

In the second case, Figure 3, there is a greater number of oc-
clusions. Passengers already on the train may occlude the entering
people, depending on the distribution of the passengers. If rush hour
images were analysed, where the train is almost fully packed before
people enter, door visibility would be lost.

Figure 3: Example of a crowded space captured by a CCTV camera.

However, at the moment the group enters the carriage, it is not
possible to differentiate whether the passengers in the back have
already entered the train or not. There is no visibility of the people
in the back of the group. Occlusions with this view will be a big
problem, so the position and type of camera must be changed to get
a more suitable angle of vision.
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Figure 4: Schema for overhead camera use.

3.1.2 Standard overhead camera

The use of overhead cameras positioned over the doors is considered
next. The exact position of the camera is inside the roof of the coach
instead of directly above the door, as cameras can not be placed
where the door’s mechanism is. This means the camera is slightly
displaced towards the inside of the carriage. This position also has
the advantage of having the camera at a higher altitude to get a wider
field of view of the scene. This kind of view can allow seeing the
heads of every person going through the door, reducing the number
of occlusions, and it is easier to extract the passenger’s position with
respect to the door. A schematic representing the distribution of the
cameras can be seen in Figure 4.

The number of cameras is doubled with respect to the previous
case, as there is one camera per door.

Figure 5 illustrates a situation where a single person enters the
train. The placement of the camera allows for complete visualisa-
tion of the passenger. Having complete visibility of the door line
allows for distinguishing whether people entered the train or not.
However, the field of vision is relatively small, and we can only see
the lower part of the door, but the middle and upper parts are not
visible. Moreover, the field of view may not be enough to see the
entire door if the door is wider or with a lower ceiling.

Figure 5: Example of an overhead camera.

For the second case, in Figure 6, it can be observed that the
passengers already in the carriage do not generate any occlusion, as
most of them are not visible. Passengers entering the carriage do
not occlude each other either, but due to the limited field of vision,
we have fewer frames to analyse the trajectory of the passengers.

Figure 6: Example of a crowded space captured by an overhead camera.

3.1.3 Fisheye overhead camera

An overhead camera allows a better perspective of the passengers’
flow through the door. But this solution with a standard camera has
a narrow field of view. So, the fisheye camera has been proposed
to solve the lack of visibility. The placement is the same as in the
previous case (Figure 4), but omnidirectional 180º field of view
cameras are used in this one.

Figure 7 illustrates the first experiment, where the person is
completely visible. In addition, the image shows a more extensive
area inside and outside the train compared to a regular overhead
camera. Seeing a larger area of the outside and the coach allows us
to analyse the trajectory of the passengers more robustly, as there
are more frames where they are visible.

Figure 7: Example of a fisheye overhead camera.

In the second experiment (Figure 8), it can be observed that,
similarly to previous cases, occlusions only appear in the case of
the group entering the door when they are away from it. At the
moment of getting in or out of the carriage, there are no occlusions,
although the height of both the person and the camera will affect
the perceived distortion.

It should be noted that the camera can only count correctly at
the door below the camera, as there will be many occlusions at the
opposite door. Hence one camera per door is needed.

Figure 8: Example of a crowded space captured by a fisheye overhead camera.
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Figure 9: Overview of our overall approach.

3.2 Final configuration of the cameras

The first conclusion is that the camera must be above the door to
have a good perspective. Otherwise, the door area is occluded, and
the solution can not accurately analyse if a person has boarded or
left the train in areas close to the door.

Secondly, after comparing the different types of cameras, it is
concluded that both overhead camera options are suitable for the
task. As the height of the train ceiling limits the camera location, the
best option is to use a fisheye camera to obtain an omnidirectional
view, even though the image will be distorted. This camera con-
figuration allows greater flexibility when analysing each person’s
trajectory since they appear in a more significant number of frames.

In conclusion, the final configuration of our cameras is the one
in Figure 4, using overhead fisheye cameras next to each train door.

4 Selected Approach

This section proposes a method to count people inside a train based
on overhead fisheye cameras and the passenger’s trajectory. Figure
9 shows the schema related to the method.

Both detection and tracking modules are the same as in our
previous paper [1], specifically designed to track objects in videos
recorded by omnidirectional cameras like the ones in this work. It
relies on two main steps for each frame: (i) the detection of the
object instances and (ii) the matching of detections to their corre-
sponding tracklets. Once the tracking stage is done, the next step is
the counting strategy for each door, where we know the passengers’
transit over each doorway. The last step is to count the total number
of passengers on the train.

4.1 Detection stage

In keeping with the prior work, the detection pipeline is based on
the FairMOT object detection work [2]. This paper’s solution uses
a network structure which consists of two homogeneous branches
to detect the objects and obtain re-ID embeddings in a single step.
These embeddings are the feature vector of the detected object,
which should ideally give us a smaller distance between the detec-
tions of the same object and maximise the space to the other things.
For this, the detection network has a convolutional layer with 128

kernels that extract the re-ID features, explained with further detail
in the FairMOT work [2].

The essential advantage of this network is that because it does
not prioritise object detection over re-ID, the features in the output
are ideal for both detection and recognition tasks. Although their
work is based on DeepSORT [25], the authors present the results.

4.2 Tracking stage

The structure of this stage can be seen in Figure 10. Notably, the
processing pipeline is as follows. Periodically, for each time instant
t, any detected object in the scene is represented by {ci

t, r
i
t, e

i
t}, where

ci
t is the object class, ri

t represents the bounding box coordinates
{xi

t, y
i
t,w

i
t, h

i
t} and ei

t is the visual appearance representation of the
object, known as re-ID embedding. The bounding box coordinates
are given in MOT format [26]; (x,y) represent the top left point of
the bounding box, and w and h are the width and height.

Then, depending on the detections in the first frame, a set of
tracklets is initialised. As new items enter the scene and new track-
lets are created, we continue to associate detections with the scene’s
existing tracklets for consecutive frames. In the association step,
both motion (m) and affinity (a) models are used to calculate the
pairwise matching scores sm

i j and sa
i j for every detected object i with

every object that has previously been tracked j across successive
time instances. A final score sg

i j is calculated by a global scoring
function that combines sm

i j and sa
i j scores.

As noted earlier, to link detections with active tracklets, we com-
bine a motion model and an affinity model. This post-processing
step is based on DeepSORT [25]. We contribute to this phase by
having a single network to predict the embeddings necessary to link
active tracklets and detections. As we shall demonstrate in Section
5, the features our network learns are more robust than those of the
re-ID module of DeepSORT. Our visual appearance transformation
network also learns the appearance evolution over time and esti-
mates the embedding in the next frame once we get the embeddings
from detections.

To estimate where the future tracklets will be, the motion model
combines a constant velocity model and the Kalman Filter [27].
The scores sm

i j are computed by utilising the squared Mahalanobis
distance [28] to calculate the proximity between the predicted and
detected bounding boxes. Finally, the unlikely matches are ruled
out by thresholding the inverse chi distribution to a 95% confidence
interval. In a similar process, the scores sa

i j are computed utilising
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Figure 10: Overview of our online multi-object tracking approach.

the cosine distance to link the visual appearance information be-
tween the predicted and detected re-ID embeddings, all of which are
based on DeepSORT [25]. The sequential visual appearance trans-
formation network outputs the predicted embeddings online. Finally,
using the following equation [25], we combine both distances:

sg
i j = λsm

i j + (1 − λ)sa
i j (1)

where the parameter λ is utilised to balance the impact of the motion
and affinity models.

After obtaining the confusion matrix that describes the dis-
tances between detections and tracklets, we utilise the Jonker-
Volgenant [29] implementation of the linear assignment problem
(LAP) algorithm to match pairings that minimise the overall dis-
tance. This is a faster implementation of the Hungarian method
for LAP. We save a pool of potential active tracks that we keep for
n frames when none of the current detections can be matched to
them. Although our method is quite similar to DeepSORT [25],
we maintain both the new and lost tracks until we get a matching
detection for 30 frames. For both new and lost tracks, the number
of frames is the same (30). Once the target is detected again, we
ought to be able to match it to one of the active tracks visually.

It is crucial to balance the effects of the Kalman and the re-ID
embeddings when matching detections with tracks to get accurate
results, When examining the image, the Kalman filter can effectively
track the targets. Nonetheless, due to the camera’s distortion, its
constant velocity model causes some problems. The camera is cen-
tred on the door, the main area of interest, but that part of the camera
is the one that suffers from the highest deformation. This means
the target appears to move faster in the central part of the image,
so constant velocity can not be assumed. The visual appearance
allows us to obtain robustness against occlusions, especially against
the high deformation in the door, where we want to know if the
passenger is coming into or leaving the train.

4.2.1 Sequential visual appearance transformation network

The importance of this model comes from the cameras and envi-
ronment in which we are developing this work. In the sequence in
Figure 11a we can observe the deformation suffered by two people
due to the step at the train’s entrance. The deformation is more
significant when the target is closer to the camera. The height dif-
ference created by the step changes the visual appearance of people

more than under normal circumstances. We can see in Figure 11b
the deformation in a regular fisheye image taken from the HABBOF
[30] public dataset.

In both cases, the people in the sequence have taken only two
steps and walked roughly the same distance. But if we look at
the person with the green shirt on the right side of the image in
Figure 11a, they seem to have moved a lot, and their appearance has
changed more when compared to the person in the striped sweatshirt
in the right side of the image in Figure 11b.

(a) Position variation by walking on the step.

(b) Position variation by walking on a flat floor.

Figure 11: Compare movement distance due to step

This is the main reason why the visual appearance transforma-
tion network is beneficial to model better the change in the person’s
appearance. The change in appearance is so significant that simply
using the embeddings is not enough. We need a dedicated model
that learns the visual transformation. On the other hand, we already
mentioned that the Kalman filter is not robust enough in this situa-
tion. However, it’s not only because the main area of interest is the
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central part of the image. The step between the train and the ground
magnifies the ”acceleration” effect. Due to the distortion and the
step in the door, our main area of interest, the target’s velocity in
the image is far from constant when getting in or out of the train.

Now, let us explain the architecture of the proposed network,
which we maintained from the previous work. We are working
with time data; thus, it makes sense to think about using a recurrent
neural network (RNN). RNNs have an internal state known as the
hidden state that holds the data relevant to what has been seen, and
they sequentially process the new input data to maintain track of the
temporal information.

Our sequential visual appearance transformation network has
an encoder-decoder structure of deep convolutional long short-term
memory (convLSTM) architectures [31]. We can see a graphical
representation of a single cell in Figure 12.

Figure 12: ConvLSTM with an encoder-decoder structure.

As noted, both the encoder and decoder parts are represented
by a convLSTM cell. The convLSTM decoder uses the convLSTM
encoder’s hidden states as its hidden states. The suggested network
may be implemented by iteratively concatenating many encoder-
decoder structures. We decide to utilise convLSTM since it provides
a method for transferring information across sequences. This keeps
track of the appearance information for later and stops earlier signals
from progressively vanishing. [32]. For this, the encoder captures
the context of the visual appearance information, represented by our
re-ID embeddings, summarising the previous states of the object
trajectory. Conversely, the decoder uses the sequential accumulated
transformation, in this instance, the anticipated re-ID embedding
for the current frame, to generate the future object appearance.

Using ground truth object sequences, we learn the offline trans-
formation of the visual appearance. We produce a set of re-ID em-
beddings ei

gt, j for each object identity i that are taken from ground
truth detections of the object trajectory. For every ei

gt, j, we infer
the predicted re-ID embedding ei

p, j by using the proposed network.
Finally, we compute the affinity loss as follows:

Laffinity = 1 − |
1
N

N∑
i=1

Dc(ei
p, j, e

i
gt, j)| (2)

where Dc represents the cosine distance and N is the batch size.
We split the ground truth trajectories into sub-trajectories with a

single length j because the length of the ground truth trajectories is
unequal. As a result, we can do the training in batch mode.

4.3 Counting strategy for flow control

Once explained how people are tracked during training, the follow-
ing section describes how counting people is done. For this purpose,
two main factors are taken into account. Firstly, the position and
effect of the fisheye camera and how this affects the appearance of
people in the image and, therefore, the selection of an appropriate
reference point for a person. And, secondly, the logic behind the
people counting module.

4.3.1 Fisheye camera effect

Fisheye cameras generate large deformations in objects as they
move through space, as explained in section 4.2.1. They specifically
produce barrel distortion (Figure 13a), which has more effect at the
wide-angle end of the range of the image. The deformation may
cause difficulties in developing a good people-counting strategy. So
selecting a suitable reference point for a person to identify when he
has entered or left a train door is key to obtaining a high hit rate.

Just in the centre of the image of a fisheye camera, an object’s
appearance will be the least deformed. This can be seen in Figure
13a: the squares located in the middle of the image have no dis-
tortion, while the extremes of the image suffer a great distortion.
In a real case of a person crossing the door line, only their head
and shoulders will be visible in the centre of an image, with no
distortion. (Figure 13b).

(a) Barrel distortion [33] (b) Overhead fisheye image with the
person above the camera, and camera
in line with the door.

Figure 13: Fisheye camera distortion

Figure 14: Simulation of an overhead fisheye camera in line with the door. Left:
Person approaching the door. Centre: Person below the camera and above the door
line. Right: Person walking away from the door.
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When an object is further from the centre, the object’s image
suffers more deformation. For a person, once they are walking away
from the camera’s centre point, their entire body will appear in the
image as long as there are no occlusions. An example can be seen in
the left and right images from Figure 14. So the distortion is related
to the object’s position or person respective to the camera.

Ideally, the best place to locate the camera and detect peoples’
positions would be just above the limit line; in this case, the train
door axis, as shown in Figure 14. Using the central point of the
bounding box would work perfectly as a reference point for the
person’s position. However, the camera is placed inside the train
because of design and structural reasons. Therefore, placing the
fisheye camera outside the door axis results in a person’s appearance
distortion. This makes it somewhat more complicated to define its
reference point and to know whether a person is inside or outside
the carriage in borderline situations, as in Figure 15. Moreover, this
distortion is even increased by some trains’ steps that may have at
the doors.

Figure 15: Simulation of an overhead fisheye camera inside the train. Left: Person
approaching the door. Centre: Person just above the door line. Right: Person
walking away from the door.

The position variation of an object with a constant height mov-
ing towards or away from the centre of an overhead fisheye camera
is different for the highest and lowest part of the object. This means
that when an overhead camera captures the movement of a person,
the head’s location suffers more variation than the feet’ location.
For example, in Figure 16 the variation of the head doubles the
variation of the feet of the person.

Figure 16: Deformation of top and bottom parts of an object moving in a fisheye
camera. In this case, the person’s head suffers more variation than the feet.

Usually, with standard CCTV cameras, it is common to use the
bounding box centre or the person’s head as a reference point, as
the head is the most visible part. However, based on the problems
stated before, with this camera configuration, the most suitable ref-

erence for defining the position of a person is their feet. As for
the bounding box, the selected reference point is the upper-centred
point related to the feet. Figure 17 shows the entering and exiting
conditions picking the feet, located in the upper-centred point of
the bounding box, as a reference point to consider that a person has
crossed the door line axis.

While entering the train door (Figure 17a) the person is first en-
tirely outside the train. The right image shows that most of the body
appears outside the train, but the feet are inside. That means that
the person has entered the train. This happens due to the previously
explained distortion that depends on the height of an object. While
exiting the train (Figure 17b) the left image shows that most of the
body is outside the train, but is not considered that the person has
left the train until the feet are out of it. This condition is fulfilled
in the right image, where the feet are finally outside the train door
limit.

(a) Entering condition

(b) Exiting condition

Figure 17: Entering and exiting conditions of a person through a train door (The
train door limit is the yellow line).

This way, if a person is standing right at the door’s limit, even
if their body’s bounding box is mostly outside the train, the person
will be considered inside the train, as in Figure 18.

Figure 18: Example of a person standing right under the door.

www.astesj.com 121

http://www.astesj.com


J. Calle et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 113-128 (2022)

4.3.2 Counting logic

The counting logic is based on the state-of-the-art of [34]. The main
idea is to determine a line and count how many people have crossed
it in each direction. The line is defined as a horizontal line in the
centre of the image.

To determine if an object has crossed a limit line, the author of
the paper mentioned above uses the vertical (y-axis) coordinate of
the centre of the bounding box of a person in each frame. Then, the
current position and the mean value of the previous positions of the
tracked person are considered to evaluate the crossing. As it states,
the mean of all the previous points is selected because:

”The reason we take the mean is to ensure our direction
tracking is more stable. If we stored just the previous
centroid location for the person, we leave ourselves
open to the possibility of false direction counting. [...]
by taking the mean, we can make our people counter
more accurate.”

In the current case of this paper, the limit line will be defined
as the limit of the door (notice the yellow line in the Figures 17).
So it will also be a horizontal line in the image. A person will be
considered that has crossed the line if the limit line’s vertical (y-axis)
value is between the current position and the mean of the previous
ones. A representation of the stated logic can be seen in Figure 19.

(a) Entering condition logic

(b) Exiting condition logic

Figure 19: Entering and exiting logic of a person crossing the line.

• Enter condition logic (Figure 19a): A person has entered the

train if:

– The current reference point is above the limit line.

– The average of the previous points is below the line.

(The person is moving to the upper part of the image, repre-
senting the inside of the train.)

• Exit condition logic (Figure 19b): A person has exited the
train if:

– The current reference point is below the limit line.

– The average of the previous points is above the line.

(The person is moving to the lower part of the image, repre-
senting the outside of the train.)

Some changes were made to the approach mentioned above due
to some requisites specific to using the fisheye camera. Instead of
using the bounding box centre, the reference point is the top middle
point. This point coincides with the location of the feet in the fisheye
images, as explained in Section 4.3.1; this reference point is more
suitable to determine if a person is inside or outside the train.

The objective of the counting logic is to analyse the flow through
the door. If a person goes in or out of the train multiple times in the
same recording, the system must count every time the person crosses
the line limit (see Figure 20). This may carry problems related to
the counting logic, especially with the average of the previous refer-
ence points. If the person goes through the door several times, the
average point will be unsuitable for the stated logic. That is why
the previous tracking points are reset after a person crosses the line
limit to avoid further problems. This way, the average position is
kept on one side of the limit line, and if the person crosses again,
even with the same tracking ID, the logic will still work.

The paper proposes a solution to reset the trajectories based on
separating the whole trajectory into sub-trajectories. Every time
a tracked person crosses the limit line in either direction, a sub-
trajectory containing the previous points of the tracking is saved and
set aside. Then, a new sub-trajectory is started, containing only the
first reference point of the moment of entering or exiting the door.
Figure 21 shows how the trajectory of Figure 20 is separated into
four sub-trajectories.

Figure 20: Example of the trajectory of a person entering and exiting multiple times.

This way, the average of the previous points is kept on one side
of the line, and as soon as a person crosses the line, the module will
count as the entry or exit and reset the previous points for the next
sub-trajectory. For example, for the first exit in Figure 21 (Sub-track
X1) the average of the previous points is on the upper side of the
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line. Once the person crosses the line (green circle), another sub-
trajectory is started (Sub-track X2). This sub-track ends once the
person crosses the line and enters (orange circle). The average point
in red is kept on the downside of the line. Similarly happens with
the next sub-trajectory (Sub-track X3), but the average is kept on
the upper side. The trajectory ends when the person is no longer
tracked (Sub-track X4).

Finally, the flow of a door is composed of two positive integer
numbers:

• Enter flow: each person that enters the train counts as a
positive enter.

• Exit flow: each person that exits the train counts as a positive
exit.

Separating the enter and exit values gives more information
about the flow of a door. If a unique number was given as a flow, the
information of people who entered or exited the door would be lost.
For example, it would be the same for the cases where two people
enter and two people exit and for no one entering and exiting the
door (flow equal to zero in both cases).

Figure 21: Considered sub-trajectories to evaluate if a person has crossed or not
the line in multiple crossings within the same recording. The red dot indicates the
average point of the sub-trajectory. The dotted line indicates each person’s step. The
coloured circle over a dot indicates the end/beginning of a sub-track.

4.4 Occupancy computation

The methodology for calculating the occupancy of a train is formed
by the sum of the people entering minus the sum of the people
leaving the train at each door; see Equation 3. It’s important to
notice that a particular door’s flow can have either positive, zero or
negative value. But the overall train occupancy will be either zero
or positive.

Total f lowdoor = Enter f lowdoor − Exit f lowdoor (3)

Once the total flow of each door is known, to calculate the
overall train occupancy, all door flow values are added together,
as shown in 4. This particular value will indicate the number of
passengers on the train at a given time.

Total occupancytrain =

Ndoor∑
d=0

Total f low(d) (4)

f low(d) is the flow door value, and d is the door number.

5 Results

5.1 Datasets

The next section presents the datasets used for the training and test-
ing of the detection and tracking models and the use case of people
counting through trajectory analysis. The datasets are separated
into two sections: Public datasets (Section 5.1.1), which were used
to train the detection and tracking models; and Proof of concept
dataset (Section 5.1.2), which consists of video recordings of a real
train fisheye camera where people enter and exit a train.

5.1.1 Public datasets (Detection and Tracking oriented)

The performance of our method is assessed over a certain amount
of data obtained from omnidirectional cameras. We considered
seven publicly available datasets specifically created to address the
problem of people tracking and detection. They combine multiple
indoor environments, including a wide range of challenging scenar-
ios: crowded room, severe body occlusions, various body poses,
head camouflage (e.g., hoods, hats) and low-light conditions.

Table 1 provides a summary of those datasets, including the
number of frames, the number of people (IDs), and the data source
for each of them.

It should be noted that the HABBOF, FES, and PIROPO
databases lack tracking information.

We added some data captured in trains with the specific camera
setting we proposed for these datasets.

Table 1: Public omnidirectional datasets.

Dataset Images IDs Data Source
CEPDOF [35] 25.5k 51 Real
HABBOF [30] 5.8k - Real

FES [36] 301 - Real
Bomni [37] 12.9k 85 Real

THEODORE [36] 100k 2307 Synthetic
Mirror World [38] 7k 63 Real

PIROPO [39] 3k - Real
PATHTRACK [40] 276.4k 16,287 Real

Total 430.9k 18,793 -

5.1.2 Proof of concept dataset (People counting)

The dataset for obtaining the results of counting people consists
of several video clips. The recordings were captured by a fisheye
camera located at the door of a train coach. The videos contain
different cases of people entering and exiting the door:

• Cases of one person to multiple people entering and exiting
the door one by one.

• People entering or exiting together in groups on the train.

• Video recordings with two or more people, usually crossing
their paths.
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• Cases where people enter and exit the train at varying walking
speeds (Fastly and slowly moving passengers).

• Other actions such as stopping in the middle of the door.

All the clips were classified into three categories depending on
the difficulty of the video stream:1

• ”Low”: In these videos, there is usually one person who
enters and/or exits the train door.

• ”Medium”: There are usually 2 or 3 people who enter and/or
exit the train.

• ”High”: There are more than five people who enter and/or
exit the train.

Once all the clips are grouped in the three types of difficulty, the
dataset remains as in Table 2.

Table 2: Number of clips separated into difficulties.

Difficulty No. of clips
Low 41
Medium 39
High 22

The ground truth data of the different clips consists of the tally
of how many people enter and exit the train door, i.e., the total count
of people crossing the limit line (door flow). Alongside the difficulty
level and the distinction between people entering and exiting the
train door, the ground truth data is composed as shown in Table 3.

Table 3: Ground truth data of the count of people crossing the train door line. The
difference between entry and exit and the three difficulty levels of clips are reflected.

People crossing count (GT)
Low Medium High

Entry 27 47 68
Exit 23 49 68
Total 50 96 136

In total, the dataset contains 282 door flows or entries and exits,
which are divided into ”Low”, ”Medium”, and ”High” difficulties.

5.2 Experimental evaluation

Our previous work explained how we obtain the best tracker config-
uration to achieve a state-of-the-art tracker [1].

Although our main contribution to the tracking stage was pro-
posed in the association part, we also trained the FairMOT object
detector network [2] following the same implementation details as
the authors. The original network is trained on frontal view images,

so its performance on omnidirectional data drops dramatically. Con-
sequently, we have used all omnidirectional datasets to fine-tune the
pre-trained network.

We select trajectories with a sequence length of j = 40 frames
for our sequential visual appearance transformation network This
value was chosen because in a camera recording at 15-20 fps, 40
frames are approximately 2 seconds of the recording, and a person
will approximately take that time to enter a train; thus, we have 40
consecutive re-ID embeddings for each person’s identity.

The network can keep the identification of the tracked individual
for as many frames as they are in the scene, although it was designed
to function with as little as 40 frames in training.

The tracklet is retained in the pool of potential identities for 30
frames if the system loses track of a person. If, after 30 frames, the
system cannot match the tracklet with any further detections, we
assume the individual has departed the scene. This part is important
for evaluating the public datasets. However, as the goal is to know
whether a person has walked through a door and the direction they
walked in, keeping track of them for longer while they are inside
the train is not essential.

We have used the same configuration as in our previous work [1]
where we prove that using a high λ value and, therefore, giving more
weight to the score of the Kalman filter results in a significantly
lower outcome. This shows the importance of using appearance-
based matching, adding robustness against occlusions. The best
option is to use a low λ value but different from zero, so we use
λ = 0.1.

The system’s ability to re-ID people comes from visual informa-
tion. In case of occlusion, if the target moves through the image,
a motion-only model would discard the detection and start a new
tracklet. That means we would be unable to count the action if the
occlusion happens during an entry or exit if it wasn’t for the visual
model.

Following the standard practices in multi-object tracking, we use
the multi-object tracking accuracy (MOTA) [41] and the ratio of cor-
rectly identified detections over the average number of ground-truth
and computed detections (IDF1) for rigorously evaluating re-ID
features with ground-truth detections.

To evaluate the performance of our tracker, we have considered
a unique scenario containing the test set from all datasets that in-
clude ground truth tracking information, meaning: CEPDOF, MWR,
and Bomni, with six different sequences in total. Also, to achieve
a better performance, we train our tracker with the PATHTRACK
dataset [40]. This dataset is one of the largest publicly available
multiple objects tracking data sets.

Following the same implementation details as in our previous
work [1], we obtain three proposed networks. Table 4 shows the
MOTA and IDF1 results for the baseline FairMOT method and our
three proposed networks. The convLSMT-Enc-Dec-3 achieves the
best MOTA and IDF1 results with 88.21% and 87.77%, respectively.

1Even though the video difficulties are separated into three subsets, the ”Low” and ”Medium” video complexities do not differ too much. The major dissimilarity is with
the ”High” difficulty videos.
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Table 4: Evaluation of our online tracking by detection approach including PATH-
TRACK dataset [40]

Model MOTA (%) IDF1 (%)
FairMOT 82.94 80.25
FairMOT + convLSMT-Enc-Dec-1 87.85 87.73
FairMOT + convLSMT-Enc-Dec-3 88.21 87.77
FairMOT + convLSMT-Enc-Dec-5 87.15 87.55

We compare the performance of our approach on the Bomni
[37] and Mirror World [38] datasets as we only found results for
these two datasets. Table 5 demonstrates the benefits of our affinity
model concerning state-of-the-art methods. As state-of-the-art meth-
ods do, we also include multi-object tracking precision (MOTP)
for this comparison. Results show that our approach outperforms
all existing methods considering the omnidirectional perspective.
In particular, it improves the best performance (93.5%) obtained
by BTLD [42] by almost 2% using the Bomni dataset. Similarly,
we outperform the best performance (38.4%) obtained so far by
SORT [38] by more than 40% using the Mirror World dataset.

Due to the lack of recent results for omnidirectional datasets,
we decided to compare ourselves with DeepSORT [25]. We use
the detections of our model and perform the tracking with their
approach. Table 5 and 6 show results across the six test sequences.
We used the model with λ = 0 for comparison, as that is the value
they used in their final implementation. Table 5 shows that using
FairMOT instead of DeepSORT yields slightly better results, prov-
ing the re-ID embeddings of their work are better than those of
the original DeepSORT. Table 6 shows that our method improves
tracking given the increase in the number of mostly and partially
tracked people.

Table 5: Comparison with state-of-the-art methods.

Approach MOTA (%) MOTP (%) IDF1 (%)
Bomni Dataset

FTMO [37] 73.52 72.00 -
FTMO (updated) [43] 86.27 72 -
RTMOT [42] 78.55 76.74 -
BTLD [44] 93.5 - -
Ours 94.27 92.14 95.14

Mirror World Dataset
SORT [38] 38.4 - 32.1
Ours 84.14 81.93 88.68

Across all datasets (MW, Bomni and CEPDOF)
DeepSORT[25] 81.37 80.15 79.98
FairMOT[2] 82.94 80.34 80.25
Ours 88.03 84.25 86.87

Finally, Figure 22 shows that the presented method is more ro-
bust to the appearance distortion caused by overhead cameras than
DeepSORT. Moreover, it can recognise the target in the centre of
the image, whereas DeepSORT changes its ID due to appearance
distortion.

Taking all of these results into account, we prove that adding
the sequential visual appearance transformation network helps with
the reidentification task in the case of fisheye cameras. Due to the
deformation, the appearance of the objects is less constant than with
regular cameras, so we need the aid of a model specialised in pre-
dicting the object’s appearance and comparing the embeddings. We
can’t use the embeddings directly because the appearance changes
between frames.

Table 6: Tracking quality compared with DeepSORT.

Model
Mostly
tracked

Partially
tracked

Totally
lost

DeepSORT 16 13 6
FairMOT + convLSMT-Enc-Dec-3 20 11 4

5.3 Global results

The proof of concept dataset defined in Section 5.1.2 is used to
obtain the results of the people counting method. This dataset is
exclusively used to get the results of the people counting module
because it is the closest dataset to a real-case scenario, the main
objective is to check the feasibility of the people counting logic
from Section 4.3.2. The dataset is not considered significant enough
to present the results of the detection and tracking module due to its
size.

The accuracy results for each difficulty level were based on the
total count of entries and exits from each video divided by its ground
truth (GT), as shown in Equation 5. The following Table 7 shows
the accuracy results of the people counting logic.

accuracyEntry/Exit(%) =
∑

Output∑
GT

(5)

Table 7: People counting accuracy (%).

People counting accuracy (%)
Low Medium High

Entry 100.00 97.87 91.18
Exit 100.00 89.80 79.41
Mean 100.00 93.75 85.29

The overall accuracy of counting people getting on and off is
90.78%. The worst results are presented with ”High” difficulty
clips, as the detector may fail in crowded situations or when people
cross their paths. Even though the dataset used to obtain these re-
sults is based on real case scenarios (recorded with fisheye cameras
and with people entering and exiting the train door), the number
of door flows is not representative enough for a generalization. So
the results might not be reliable. Future work aims to create a
more extensive dataset with more realistic scenarios to validate
the people-counting module alongside the detection and tracking
models.

The approach proposed in [9] was similar to this project’s strat-
egy. As the author uses a tracker and a counting line to know how
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(a) Target approaching centre of the image with DeepSORT (b) Target at the centre of the image with DeepSORT

(c) Target approaching centre of the image with our method (d) Target at the centre of the image with our method

Figure 22: One of the scenarios where our method can keep track of a target compared to state-of-the-art methods.

many people entered or left the train. In this case, it uses a stan-
dard overhead camera, so there is no image distortion. This type of
camera needs a higher position to have enough vision to analyze the
passengers’ flow, so the point of view (camera location) is outside
the train, on the roof of a train platform. The accuracy metric used
in this proposal is based on a confusion matrix. The ground truth
data of the videos specifies when a person has entered or exited the
train. The proposal achieves an accuracy of 92.01% and 92.47% in
counting people leaving and entering the train, respectively.

The approach in this paper instead is based on an overhead fish-
eye camera inside the train. A fisheye camera can be located in a
lower position maintaining a wide viewing angle, and, therefore,
inside the train, close to the door. This location’s advantage is that
the cameras can follow the passengers’ trajectory inside and outside
the train at the expense of having distortion. But, as explained in
section 4.3.1, the tracker solves the fisheye camera’s image distor-
tion problem. The accuracy metric used in this paper is based on
counting entries and exits, achieving an overall accuracy of 90.78%
against the proof of concept dataset.

Comparing the results and affirming which method is better does
not make sense since the cameras and the databases are different.
The only viable comparison is to evaluate the accuracy of the two
solutions and check that the results are similar. It is impossible to
affirm that one methodology is better than the other, as their goal is
only to count people, but we also want to analyze the trajectory and
the influx of people using the train.

6 Conclusions

This paper presents a method based on video sequences to count the
number of people inside a train car based on the doors’ flow. The
technique can be applied in environments with narrow spaces and
a limited height to locate the camera, such as buildings, transports
or events where a door limits the entry. The proposed approach
is based on an appearance-based multi-object tracker and a door’s
flow counting method that analyze the trajectory of each passenger,
counting how many times the people enter or leave the coach.

A study of the best camera type and its location was done to
obtain the best possible vision of the passengers at the door. Af-
ter analyzing the train’s environment and carrying out different
simulations, the best results were given by an overhead fisheye cam-
era. This camera causes distortion, which our appearance model
can handle, improving the performance achieved by the motion
modelling-only models. Moreover, the selected trackers can also
handle the step acceleration problem.

Once the trajectory was known, a flow control module based
on a counting line was developed to calculate the number of times
the passengers crossed the line in each direction. Different options
for the reference point of a bounding box were regarded, and the
central upper point was selected as the best reference point to decide
whether a person was on either side of the line. Finally, the overall
train occupancy module knows the train occupancy based on all the
door’s flow information.

After all this work, it is possible to affirm that using fisheye
cameras allows for better tracking of people thanks to their broader
field of view. The selected tracker can solve the distortion problems
caused by the fisheye camera. Moreover, the counting method is
robust against the different situations found on a train, and it is
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successfully tested on a proof-of-concept dataset. Finally, it is con-
firmed that the previous tracker [1] works as well as expected in a
different and more complex environment.

7 Future work
It has been proven that the method works, but its accuracy cannot
be confirmed because the dataset used is small and in a controlled
environment. The future line of work is to obtain a dataset taken
in a real environment, annotate it and check its absolute precision.
As for the algorithm, the next step would be to try a Generative
adversarial network (GAN) [45] to model the appearance of the
detections, as this model has proven to be a very effective way of
predicting visual appearance in a time sequence.
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K. Schindler, L. Leal-Taixé, “MOT20: A benchmark for multi object tracking
in crowded scenes,” CoRR, abs/2003.09003, 2020.

[27] R. E. Kalman, “A New Approach to Linear Filtering and Prediction Problems,”
Transactions of the ASME–Journal of Basic Engineering, 82(Series D), 35–45,
1960.

www.astesj.com 127

http://www.astesj.com


[28] P. C. Mahalanobis, “On the Generalised Distance in Statistics,” Proceedings of
the National Institute of Sciences of India, 2(1), 49—55, 1936.

[29] R. Jonker, A. Volgenant, “A shortest augmenting path algorithm for dense and
sparse linear assignment problems,” Computing, 38(4), 325–340, 1987.

[30] S. Li, M. Tezcan, P. Ishwar, J. Konrad, “Supervised People Counting Using
An Overhead Fisheye Camera,” in 2019 16th IEEE International Conference
on Advanced Video and Signal Based Surveillance (AVSS), 1–8, 2019, doi:
10.1109/AVSS.2019.8909877.

[31] X. Shi, Z. Chen, H. Wang, D.-Y. Yeung, W. kin Wong, W. chun Woo, “Con-
volutional LSTM Network: A Machine Learning Approach for Precipitation
Nowcasting,” 2015.

[32] S. A. Rahman, D. A. Adjeroh, “Deep Learning using Convolutional LSTM
estimates Biological Age from Physical Activity,” Scientific Reports, 2019,
doi:10.1038/s41598-019-46850-0.

[33] G. Vass, “Applying and removing lens distortion in post production,” 2003.

[34] A. Rosebrock, “OpenCV People Counter,” https://pyimagesearch.
com/2018/08/13/opencv-people-counter/, 2018, [Online; ac-
cessed 12- Aug- 2022].

[35] Z. Duan, M. O. Tezcan, H. Nakamura, P. Ishwar, J. Konrad, “RAPiD: Rotation-
Aware People Detection in Overhead Fisheye Images,” 2020.

[36] T. Scheck, R. Seidel, G. Hirtz, “Learning from THEODORE: A Synthetic
Omnidirectional Top-View Indoor Dataset for Deep Transfer Learning,” 2020
IEEE Winter Conference on Applications of Computer Vision (WACV), 2020,
doi:10.1109/wacv45572.2020.9093563.

[37] B. E. Demiroz, I. Ari, O. Eroglu, A. A. Salah, L. Akarun, “Feature-based
tracking on a multi-omnidirectional camera dataset,” in 2012 5th International
Symposium on Communications, Control and Signal Processing, 1–5, 2012,
doi:10.1109/ISCCSP.2012.6217867.

[38] R. B. Knapp, N. F. Polys, J.-B. Huang, A. Ibrahim, N. Ma, C. Hurt, Y. xiao,
“MW-18Mar Dataset,” .

[39] U. P. d. M. G.-U. Grupo de Tratamiento de Imágenes, “PIROPO Database:
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Renewable energy is an essential source of green growth for countries facing a shortage of
fossil fuels. They offer a sustainable, inexhaustible, carbon-free solution to the future energy
dependency of nations. Morocco, which has no traditional energy resources, depends entirely on
the international primary energy market to meet its growing demand. For this reason, Morocco
launched the National Energy Strategy in 2009 to reach 42% renewable production by 2020.
This strategy has been renewed to 52% by 2050. Thanks to this policy, the country has been
able to address most of its energy challenges. This study analyzes the energy mix of Morocco
from 2010 to 2050. The methodology adopted is to simulate Morocco’s electricity mix for this
period. We assumed we were at the beginning of deploying the country’s energy policy to assess
the adopted strategic decisions. The analysis shows that the different technological solutions for
electricity production chosen at the beginning of Morocco’s energy transition could be better.
Indeed, the decision to develop concentrated solar power as the leading renewable source and
coal as a backup option, for example, appears to be contested. However, according to the third
scenario of our study, renewables have the potential to become the main source of energy for
the Moroccan power grid.

1 Introduction

This paper is an extension of work initially reported in the “2021
International Conference on Electrical, Computer and Energy Tech-
nologies (ICECET)” [1].

The Kingdom of Morocco relied primarily on foreign supplies
to meet its growing energy needs during the first decade of the 21st
century [2]. Forecasts for 2008 suggested that the country’s high
rates of population growth and urbanization, as well as its economic
prosperity, would contribute to higher energy consumption and a
greater mismatch between supply and demand [3]. This depen-
dence on imported fossil fuels has widened the country’s trade and
financial deficits [4]. On the other hand, Morocco has significant
potential to meet its energy needs through renewable sources such
as hydroelectricity, solar energy, and wind power [5].

Considering the country’s greatest renewable energy potential

and the significant scarcity of fossil-fuel reserves, the kingdom
initiated a new national energy policy in 2009 [6]. This strategy
prioritized supply security, energy mix diversity, low cost, safety,
efficiency, and environmental cleanliness [7]. This strategy intended
to raise renewable energy’s installed capacity share to 42% in 2020
and 52% in 2030 [8].

Although it has a percentage of renewable energy (RE) that is
around 36.8%, Morocco has not yet accomplished the goal it set for
itself in the energy transformation field. The target was to achieve a
share of renewable energy in the power sector equal to 42 percent
by the end of 2020 [9]. Despite this, the renewable energy targets
specified have been increased to exceed the current goal of 52% of
the national power mix by 2030 [10, 11].

The most significant delay was in the implementation of the
Solar Plan [12]. This enormous project, with a significant capacity
for electric energy production, has provided Morocco with a valid
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energy alternative and a tool for socioeconomic growth, allowing it
to become a “reference” in Africa for renewable energy production!
In addition, the accomplishments in the hydroelectricity field follow
the goals. Towards the wind side, we expect to surpass the goals
barely. Despite this, the cumulative impact of the two, whose targets
will be surpassed in 2021, will not be sufficient to compensate for
the delay in the solar plan [13]. Because of this circumstance, we
began to wonder whether the decisions and approaches suggested
in the Moroccan solar plan, developed after the energy strategy im-
plementation, were especially relevant. In addition, we questioned
the reliability of the guidance of the subject-matter experts who
supported these choices.

In light of this, this article provides a historical and projected
assessment of Morocco’s electricity system. The plan is to simulate
the power mix in Morocco from 2010 to 2050 as though we were at
the beginning of the country’s energy policy rollout. The analysis
is based on OSeMOSYS (Open-Source Energy Modeling System),
a long-term planning model that allows us to compute the energy
supply mix that best fulfills the energy service demands in each year
and a time step of the investigated scenario while reducing total
discounted costs.

The remainder of this work will be organized as follows: First,
we will go through the OSeMOSYS model and the applied analyti-
cal approach. In this section, we will go over the changes made to
the model code’s initial version. These changes provided a more ac-
curate picture of Moroccan energy policy. Section 03 then presents
our model’s various input data and assumptions. We also recall the
scenarios’ assumptions and attributes. Then, in Section 04, we will
present and debate the key findings of the simulated scenarios, and
ultimately, we will give the study’s primary conclusions. The final
purpose of our analysis is to evaluate Morocco’s judgments made
between 2010 and 2020, as well as the best solutions that should be
chosen. Furthermore, would it be possible to speed the shift away
from fossil fuels between 2020 and 2050, and what would the costs
be?

2 Material and Methods

2.1 Tool: Open-Source energy Modelling System

Bottom-up modeling approaches are applied to optimize power sys-
tems in developing nations with suitable technology and supply re-
sources [14]. One example of a model that fits this description is the
bottom-up, dynamic, linear optimization model known as the Open-
Source Energy Modelling System (OSeMOSYS), which is used
for integrated evaluation and energy planning [15]. OSeMOSYS
seeks to accomplish this by considering various technological, eco-
nomic, and environmental factors, all while striving to achieve the
lowest possible total discounted cost [16]. This model’s designers
constructed it to divide its functionality into several “blocks.” These
features are connected to the following aspects: prices, capacity
adequacy, energy balance, emissions, and provisions for renew-
able energies [17]. What distinguishes one block from another are
the equations, the formulae and the restrictions, the intermediate
variables, and the parameters introduced by the analyst. [15, 16, 18].

Initially, the code for OSeMOSYS was developed in GNU Math-

Prog. More recently, it has been rewritten in the GAMS (General
algebraic modeling system) and Python programming languages
[19]. Within the context of the conference publication [1], we car-
ried out the simulation utilizing the GAMS implementation of the
model. However, in this version, with the additional information we
were able to obtain throughout our research project, we could carry
out the simulation using the Python version that was running under
pyomo.

2.2 Basic Code Adjustments

Our modeling of the Moroccan power system aims to determine
the most efficient way to meet the country’s predicted long-term
electricity demand, while also considering Morocco’s energy strat-
egy targets in terms of the amount of renewable capacity that may
be built. In the original version of OSeMOSYS, constraints relat-
ing to the availability of resources, the characteristics of renewable
technologies, and the development of demand were already incorpo-
rated. Although, the requirements of EnR integration into the power
system are stated in terms of yearly renewable energy production
considerations.

The modeler may introduce the integrative constraint for RES
in the energy system by using Equation 1. The different terms of the
equation are detailed in Table 1. “r” and “y” represent the data sets
for the region and the modeling year, respectively. This equation is
encoded using the Pyomo coding scheme, as in box 01. Neverthe-
less, applying this equation to the specific situation of Morocco’s
energy strategy is not an ideal solution.

∀r,y REmPTr,y × RET PAr,y ≤ TREPAr,y (1)

∀r,y REmCTr,y × T PCAr,y ≤ TRECAr,y (2)

Therefore, to accurately represent the constraints imposed by
the renewable installed capacity, we had to convert the previous
mathematical “equation (1)” into the new “equation (2)”. The differ-
ent terms of the “equation (2)” are detailed in Table 2. Additionally,
constraints were introduced to the original code, as demonstrated
in “box 02”. The technique of obtaining the TotalRECapacityAn-
nual variable is determined by “equation (3)”, “t” symbolizes tech-
nologies’ power plants. The different terms of “equation 3” are
detailed in Table 3. The second term in “equation (2)” is the vari-
able TotalPowerCapacityAnnual derived from the TotalCapacityAn-
nual variable and the PowerTagTechnology parameter as shown
in “equation (4)”. The additional parameter PowerTagTechnology
was included to allow the model to distinguish between electricity-
generating technologies and other technologies defined in the model.
The different terms of the “equation (4)” are detailed in Table 4. The
REMinCapacityTarget(r, y) parameter is the third component of the
“equation (2)”. It was created in order to set a minimum target for
renewable capacity.

∀r,t,y

∑
t

TCAr,t,y × REtgTr,t,y = TRECAr,y (3)

∀r,t,y

∑
t

TCAr,t,y × PtgTr,t,y = T PCAnnualr,y (4)
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Table 1: Summary of datasets used

Abbreviation OSeMOSYS designation Description

REmPT REMinProductionTarget The minimum renewable production target desired by the analyst
(parameter)

RETPA RETotalProductionOfTargetFuelAnnual The Annual Production of the fuels marked as renewable in the
model (variable)

TREPA TotalREProductionAnnual The annual production of all technologies marked as renewable
in the model

REmCT REMinCapacityTarget The minimum renewable capacity target desired by the analyst
(parameter)

TPCA TotalPowerCapacityAnnual Annual capacities of technologies that convert primary energy
into power (new variable)

TRECA TotalRECapacityAnnual A new variable introduced to the system to identifie the total
annual renewable capacity

REtgT RETagTechnology
A binary parameter indicating renewable technologies, with a
value of 1 indicating renewable technologies and 0 otherwise
(parameter)

TCA TotalCapacityAnnual The existing total capacity of technology “t” for year “y” (vari-
able).

PtgT PowerTagTechnology
A binary parameter indicating power technologies, with a value of
1 indicating electricity-generating technologies and 0 otherwise
(parameter)

3 Data Collection and Analysis Approach

3.1 Base year data

The year 2010 will serve as the foundation for building our analysis,
as was said earlier. As a result, when the model was created, the
current properties of the power system were used as starting param-
eters for the optimization process. Consequently, the treatment got
off to the most effective beginning point imaginable. As a result, our
model considers the electricity generation industry in Morocco at
the end of 2009 [20]. There is information supplied on the capacity
that was built before the year 2010. (Figure 1).

Figure 1: Installed capacity at the end of 2009 in Morocco [20]

It is important to note that the electricity system in Morocco
does not cover the entire kingdom territory. This is mainly some
generation capacity installed on the demand side in remote areas,

such as the kingdom’s south. These regions are supplied with power
by gas turbines and diesel generators connected to a local grid. In
our research, we did not take into consideration these capacities.
Instead, we have considered the fact that the electricity fleet must
connect to the national grid to meet the demand associated with this
region.

3.2 Reference Energy System

When modeling energy systems, it is common practice to employ
a representation in the form of a network for all the practical tasks
required to provide end-users with a variety of energy sources. The
term “Reference Energy System” (RES) refers to this particular
representation [21]. In the context of our study, the selected RES
is shown in Figure 2. The block denotes the various technologies
in the RES, while the lines stand in for the various energy carri-
ers. Technologies can refer to all kinds of processes performed on
certain energy carriers, such as extraction, refinement, conversion,
transportation, distribution, and usage of that energy carrier.

In the case of Morocco, where energy is primarily obtained
through imports, we have not considered the relatively insignificant
sector of primary energy extraction. On the other hand, the refinery
has not been considered because its activity level dropped signifi-
cantly after 2010 and stopped in 2015. As we had stated previously,
when it came to converting primary energy into electricity, we de-
pended on the technologies already in place at the beginning of 2010.
These include coal-fired power plants, natural gas-fired power plants,
oil-fired power plants, grid-connected diesel generators, wind farms,
hydroelectric power plants, and a pumped storage power station. We
have included in this mixture two technologies that are candidates
for the development of renewable capacity. These technologies are
photovoltaic and solar concentration.

The capacity of these power stations has been aggregated in a
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modeled setting. In other words, we do not simulate each power
plant isolated. Instead, a block of power plants that convert one type
of primary energy into power will be depicted together. Decision-
makers can then pick the size of the new capacity required after
obtaining the total ideal capacity required. In the case of transmis-
sion and distribution networks, precisely the same method was taken.
These grids were modeled as a single technology that transforms
the electricity from these plants into transmission electricity for the
transmission grid, and then another technology that transforms this
electricity into electricity for end users for the distribution grid. The
transmission grid and the distribution grid were both modeled as
separate technologies. On the demand side, each type of electricity
consumption was combined into a single estimate for the national
electricity demand.

3.3 Inputs and assumptions

OSeMOSYS’s simulation of the Moroccan power system relied on
several assumptions to generate accurate results.

3.3.1 Temporal precision

In the conference paper [1], we decided to sequence the modeling
horizon over five years. In this extended essay paper, however, we
have chosen annual modeling. In addition, to simulate the seasonal
and daily variation of electricity demand and the intermittent nature
of renewable energy sources, we divided each year of the model
into a total of six-time steps. There are two periods each day: day
and night. There are also three seasons: winter, intermediate, and
summer. This gives us a total of six periods: WD and WN for the
daytime and the night of a day during the winter; ID and IN for
the daytime and the night of a day during the intermediate season;
and SD and SN for the daytime and the night of a day during the
summer.

3.3.2 Electricity Demand

According to the data provided by ONEE in its numerous activity
reports [22], the yearly increase rate of energy consumption was
around 6% from 2010 to 2016. This growth rate was observed
throughout the entire period. Thereafter, this rate continued to fall
until it reached 5% in 2018. Furthermore, the Moroccan Ministry of
Energy analyzed energy demand until 2050 [23], which established
three different demand evolution scenarios for the time spanning
from 2020 to 2050. A trend macroeconomic scenario, in which
the Moroccan economy maintains the same trend (3.5%) recorded
from 2009 to 2018; a high macroeconomic scenario, in which a
gradual economic recovery is expected to reach 5% in 2050; and a
pessimistic macroeconomic scenario, in which the downward trend
recorded from 2009 to 2018 is expected to continue to 2% in 2050.
ONEE statistics have been used as the basis for our examination of
demand from 2010 through 2018. On the other hand, for 2019-2050,
we have decided to go with the findings of the trend scenario de-
veloped through the research carried out by the Ministry of Energy
(Figure 3).

3.3.3 Costs

Any such study relies highly on the investment prices selected for
the technologies being considered, in addition to the costs of fuel,
operation and maintenance (O&M), and non-operational expendi-
tures. The investment costs and fixed operation and maintenance
(O&M) expenses were expressed in USD per kW of installed ca-
pacity. with variable O&M costs stated in US dollars per gigajoule
and fuel costs expressed in US dollars per unit. These costs were
gathered from various sources [24–30], and we have displayed them
in Figures 4,5, and 6, respectively.

3.3.4 Common data and hypothesis

Several other statistics and assumptions are shared in all scenarios.
These figures were obtained from a variety of sources [24, 31–33].
Table 2 summarizes the various values estimated during the model-
ing period.

The capacity factor is the most crucial criterion to consider in
this category. It represents the available capacity for each period,
usually given as a proportion of the total installed capacity. This
value remains constant throughout the year for conventional tech-
nologies, making it possible to consider unplanned disruptions. On
the other hand, the value of renewable energy sources fluctuates
depending on the period in question. Thus, the intermittent nature
of these technologies is also represented here. Figure 7 provides a
visual representation of the various capacity factors of renewable
energy that were taken into account in our research.

The second parameter is the Availability Factor. It represents
the most extended period that a particular technology can function
throughout an entire year, represented as a percentage of the year
ranging from 0 to 1. It enables breaks to be scheduled in advance.
The third one is the operational Life Cycle, which is the usable life
of a technology measured in years. The other metrics include each
technology’s efficiency and CO2 emission rate.

To establish certain constraints, we had to make some additional
assumptions. Among these assumptions is the discount rate, set
at 5%, based on the average rate applied to loans by Moroccan
banks [34]. Furthermore, the reserve margin was set at 20% of the
installed capacity, and no emission limits were imposed.

3.3.5 Assumptions and Scenario characteristics

Under the Moroccan energy plan approved in 2009, three scenar-
ios have been selected for implementation. The main difference
between these scenarios is the share of renewable energy in the in-
stalled electricity capacity. The first scenario is a Business As Usual
(BAU) scenario that does not impose a lower limit on the share of
renewables. This scenario reflects a trend in the electricity mix. At
the same time, the optimization model is proposed to incorporate
renewable energies. The second scenario is the one that matches the
target of the Moroccan energy policy, which is to reach a rate of 42%
of installed renewable power in 2020 and 52% in 2030. The third
scenario is the scenario that estimates the feasibility of increasing
the rate of integration of renewable energy in the electricity mix.
For this purpose, the Moroccan energy strategy’s objective has been
revised to 60% of installed renewable power in 2030 and 80% in
2050.
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4 Results and Discussion
To fully comprehend the results of the Moroccan energy policy, the
findings are contrasted with the real situation that occurred on the
reality in Morocco from 2010 to 2018. Recommendations will be
based on the research done for the years 2019–2050.

4.1 Power Generation Capacity

If we look at the three scenarios together, we see that, in the first
scenario, the proportion of renewable energy sources is relatively
low (Figures 8;9;10). Indeed, renewable energy is scarce from 2010
to 2035; This results from the very high cost of these technolo-
gies at the onset of the modeling period and the unavailability of a
minimum renewable capacity target. In this scenario, solar energy
has not been chosen to be included, but the incorporation of wind
energy into the mix will begin in earnest in the year 2035. This can
be explained by the fact that technology relating to wind energy

has become more economically mature than those relating to solar
energy.

On the other hand, one can make the observation that the total
capacity required to fulfill the demand in the third scenario is more
significant than that required in the first two scenarios. The high
integration rate of RE, which reached 60% in 2030 and 80% in 2050,
is the reason for this gap in capacity. In addition, it appears that the
retirement of coal-fired power plants is happening faster as a result
of investments in RE. In fact, coal-fired generation capacities are
still present until 2040 in the first scenario; however, in the second
and third scenarios, these capacities are almost nonexistent beyond
2030. Regarding the utilization of natural gas, we can observe that
this production method is present in each scenario. Furthermore,
the supremacy of this conventional technology over its alternatives
can be attributed to the reliability of the technology and the low cost
of the commodity, in this case, natural gas, compared to the cost of
fuel oil.

Table 2: Data and hypothesis common to all scenarios [24, 31–33]

Technology
Units Coal PP Oil PP GAS PP WIND PV CSP HYD PHS

Avarage capacity factor % 85 90 87 35 27 70 51 100
Availability factor % 84 89 91 100 100 100 95 100
Life cycle Years 40 25 30 25 25 25 80 50
Efficiency % 39 35 54 100 100 100 32 100
CO2 emissions ton/PJ 0.0905 0.0589 0.0503 0 0 0 0 0

Figure 2: Electricity supply model of Morocco’s reference energy system in OSeMOSYS/ source : illustration, made by the authors
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Figure 3: Electricity demand 2010-2050 in GWh

Figure 4: Energy Prices by Source, 2010-2050
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Figure 5: Capital cost for power plants 2010-2050

Figure 6: Fixed O&M costs for power plants,2010-2050
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Figure 7: Capacity Factor Renewable Energy

Furthermore, we note that only two of the three possible renew-
able technologies were chosen, Wind energy and solar photovoltaic
energy. However, none of the possible results involve using con-
centrated solar electricity. A finding that sheds light on Morocco’s
decisions in 2010 regarding the technologies it plans to deploy.

Figure 4 demonstrates that the majority of the electricity mix in
the BAU scenario is composed of conventional technologies. Re-
newable energy sources account for just 6% of the total capacity in
the year 2030, and this percentage will not reach 42% until the year
2050. In 2035, pumped storage technology will account for 48%
percent of total installed capacity, making it one of the technologies
with the most significant proportion of installed capacity. This focus
on PHS can be explained by the fact that the capacity and availabil-
ity factors were estimated at 100%. In addition, the model did not
stipulate an upper capacity limit for the system. In light of these
assumptions, one can question the veracity of the results. These as-
sumptions, however, may be appropriate even in the lack of reliable
facts on the issue. For starters, pumped storage power stations can
run as long as the upstream reservoir is adequately replenished. This
can be achieved by either flowing water from a river or pumping
water from the downstream tank. Then, for the availability factor
and unexpected shutdowns and maintenance, two pumping units
and two turbine units are sufficient to ensure the station’s operation.
Furthermore, regarding available capacity, Morocco has a relatively
vast coastline that may be utilized as marine PHS, considerably
improving Morocco’s potential in this technology.

In contrast to scenario 01, solar PV is the first renewable tech-
nology to be integrated into the electricity mix in the 2e scenario
(Figure 9), with wind beginning to gain a significant role from 2035
to 2050. We also find that the share of gas power plants is directly
proportional to the integration rate of renewable energy sources.
Indeed, in 2050, the share of NG-PP approaches 50% in scenario
02, whereas it does not exceed 40% in scenario 01. This result
demonstrates the significance of this technology in the context of
the vast development of renewable energies.

This observation is corroborated in scenario 03 (Figure 10),
when the rates of renewable energy integration rise substantially.
This is owing to the model’s need to meet significant minimum
capacity demand. This is also something we observe at this time.
The built wind capacity had expanded dramatically at the start of
the modeling period, in contrast to what we stated in Scenario 2. It
should be highlighted that, based on current price trends, solar PV
will be pretty competitive for average renewable energy integration
between 2020 and 2040. However, technology to offer backup is
required. Wind power, however, is critical for rapid integration with
a high percentage of renewable energy. Indeed, with rates reaching
60% from the start of the projected period, significant investments
in natural gas power plants have been made, highlighting the critical
potential of this technology to offer the necessary reserve to deal
with renewable energy’s intermittent nature. Once the integration
rate reaches 80%, establishing PHS facilities becomes imperative.
This is what we notice in the year 2050.
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Figure 8: Total Annual Capacity (Scenario 1)

Figure 9: Total Annual Capacity (Scenario 2)
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Figure 10: Total Annual Capacity (Scenario 3)

Figure 11: Technology Production by Time Slice (Scenario 1)
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Figure 12: Technology Production by Time Slice (Scenario 2)

Figure 13: Technology Production by Time Slice (Scenario 3)

www.astesj.com
https://dx.doi.org/10.25046/aj070515

139

https://www.astesj.com
https://dx.doi.org/10.25046/aj070515


Figure 14: Technology Production by Time Slice 2020-2030 (Scenario 02)

4.2 Electricity Production Aspects

Figures 11, 12, and 13 shows how energy output is allocated in three
scenarios; We can instantly see that scenario 1 produces substan-
tially more energy than the other two situations. Indeed, scenario
01’s total output is 17% higher than scenario 02’s and 22% higher
than scenario 03’s. Although all three scenarios have the same over-
all demand that must be satisfied, Scenario 01’s high use of PHS
causes additional demand to be met through the pumping required
to fill the quantity tanks. When we look at the breakdown of power
generated to fulfill demand between 2010 and 2015, coal and gas
come out on top. Second, in Scenarios 02 and 03, conventional
generation facilities are predominantly centered on natural gas-fired
plants. The second point to note is the variation in generation by
time slice in the 02 and 03 scenarios. Because renewable energy
sources are intermittent, this was to be expected.

We already mentioned in Scenario 01 that natural gas and coal
will be the dominant energy generation sources, as seen in Figure
5. Indeed, the competitiveness of renewable energy in electricity
production remains questionable because no minimum production
constraint or installed capacity limit is imposed. Wind energy, on
the other hand, will become more competitive by 2040 and will nat-
urally be included in the optimal electricity mix. This is attributed
to lower wind energy costs and higher generating capacity.

On the modeled days, photovoltaic (PV) generation is the pri-
mary contributor to satisfying power demand first thing in the morn-
ing in the second scenario. Gas-fired power plants increase output
to meet the increased demand for electricity in the evening. Be-
tween 2010 and 2020, there will be virtually no visible difference
in power generation between conventional and renewable energy
sources. However, between 2020 and 2030, the difference between

the two will expand slightly. The fundamental cause of this increase
is the amplitude of photovoltaic generation, which decreases dra-
matically when the sun sets. Figure 14, which focuses solely on this
period, clearly illustrates this argument. Wind farms will be used
to compensate for the decreasing amount of solar power available
in the evenings beginning in 2040. As a result, it is less likely that
gas-fired power plants will be used to the same extent until the end
of the period predicted.

When compared to the conclusion of the period evaluated in
Scenario 2, the amount of power generated by NG-PP plants falls
at a much steeper and faster pace in Scenario 3. Furthermore, as
illustrated in Figure 7, which depicts the distribution of electricity
generation by time slice for Scenario 03, the utilization of NG-PP
is primarily related to peak load. The latter is mainly used during
peak demand or at night to compensate for the fact that renewable
energy sources often do not produce at night.

4.3 Carbon emissions

Figure 15 exemplifies this notion. The simulation findings reveal
that the initial scenario causes the most severe pollution. Compared
to the first scenario, CO2 emissions reported for scenarios 2 and
3 were reduced by 25% and 72%, respectively. It is possible to
avoid between 62 and 135 Ktones of CO2 emissions. The operation
of thermal power plants is a significant source of carbon dioxide
emissions. Given that the 1st scenario is dominated by power plants
of this sort and that pulverized coal is a significant component of
the production mix, it is not unexpected that these emissions are
at their highest level. Consider the objectives that the Moroccan
government has set for itself. We can see that Scenarios 2nd and 3rd
will considerably contribute to the desired carbon intensity reduc-
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tion. It would also be interesting to see how the model reacts when
environmental limitations are introduced to the basic scenario.

4.4 Total Costs

As shown in Figure 15, the BAU scenario will result in the lowest
total expenditure. In this scenario, the cost of fossil fuels represents
more than 80% of the total expenditure, taking into account the
absence of any intervention on the installed capacity. The total dis-
counted costs of scenario 3 are 2% higher than the total discounted
costs of scenario 1. The total discounted cost of Scenario 2 is only
0.5% higher than the total cost of Scenario 1.

The lower fuel prices almost fully compensate for the invest-
ments in the second scenario. This also results in a positive energy
independence benefit, at a cost almost comparable to that of Sce-
nario 1. However, this result would not have been achieved without
the lower fossil fuel prices. In the third scenario, the discounted
costs are the highest of the other scenarios. This is because the
model has been forced to make large investments in renewable
technologies, the relatively high costs.

Scenarios 02 and 03 are distinguished by considerable growth
in the use of renewable energy sources. This results in less depen-
dence on fossil fuels and greater self-sufficiency in imports. On the
other hand, scenario 01 is characterized by an increased sensitivity
to fluctuations in fossil fuel prices, which have been unstable in
recent years and which may create a precarious situation in the long
term. Therefore, Morocco relies on policymakers to consider that,
even if the scenarios with efficient RE integration are slightly more
expensive than those without renewable limits, they will reduce the
country’s dependence on fossil fuels.

Currently, more studies are being conducted to determine the
best integration rates for each renewable energy option. This in-
cludes photovoltaics and wind power and selecting the best com-
bination of reserve systems. The aim is to manage the effects of
these renewables’ intermittent nature while maintaining the national
grid’s stability [35].

Figure 15: Total discounted cost of the scenarios

Figure 16: CO2 Emissions by scenario

In view of the results of this study, the following question arises:
why has Morocco not created more natural gas power plants and
made do with the two power plants of Ain Bnimathar and Tahad-
dart, which have played an important role in meeting demand and
ensuring the stability of the network?

The answer to this question is based on two axes. The first is
the absence of this resource on the national territory, while coal
has long been extracted from the mines of Jerrada, in the east of
the kingdom [36]. The second is the low level of gas infrastructure.
Indeed, in our analysis, the infrastructure necessary for the use of
natural gas for electricity generation has not been considered, no-
tably in terms of storage capacity and delivery network from the
port. This is justified by the fact that the gas-fired power plants
in operation so far have benefited from the proximity of the GME
(Gazoduc Maghreb Europe) and from the fee in kind paid by Algeria
for allowing the use of Moroccan territory for the transport of its
natural gas to Europe. All these parameters, as well as others such
as the required electrical storage capacity and the optimal storage
technology, as well as electricity exchanges with Europe, power to
X, and demand management, will be the subject of future analysis.

5 Conclusion
According to the results of this study, the different technological
options for electricity generation chosen at the beginning of Mo-
rocco’s energy transition are not always ideal. Indeed, the decision
to develop CSP as the leading renewable source and coal as a backup
load source appear controversial. This result leads us to question
the primary basis for this choice. This result leads us to question the
primary basis for this choice. Actually, at the time, cost reductions
of solar PV, derived from its three-decade learning curves, were
already far more promising than the modest cost reductions of solar
thermal power. These results are from several feedback reports from
the Kramer Junction solar thermal power plants in the United States
[37].

In addition, while CSP offers enormous storage capacity at
acceptable costs, its large-scale growth is limited by the demand
for land, making it a centralised power generation technology that
requires the creation of a large grid to transmit the output [38].

www.astesj.com
https://dx.doi.org/10.25046/aj070515

141

https://www.astesj.com
https://dx.doi.org/10.25046/aj070515


Furthermore, while coal-fired power plants are an attractive
technology for meeting demand and maintaining grid stability, they
cannot be used as a back-up technology with a large share of renew-
ables in the electricity mix [39]. This will limit the use of renewable
capacity because coal is not very flexible. The third scenario also
showed that RE has the potential to become the main source of
energy in the Moroccan electricity system. However, for this to
happen, they will need to be integrated with flexible generation
systems such as gas-fired power plants and energy transfer stations
[40, 41].

Besides, as the third scenario shows, increases in renewable
energy capacity targets have not always been reflected in total costs.
In fact, the total costs remained relatively similar to those in the
second scenario. Our results are consistent with the findings of
experts in the field. For example, [42] estimated that if Morocco
had made the necessary efforts to accelerate the development of
power transfer stations, notably the Abdelmoumen project, which
was to be commissioned in 2008, it would not have needed as much
storage as the CSP plants offer. Moreover, PHS could have been
used to compensate for the intermittency of wind power, which
is not possible with CSP storage. On the other hand, [42] states
that if Morocco had advanced the wind projects, it could have had
about 3,000 GWh/year of wind energy, acquired at a price (0.03
USD/kWh). This amount corresponds to the 1050 GWh/year of
solar thermodynamic energy currently purchased (at about 0.14
USD/kWh on average).

Further Research Other concerns regarding the energy sector in
Morocco will be studied in the near future as part of our ongoing
research. A new configuration of the model will be carried out to
achieve this objective. This will involve taking into account new
parameters, such as the possibility of exporting electricity and the
impact that this option will have on the Kingdom’s trade balance.
In addition, other new parameters will be analyzed, such as the
exchange of electricity with neighboring countries. In addition, we
will study the storage capacities needed to support the development
of renewable energy sources, among others.

Various improvements will also be made to the OSeMOSYS
model to analyse concepts such as the stochastic aspect of raw ma-
terial costs, the fluctuations of RE, as well as the impact of the
energy strategy on other sectors such as air quality and environmen-
tal preservation, water resource management, or industry and its
competitiveness in the context of new carbon taxes introduced and
planned by the European market.
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Appendix
1 # Parameters

2 model.RETagTechnology = Param(model.REGION, model.TECHNOLOGY , model.YEAR, default=0)

3 model.RETagFuel = Param(model.REGION, model.FUEL, model.YEAR, default=0)

4 model.REMinProductionTarget = Param(model.REGION, model.YEAR, default=0)

5 # Model Variables

6 model.TotalREProductionAnnual = Var(model.REGION, model.YEAR, initialize=0.0)

7 model.RETotalProductionOfTargetFuelAnnual = Var(model.REGION, model.YEAR,initialize=0.0)

8

9 def FuelProductionByTechnologyAnnual_rule(model, r, t, f, y):

10 return (

11 sum(

12 model.ProductionByTechnology[r, l, t, f, y]

13 for l in model.TIMESLICE

14 )

15 == model.ProductionByTechnologyAnnual[r, t, f, y]

16 )

17

18 model.FuelProductionByTechnologyAnnual = Constraint(

19 model.REGION, model.TECHNOLOGY , model.FUEL, model.YEAR, rule=FuelProductionByTechnologyAnnual_rule

20 )

21

22 def TechIncluded_rule(model, r, y):

23 return (

24 sum(

25 model.ProductionByTechnologyAnnual[r, t, f, y]

26 * model.RETagTechnology[r, t, y]

27 for t in model.TECHNOLOGY

28 for f in model.FUEL

29 )

30 == model.TotalREProductionAnnual[r, y]

31 )

32

33

34 model.TechIncluded = Constraint(

35 model.REGION, model.YEAR, rule=TechIncluded_rule

36 )

37

38

39 def FuelIncluded_rule(model, r, y):

40 return (

41 sum(

42 model.RateOfProduction[r, l, f, y]

43 * model.RETagFuel[r, f, y]

44 * model.YearSplit[l, y]

45 for f in model.FUEL

46 for l in model.TIMESLICE

47 )

48 == model.RETotalProductionOfTargetFuelAnnual[r, y]

49 )

50

51

52 model.FuelIncluded = Constraint(

53 model.REGION, model.YEAR, rule=FuelIncluded_rule

54 )

55

56

57 def EnergyConstraint_rule(model, r, y):

58 return (

59 model.REMinProductionTarget[r, y]

60 * model.RETotalProductionOfTargetFuelAnnual[r, y]

61 <= model.TotalREProductionAnnual[r, y]

62 )

63

64

65 model.EnergyConstraint = Constraint(

66 model.REGION, model.YEAR, rule=EnergyConstraint_rule

67 )

Listing 1: Original Renewable energy constraint coding on Pyomo

www.astesj.com
https://dx.doi.org/10.25046/aj070515

144

https://www.astesj.com
https://dx.doi.org/10.25046/aj070515


1 # Parameters

2 model.PowerTagTechnology = Param(model.REGION, model.TECHNOLOGY , model.YEAR, default=0)

3 model.REMinCapacityTarget = Param(model.REGION, model.YEAR, default=0)

4

5 # Model Variables

6 model.TotalRECapacityAnnual = Var(model.REGION, model.YEAR, initialize=0.0)

7

8 ################## RE Capacity Target equations ###########

9 def PWTechIncluded_rule(model, r, y):

10 return(

11 sum (

12 model.TotalCapacityAnnual[r, t, y]

13 * model.PowerTagTechnology[r, t, y]

14 for t in model.TECHNOLOGY

15 )

16 == model.TotalPowerCapacityAnnual[r, y]

17 )

18 model.PWTechIncluded = Constraint(

19 model.REGION, model.YEAR, rule=PWTechIncluded_rule

20 )

21

22 def RETechIncluded_rule(model, r, y):

23 return (

24 sum(

25 model.TotalCapacityAnnual[r, t, y]

26 *model.RETagTechnology[r, t, y]

27 for t in model.TECHNOLOGY

28 )

29 == model.TotalRECapacityAnnual[r, y]

30 )

31 model.RETechIncluded = Constraint(

32 model.REGION, model.YEAR, rule=RETechIncluded_rule

33 )

34

35 def RECapacityConstraint_rule(model, r, y):

36 return (

37 model.REMinCapacityTarget[r, y]*

38 model.TotalPowerCapacityAnnual[r, y]

39 <= model.TotalRECapacityAnnual[r, y]

40 )

41 model.RECapacityConstraint = Constraint(

42 model.REGION, model.YEAR, rule=RECapacityConstraint_rule

43 )

Listing 2: New Renewable energy constraint coding on Pyomo
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We present in this contribution the distribution of a global multi-input-multi-output system in
a sensor and actuator network. Based on controllability and observability, the global system
is decentralized and the system properties are preserved as a result. This results in multiple
decentralized local single-input-single-output systems with the same system order as the global
system. As these local systems are implemented on decentralized CPUs in the network, the
computational effort of the nodes has to be minimized. This is achieved by approximating the
input and output behavior and reducing the system order of the decentralized local systems.
For this purpose, the two most common techniques, Balanced Truncation and Krylov subspace
methods, are presented. Kalman filters are used for state reconstruction. To approximate
the input/output behavior of the global system, information from all decentralized reduced
local systems is necessary, thus a fully interconnected network is used for communication. By
decentralized fusion algorithms in the network nodes, the Kalman filter algorithm is separated
and distributed in the network.

1 Introduction

This paper is an extension of ”Reduced and Distributed Estimation
in Sensor and Actuator Networks - Automated Design Based on
Controllability and Observability” presented at the IEEE Confer-
ence on Control Technology and Applications (CCTA) 2021 in San
Diego (virtual) and ”Model-Order Reduction and System Distri-
bution Using Krylov Subspaces - An Approach for Efficient State
Estimation in Sensor and Actuator Networks” presented at the IEEE
Conference on Control Technology and Applications (CCTA) 2022
in Trieste [1], [2].

The requirements for the accuracy of mathematical models are
constantly increasing. Also large-scale MIMO1 systems are not pro-
tected from the increasing requirements. These and the increasing
complexity of the systems enhance the system order of the dynamic
large-scale MIMO systems [3], [4]. The use of such complex and
large-scale models in simulation is very cumbersome and sometimes
impossible. Moreover, system analysis and controller design using
known methods is also impossible. For this reason, methods for lin-
ear and nonlinear systems are developed to reduce large models to
a manageable size and to approximate the characteristic properties
related to the input/output behavior [5]. Memory and computational
requirements are reduced by distributing the system so that only

parts of the model are available for local systems [6]. However, this
requires decentralized estimation procedures.

If the internal model relationships (e.g. mechanical and elec-
trical) are known, the distribution into local systems is performed
manually [6]. Furthermore, system digraphs and cut-point sets are
used for model distribution [7]. In [8], a manual method for dis-
tributing large systems is also presented. In this method, reduced
local systems with overlapping state vectors are created. All de-
scribed manual methods share the property that the actual system
order of the global system is preserved in the network despite the
distribution into local systems.

In contrast, we use decentralization for distribution based on
the controllability and observability of the global MIMO system.
By decoupling the inputs and outputs, several local SISO2 systems
are formed from the global MIMO system. These decentralized
local systems are implemented in a fully interconnected network.
Moreover, we use model order reduction techniques, resulting in the
decentralized local systems with much lower order and preserving
the system properties [9]. Further, the computational effort in each
network node is reduced.

Several techniques for reducing the model order are known [10].
The most common techniques for approximating the input and out-
put behavior are Balanced Truncation and Krylov subspace methods.

*Corresponding Author: Ferdinand Friedrich, University of Augsburg, Chair of Control Theory, Universitaetsstrasse 2, 86159 Augsburg, ferdinand.friedrich@uni-a.de
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In Balanced Truncation, the Hankel singular values are analyzed and
the states with a small impact on the energy transport are neglected
and truncated [11]. In Krylov subspace methods, to approximate the
input and output behavior, the transfer functions of the global and
reduced systems are expanded at an arbitrary development point. In
this process, the first coefficients, also called moments, of the Taylor
series of the transfer function are matched [12], [13].

Therefore, the methods are also called moment matching with
the Padé-type approximation method based on rational interpola-
tion [14], [15]. If only a single development point (several are
also possible) s = 0 is chosen, the reduction is ascribed to an
padé-approximation [16]. A more extensive background on Krylov
subspace methods is given in [10], [17], and [18]. Model order
reduction with Krylov subspaces requires less memory and compu-
tational effort (compared to Balanced Truncation) [19]. Meanwhile,
several algorithms for the Krylov subspaces are known. In this pa-
per, we only use the Arnoldi algorithm with its extension to MIMO
systems [20], [21].

This paper is organized as follows. In Section 2, the systems
under consideration are defined. The methods used to reduce the
model order are presented in Section 3. The distribution and deploy-
ment in a network are demonstrated in Section 4. A demonstrator is
used for detailed real-time experimental evaluation of the presented
methods and the results are presented in Section 5.

2 Preliminaries

In this contribution, we refer to global multi-input-multi-output
linear time-invariant systems of the form

ΣG =

ẋ(t) = Ax(t) + Bu(t)
y(t) = Cx(t)

(1)

Here, A ∈ Rn×n is the system matrix and B ∈ Rn×p is the input
matrix. The matrix C ∈ Rq×n ist the output matrix and x, u as well
as y are the state vector, the inputs and the outputs of the global
continuous-time system ΣG.

3 Model Order Reduction

Precise modeling of technical systems often leads to large systems
of differential equations, requiring a high computational effort. For
this reason, methods are used to reduce the order of the systems.
Thereby the characteristic properties are supposed to be preserved
and the input/output behavior has to be maintained as exactly as
possible. The linear reduction methods can be categorized into three
classes. One class is the modal reduction methods, in which less
dominant eigenvalues and eigenmodes are removed from the sys-
tem representation. The second class of reduction methods, which
is also used in this contribution, are the balanced methods. Here,
energy-oriented analyses are used to remove an unimportant subsys-
tem. The third class describes the Krylov subspace methods. In this
method, certain parameters of the transfer function, the so-called
moments, are preserved in the reduced model. This class is also
used for decentralization and distribution in this contribution.

3.1 Balanced Truncation

The Balanced Truncation (BT) method is based on the system prop-
erties of controllability and observability. Different methods for de-
termining controllability and observability are known. For balanced
truncation, the Gramian controllability matrix and the Gramian
observability matrix shall be used.
A system (1) is controllable if a control vector u(t) exists that trans-
forms the system from an initial state x(t = 0) = 0 to a final state in
finite time. The controllability Gramian is defined as

Wc =

∫ ∞
0

eAt BBT eAT t dt. (2)

Furthermore, a system (1) is fully observable if the system state
x(t = 0) can be determined by observing the output y(t) over a
finite time interval. The Gramian observability matrix is derived as
follows

Wo =

∫ ∞
0

eAT t CT C eAt dt. (3)

For the transfer of the system (1) from the initial position x0 to the fi-
nal position xe in infinite time, the energy xT

e W−1
c xe must be applied.

In contrast, the energy xT
0 Wox0 is generated when the system (1)

in the initial position x0 can oscillate uninfluenced (u(t) = 0) to its
rest position. This energy-based approach reveals that a difficultly
controllable state requires a high level of energy to achieve.This can
also be observed in the eigenvalues of the matrix W−1

c . The more
energy is needed to reach a specific state, the larger is its eigenvalue.
This analysis can also be used for observability. However, here a
small eigenvalue of the state determines that it is badly observable,
because only a small amount of energy is visible.
By a state transformation the system ΣG with order n is transformed
into a balanced state-space representation, whereby the Gramian
matrices

Wc =Wo =


σ1 0
. . .

0 σn

 (4)

are diagonal and identical [22]. In [23] it was demonstrated that any
complete controllable and observable system can be transformed
into a balanced state-space representation. The diagonal elements
σi of (4) are the Hankel singular values (HSV). The HSV can be
determined by

σi =
√
λiWcWo. (5)

Here, λi represents the eigenvalues of the system ΣG. The HSVs are
invariant to transformations, so small HSVs correspond to badly con-
trollable and observable states [22], [24]. The transformation matrix
to the balanced state-space representation of (1) are determined in
four steps:

1. In [25] it is shown that the controllability (2) and the observ-
ability matrix (3) are also solutions of the Lyapunov equation

AWc +WcAT + BBT = 0 (6)

AT Wo +WoA + CT C = 0 (7)

2. After solving the Lyapunov equation, Gramian matrices are
positive definite and can be decomposed into Cholesky fac-
tors: For the solution of the Lyapunov equation, one positive
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definite solution for Wc and Wo exists for every fully control-
lable and observable system. The Gramian matrices can be
decomposed into Cholesky factors

Wc = ST S (8)

Wo = RT R (9)

3. The product SRT is subjected to a singular value decomposi-
tion (SVD),

SRT = UΣVT , (10)

which yields the orthogonal matrices U and V, and the diago-
nal matrix Σ of HSVs.

4. The matrix T for transformation to balanced state-space rep-
resentation is

T = Σ−
1
2 VT R (11)

and its inverse is
T−1 = ST UΣ−

1
2 (12)

In [26] it is presented that these matrices (11) and (12) transform
a fully controllable and observable system in balanced state-space
representation.

ΣBal =

ẋBal(t) = T−1ATxBal(t) + T−1Bu(t)
y(t) = CTxBal(t)

(13)

The HSVs reveals that not all states are equally well controllable
and observable. If only the states which contributes much to the
energy transfer are used, then only the first r HSVs of Σ and the first
r columns of U as well as V need to be considered. BT can also be
interpreted as a Petrov-Galerkin projection into a reduced subspace
[22]. For this projection, the transformation matrices (11) and (12)
are modified.

WT
BT = Σ

− 1
2 UT RT (14)

VBT = SVΣ−
1
2 (15)

Where WBT ∈ R
r×n and VBT ∈ R

r×n are the biorthogonal projection
matrices. By the projection matrices only the first r columns are
considered, thus the system order r < n is reduced. This truncates
only the HSVs with a small participation in the energy transfer, thus
the input/output behavior is only marginally affected.

3.2 Krylov Subspaces

If numerically robust and efficient computations are required for
model order reduction, the reduction must be performed by Krylov
subspaces. Additionally, this method is used for very large systems.
In [21] and [27] the Krylov subspace is generally defined. Let M be
an arbitrary constant matrix and v a constant vector, called starting
vector, then the Krylov subspace is defined as follows

Kr (M, v) = span
{
v,Mv, . . . ,Mr−1v

}
. (16)

Here, M ∈ Rn×n, v ∈ Rn are the arbitrary matrix and vector as well
as Kr ⊆ R

n is a r-dimensional subspace. For model order reduction
with Krylov subspaces also transformation matrices W and V are
used. The matrices are composed of column vectors, which are also

the basis of the Krylov subspaces.
Referring to the system (1), the transformation matrix V as an
arbitrary basis of the input subspace is determined by

Kr1

(
A−1,A−1B

)
. (17)

In addition, the transformation matrix W is derived as the basis of
the output subspace

Kr2

(
A−T ,A−T CT

)
. (18)

For the reduction, r1 = r2 = r must be required, whereby
it must be ensured that both transformation matrices V and
W have full rank r. The Arnoldi algorithm is used to deter-
mine the transformation matrices V and W. Algorithm 1 shows
the calculation of the transformation matrix V based on (17).

Algorithm 1: MIMO Arnoldi Algorithm [21]
Result: Transformation matrix V
Set v1 =

b1√
bT

1 b1
and b1is the first starting vector;

for i=2,3,. . . do
if i ≤ mi then

Next vector is the i-th starting vector
else

ri = A1vi−m1

end
Set v̂i = ri ▷ Orthogonalization
for j = 1, . . . , i − 1 do

h = v̂T
i v j

v̂i = v̂i − hv j

end
if v̂i = 0 then

Reduce m1 to m1 − 1
m1 is nonzero calculate new ri

else
vi =

v̂i√
v̂T

i v̂i
▷ i-th column of matrix V

end
end

The same algorithm and (18) is used to determine the matrix W.
The columns of the transformation matrices are spanning the corre-
sponding Krylov input and output subspace (Fig. 1). If the model
order reduction is performed based on (17) and (18) with matrices V
and W, the reduction procedure is called two-sided. Obviously, only
one of the two matrices can be used. The remaining transformation
matrix is chosen arbitrarily, but it must have full rank. The reduction
procedure is then called one-sided.

Controllable Subspace Observable Subspace

Global System
x(t) = Ax(t) + Bu(t)
y(t) = Cx(t)u(t) y(t)

Figure 1: Controllability and observability are major properties and subspaces of
dynamical control systems.

In Krylov subspace methods, the transfer functions of the original
system and the reduced system are expanded at an arbitrary devel-
opment point s0, thus the first moments (coefficients of the Taylor
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series) match. In this contribution, the development point s0 = 0 is
chosen, whereby the transfer function of (1) is described by a Taylor
series around the developing point. The resulting i-th moment of
the series around s = 0 is

mi = CA−(i+1)B
with i = 0, 1, . . .

(19)

One-sided Krylov reduction methods reduce the original system to
order r. In this case, the first r moments of the original system and
the reduced system are matched. In the case of a two-sided method,
the first 2r moments are matched.
The moment m0 corresponds to the stationary gain and is preserved
in the Krylov-based reduction, so the reduced system is equally
stationary accurate. Two-sided Krylov methods adjust two times as
many moments for the same reduction size compared to one-sided
methods. For this reason, two-sided methods are usually preferable.
In addition, they offer the advantage that the reduction is indepen-
dent of the representation of the original model. In contrast, regular
state transformations and other equivalent transformations of the
original model in one-sided reduction affect the transfer behavior in
the reduced model [28]. Using a projection, the state vector x(t) is
approximated by the reduced state vector xr(t) as follows

x(t) = Vxr(t). (20)

Here, V ∈ Rn×r is the basis of the Krylov input subspace and is
determined using algorithm 1. xr ∈ R

r is the state vector of the
reduced system.
By applying the Arnoldi algorithm twice with different subspaces
(17) or (18), the reduced system with the transformation matrices
can be determined as follows.

Σr =

ẋr(t) =WT AVxr(t) +WT Bu(t)
yr(t) = CVxr(t)

(21)

4 Model Distribution
Decentralization and distribution of global large-scale MIMO sys-
tems in a sensor and actuator network achieve order reduction, as
individual nodes never need to estimate the entire global state vector.
Often, this distribution occurs due to internal system relationships
or due to physical system boundaries. In this section, we present
two approaches for decentralization and distribution, both based on
controllability and observability of the global system. One approach
demonstrates decentralization into local SISO systems based on
the inputs and outputs of the global MIMO system. The order of
the local systems is reduced to further minimize the computational
effort using model order reduction techniques. In a further approach,
the local SISO systems will be generated based on the controllable
and observable subspace. The order reduction resulting from decen-
tralization and distribution is reflected in a reduced computational
effort for each node. As a consequence, the required computational
effort in a local node is lower than in a centralized system.

4.1 Input-/Output-based

By decentralizing the inputs and outputs of (1), m local systems with
an equal number of sensors and actuators are derived. Thereby, the

outputs of the global system (1) are decentralized without further
considerations. To decentralize the inputs, the physical couplings
must be considered. For this purpose, the decoupling method from
[29] can be used. It is assumed that the inputs have a localized
impact in large-scale systems. The inputs of the global system are
decentralized into local systems as in [1]. Decentralization and
distribution provides the ability to distribute the system in a network.
In a fully connected network, minimal non-modeled couplings be-
tween the inputs are considered by communication.
Thus, m local SISO systems are derived from the global system
ΣG. During decentralization, local systems with one input and one
output each are expanded, but the system order n is not reduced (Fig.
2).

... ...

...

Global System ΣG

ẋ(t)=Ax(t) + Bu(t)
y(t)=Cx(t)

ΣL1

ẋ(t) = Ax(t) + B1u1(t)
y1(t) = C1x(t)

ΣLm

ẋ(t) = Ax(t) + Bmum(t)
ym(t) = Cmx(t)

Local System ΣL1 Local System ΣLm

u1(t)

u j(t)

y1(t)

y j(t)

u1(t) y1(t) um(t) ym(t)

Figure 2: Decentralization of the global MIMO system with j inputs and outputs
into m local systems.

The controllability and observability of the global system were not
modified by decentralization. It can be demonstrated that by su-
perposing the local Gramian controllability matrix Wc j and the
local observability matrix Wo j , the global controllability Wc and
observability Wo are recovered. The local systems are described as
follows

ΣL j =

ẋ(t) = Ax(t) + B ju j(t)
y j(t) = C jx(t)

with j = 1, . . . ,m.

(22)

Where m describes the number of sensors and actuators. The index
j at the input matrix B and at the output matrix C represents the
corresponding column and row of the matrices. This defines local
SISO systems ΣL j with one sensor and actuator each.
The local systems (22) are implemented on different decentralized
CPUs, which communicate through a fieldbus system, and are used
in a network.

4.1.1 Application in a Sensor and Actuator Network

Each local system ΣL j describes a network node where a Kalman
Filter (KF) is used for state reconstruction [30]. The computational
effort in the network nodes is further reduced if the KF algorithm is
separated [1]. In the prediction step the system inputs are used and
in the correction step, the observations are processed. Both filter
steps communicate through a priori and a posteriori estimation x̂(k)
and covariance P(k). As the inputs are only applied in the prediction
step, this part of the algorithm is implemented in the actuator nodes.
In the sensor nodes, the observations are applied and only the cor-
rection step of the KF algorithm is executed. Splitting the Kalman
Filter (SKF) provides the distribution of the local system (22) in a
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network of sensor and actuator nodes. Each network node only has
to calculate a part of the KF algorithm. By exchanging the a priori
and a posteriori information, both filtering steps are connected in
the network.
Therefore, the continuous-time dynamics of (22) must be trans-
formed into discrete-time dynamics. To further minimize the com-
putational effort, it is necessary to reduce the order of the discrete
decentralized local systems. For this purpose, the model order
reduction techniques presented in Section 3 are used.

ΣLr, j =

ẋr(t) =WT AVxr(t) +WT B ju j(t)
yr, j(t) = C jVxr(t)

with j = 1, . . . ,m.

(23)

The decentralized reduced local systems (23) can also be used in the
SKF. Depending on the reduction method, the projection matrices
V and W are determined by Section 3.1 or Section 3.2. However,
this turns the SKF into the Splitted Reduced Kalman Filter (SRKF)

Prediction
x̂−r (k) = Ar(k − 1)x̂+r (k − 1) + Br(k − 1)u j(k − 1) (24)
P−r (k) = Ar(k − 1)P+r (k − 1)AT

r (k − 1) +Q(k − 1) (25)
Correction

Kr(k) = P−r (k)CT
r (k)
[
Cr(k)P−r (k)CT

r (k) + R(k)
]−1

(26)

x̂+r (k) = x̂−r (k) +Kr(k)
[
y j(k)− Cr(k)x̂−r (k)

]
(27)

P+r (k) = [I −Kr(k)Cr(k)] P−r (k) [I −Kr(k)Cr(k)]T

+ Kr(k)Rr(k)KT
r (k). (28)

The index r expresses that a reduced model ΣLr, j is used in the de-
centralized local nodes. The index j in (24) and (27) refers to the
corresponding local system.
The distribution of prediction (24), (25) and correction (26),(27) as
well as (28) of the local reduced systems (23) in sensor and actuator
network nodes, is connected by the communication of the reduced
a priori and a posteriori information. A fully connected network
is formed if all m local reduced systems ΣLr, j communicate. This
requires each sensor node to communicate its reduced a posteriori
information to all local actuator nodes. This information is pro-
cessed in the actuator nodes in a fusion step of the SRKF and used
in determining the reduced a priori information. The SRKF becomes
the Decentralized Splitted Reduced Kalman Filter (DSRKF) (Fig.
3). In [31], [32] and [33], a different notation is proposed for the a
posteriori values, as the correction is performed using only the local
observation.

P̃+r, j(k) =

[(
P−r, j(k)

)−1
CT

r, j(k)R−1
r, j (k)Cr, j(k)

]−1
(29)

x̃+r, j = x̂−r, j(k) +Kr, j(k)
[
yi(k) − Cr, j(k)x̂−r, j

]
(30)

For the interaction in the network between each local system, the
information of the reduced covariance error and the reduced state
error are used. These errors are determined in the corresponding
local sensor nodes and transmitted to the actuator nodes. Thus, all
actuator nodes receive the reduced error information of the sensor
nodes. The reduced covariance error and reduced state error for the

decentral reduced local system ΣLr, j is determined by

Er, j(k) =
(
P̃+r, j(k)

)−1
−
(
P−r, j(k)

)−1
(31)

er, j(k) =
(
P̃+r, j(k)

)−1
x̃+r, j(k) −

(
P−r, j(k)

)−1
x̂−r, j(k) (32)

...

Local System ΣL1
Actuator node

Fusion of Information
Eq. (36) and (37)

Prediction
Eq. (24) and (25)

Sensor node
Correction

Eq. (26), (27) and (28)

Info Covariance Error
Eq. (31)

State Error
Eq. (32)

u1(k) x̂+r,1(k)

x̂−r,1(k)
P−r,1(k) y1(k)

x̃r,1(k), P̃r,1(k)
Er,1(k), er,1(k)

Er,i(k), er,i(k)

Local System ΣLm
Actuator node

Fusion of Information
Eq. (36) and (37)

Prediction
Eq. (24) and (25)

Sensor node
Correction

Eq. (26), (27) and (28)

Info Covariance Error
Eq. (31)

State Error
Eq. (32)

um(k) x̂+r,m(k)

x̂−r,m(k)

P−r,m(k) ym(k)

x̃r,m(k), P̃r,m(k)

Er,m(k), er,m(k)

Er,m(k), er,m(k)

Figure 3: Splitting the KF algorithm on the actuator and sensor nodes. In all nodes
reduced models are implemented (SRKF).

Each local system is projected by the matrices V and W into its
own reduced subspace. In order to exchange information between
the subspaces, the information, for instance the reduced error co-
variances Er, j and the reduced state error vectors er, j, must be trans-
formed. The transformation from the transmitter subspace to the
receiver subspace is performed in the receiving local actuator node.
For the transformation matrices proposed in [31], we use the matri-
ces already determined by the model order reduction in Section 3.
These matrices are not symmetric, thus the Moore-Penrose inverse
is used and specified by the superscript †. If the projection matrices
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are determined by the method of Section 3.1, the transformation
between the local subspaces are performed as follows

Vr, ji =WBT,iW†

BT, j. (33)

For the state of clarity, the transformation using the methods form
Section 3.2 is identical. As mentioned above, small couplings be-
tween inputs are considered in a fully networked sensor and actuator
network. The error information of local system j are transformed
by

Er, ji(k) =
(
VT

r, ji

)†
Er, j(k)V†r, ji (34)

er, ji(k) =
(
VT

r, ji

)†
er, j(k) (35)

into the subspace of the system i. By adding fusion equations

(
P+r, j(k)

)−1
=
(
P−r,i(k)

)−1
+

m∑
j=1

Er, ji(k) (36)

x̂+r, j(k) = P+r, j(k)

(P−r, j(k)
)−1

x̂−r, j(k) +
m∑

j=1

er, ji(k)

 (37)

to each actuator node, a fully interconnected network can be created.

Another approach uses for fusion all state estimates and covariance
matrices of the decentralized reduced local systems (23). Here, the
estimated a posteriori state vectors x̂+ and a posteriori covariance
matrix P+ are transmitted to a central fusion center. There is no
direct communication between the locally reduced systems.
The fusion is performed in the center by the Generalized Millman’s
Formula (GMF). The GMF combines x̂+ and P+ for multisensor
systems [34], [35]. Assuming that m local systems estimate the
vector x ∈ Rn with x̂, these estimates are applied to determine the
related local error covariance

Pi, j = cov
(
x̃i, x̃ j

)
(38)

x̃i = x − x̂i (39)
i, j = 1, . . . ,m.

The objective of GMF is to find the optimal estimate of x. [35]
presents that this is achieved if the individual ξi are weighted and
summed

x̂ =
m∑

i=1

ξix̂i. (40)

In addition, it is shown that the weighting matrix ξi is found by min-
imizing the mean square error criterion, and that the minimization
leads to linear equations

m−1∑
i=1

ξi
(
Pi,m−1 − Pi,m

)
+ ξm

(
Pm,m−1 − Pm,m

)
= 0 (41)

m∑
i=1

ξi = I. (42)

Therefore, the fusion of two local state vectors is proved to be
equivalent to the well known Bar-Shalom-Campo formula. A more
detailed background is given by [34] and [36].

Each decentralized reduced local system uses a KF for state recon-
struction and communicates the estimated states and covariances to
a fusion center (Fig. 4).

...Local System
Kalman Filter

Eq. (24) to (28)

Local System
Kalman Filter

Eq. (24) to (28)

j = 1, . . . ,m

Fusion
Eq. (43) and (44)

Kalman Filter
Eq. (24) to (28)

x̂e(k) Pe(k)

x̂+(k) P+(k)

x̂+1 (k), P+1 (k) x̂+m(k), P+m(k)

Figure 4: The state reconstruction in the local nodes is performed by a KF with a
reduced model.

For independent estimates, GMF has a simple closed form

x̂e = Pe

m∑
j=1

P+
−1

j x̂+j (43)

P−1
e =

m∑
j=1

P+
−1

j . (44)

Due to decentralization and model order reduction, the decentral-
ized reduced systems are transformed into different subspaces. The
decentralized reduced estimates of the local systems have to be
transformed into a common subspace for fusion. For this purpose,
a reference system is derived from the global system (1). The
reference system is described as follows

ΣRe f =

ẋRe f (t) =WT AVxRe f (t) +WT Bu(t)
yRe f (t) = CVxRe f (t).

(45)

In the model order reduction, the reference system is adapted to
the order of the decentralized reduced local systems. In deriving
the reference system, attention was given only to the stability and
not to the quality of the approximation. At the fusion center, the
transmitted information are considered as uncorrelated as they orig-
inate from different subspaces. After the received information is
transformed into the reference system subspace, it is fused (43) and
(44). Based on the reference model, a KF is implemented in the
fusion center. This interprets the fusion x̂e as an observation and
this improves the fusion result.

4.2 Subspace based

Using the input subspace Kr1 and the output subspace Kr2 sep-
arately as well as algorithm 1, the global system ΣG is reduced
and distributed. Here, a one-sided method is chosen, thus the con-
trollable subspace is determined only by using the transformation
matrix V [37]. For reduction, W∗ = V is chosen so that W∗ has
maximum rank. Thus, a reduced order model is found,

Σr,C =

ẋr,C(t) = W∗T AVxr,C(t) +W∗T Bu(t)
yr,C(t) = CVxr,C(t)

(46)
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which describes the controllable subspace. The application of algo-
rithm 1 is repeated for the Krylov output space. Thus the matrix W
is determined. For this reduction V∗ =W is chosen, thus also here
the second matrix has maximal rank. The reduced model

Σr,O =

ẋr,O(t) = WT AV∗xr,O(t) +WT Bu(t)
yr,O(t) = CV∗xr,O(t)

(47)

describes the observable subspace. Using (46) and (47), the global
system is approximated over the controllable and observable sub-
space. A reduced system is obtained by the system matrix Ar,C and
the input matrix Br,C , of the controllable subspace, and by the output
matrix Cr,O, of the observable subspace

Ar,C =W∗T AV

Br,C =W∗T B
Cr,O =CV∗

(48)

4.2.1 Application in a Sensor and Actuator Network

A KF is also used for state reconstruction in the subspace-based
distribution. After the transformation from continuous to discrete
time, the system is used in KF. By distributing into the controllable
and observable subspace, this method can also be used in a network.
Appling the SKF presented in Section 4.1, the computational effort
in the decentralized CPUs is reduced because each network node
only needs to determine a part of the KF algorithm. By using the
reduced model (48), the SKF becomes the SRKF as described above
(Fig. 5). However, information from both subspaces is necessary
for a complete approximation. By communicating a priori estimates
x̂−r and covariances matrices P−r as well as a posteriori state vectors
x̂+r and covariance matrices P+r , a interconnected network is created.
To achieve this objective, the orthonormal bases from Section 3 are
used. For communication between the reduced controllable and
reduced observable subspace, the transmitted data must be trans-
formed into the target subspace.

To
c =WV†. (49)

The index of T describes the starting point and the superscript indi-
cates the target point of transformation. Due to the lack of symmetry
of the orthonormal bases, the Moore-Penrose inverse is here also
necessary. As in the previous section, we assume that no packets
are lost and that both nodes operate with the same sampling time.

Controllable Subspace
Prediction

Eq. (24) and (25)

Observable Subspace
Correction

Eq. (26) to (28)

y(k)

x̂−r (k)

P−r (k)

x̂+r (k)

P+r (k)

u(k)

Figure 5: Distribution of the global linear system on the basis of controllability and
observability

5 Experimental Evaluation and Results

SensorSensorSensor

Peltier
element

Peltier
element

Heating
cartridge

Isolation Aluminum
elements

Sensor

Figure 6: Visualization of a large scaled system. The discrete aluminum rod (l = 2m)
is coold on two elements and heated on another.

We have experimentally evaluated the presented methods on an
example published in [1] and [2]. Here we analyzed the temperature
distribution in a discrete heating rod.
The aluminum rod consists of n = 100 elements. The contact
surfaces of the aluminum elements have been thermally insulated,
minimizing the influence of ambient temperature. The heat conduct-
ing rod is cooled by two Peltier elements and heated by a heating
cartridge. In addition, the temperature distribution in the aluminum
elements is monitored by three PT1000 sensors. The global system
of the thermal rod can be described as follows

xq(k + 1) = p1xq−1(k) + (2p2 + p3) xq(k) + p1xq+1(k) + wq

with q = 1, . . . , n
(50)

Where the index q is the number of the aluminum element. The
parameters p1 and p2 represents the element geometry, heat capacity
as well as the heat transfer coefficient. The elements q = 1 and
q = 100 have only one neighboring element, thus the heat emit-
ting surface is larger than for the other elements. For this purpose,
2p2 + p3 =⇒ p2 + p4 is chosen for the elements at the end of the
rod. The parameter p3 and p4 are the product of the heat transfer co-
efficient and the heat emitting surface. wq is a normally distributed
noise, describing uncertainties in the process.
The system order is n = 100 and is determined by the elements
of the rod. Thus the system matrix is A ∈ R100×100. Here, the
system has three actuators and three sensors, so the input matrix is
B ∈ Rn×3 and the output matrix is C ∈ R3×n. The sensors and actua-
tors are placed in the same aluminum element (25, 50, 75). So the
input matrix B is a zero matrix and is only assigned at the positions
B25,1 = −1, B50,2 = 1 and B75,3 = −1 and the output matrix C is also
a zero matrix and is also only assigned at the elements C1,25 = 1,
C2,50 = 1 and C3,75 = 1. The global system can be described as
follows

ΣRod =

x(k + 1) = Ax(k) + Bu(k)
y(k) = Cx(k)

(51)

www.astesj.com 152

http://www.astesj.com


F. Friedrich et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 146-156 (2022)

5.1 Parameter Identification

The unknown parameters of the global system are determined by
identification in two steps. In the first step, the parameter p2 is
identified by the homogeneous solution of the state space equation.
For this purpose, a single aluminum element is used to determine
the main diagonal of the system matrix A (Fig. 7).

Sensor

Aluminum
Element

Actuator Measurement data
Simulation data

0

20

40

60

80
ΔT
[K
]

0 200 400 600 800
Time [min]

Figure 7: Parameter identification of the main diagonal elements.

This element is equipped with the heating cartridge and a sensor, and
the isolation minimizes the influence of the ambient temperature.
The heating cartridge will heat the temperature in the element to
T=80◦C. When the temperature reaches T=80◦C, the power of the
heating cartridge is switched off and the cooling curve is recorded
until the steady state is reached (Fig. 7).
For the identification procedure, a first-order linear model and a
Nelder-Meat simplex are used in combination with an ode4 solver.
The least squares method is used to evaluate the output error and
the Nelder-Meat simplex minimizes the cost function

min J = min
p̂∈Rn

N∑
k=1

[
y(k) − ŷ(k)

]2 . (52)

so that the behavior of the model is fitted to the real system.
In the second identification step, the secondary diagonal elements
of the system matrix A are determined. For this purpose, seven
aluminum elements are used to reduce the discretization error (Fig.
8). The elements at the edge are equipped with a sensor. The middle
element is also equipped together with the heating cartridge. With
constant heating power, the elements are heated until the steady
state is reached. A seventh order model is used for identification and
least squares is used to evaluate the output error. The cost function
(52) is also minimized using a Nelder-Meat simplex in combination
with an ode4 solver.

Sensor 1
Sensor 2

Sensor 3

Isola
tion

Aluminum
Element

Actuator
Measurement data 1
Simulation data 1

0
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Figure 8: Parameter identification of the secondary diagonal elements.

These identified parameters can be used in the global system

p1 = 4.2812 · 10−4 1
s p2 = 4.3048 · 10−4 1

s

p3 = 1.8067 · 10−4 1
s p4 = 2.2561 · 10−4 1

s

(53)

5.2 Input-/Output-based Distribution

The starting point is a global MIMO system (51) with three actuators
and three sensors and a system order of n = 100. Considering the
controllability and observability of the global system ΣRod, m = 3
local systems are decentralized with one actuator and sensor each.

ΣL1

x(k + 1) = Ax(k) + B ju1(k)
y1(k) = C jx(k)

ΣL2

x(k + 1) = Ax(k) + B ju2(k)
y2(k) = C jx(k)

ΣL3

x(k + 1) = Ax(k) + B ju3(k)
y3(k) = C jx(k)

(54)

The index j = 1, . . . ,m is the corresponding column of the global
input matrix B and the corresponding row of the global output ma-
trix C. The system order is not changed, thus the decentralized local
systems are also n = 100.
Analyzing the HSVs reveals, that order r = 6 is achieved (Fig. 9).
The order r = 6 allows 93.1217% of the energy to be transported
from the inputs to the outputs. Based on the analysis, states with
a small impact on the energy transport are cut off and the system
order is reduced to r = 6. The model order reduction reduces the
computational effort in the network node.
The decentralized reduced local systems are extended by the DSRKF
presented in Section 4, providing communication between the net-
work nodes and generating a fully interconnected network.
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Figure 9: Visualization of the state energy of the global system (50). It is illustrated
that the energy decreases strongly with the sixth state. Red bar illustrates the cut-off
system order r.

Fig. 3 illustrates that the sensor nodes communicate with the ac-
tuator nodes by means of the exchanged a priori and a posteriori
information. The full interconnectivity of the network is achieved
by exchanging the error information (31) and (32) between the de-
centralized reduced local systems. This error information is already
used in the prediction, so a fusion step has to be added to the algo-
rithm in the actuator nodes (36) and (37).
By using BT, the physical interpretability of the states is lost, thus,
for an analysis, the reduced state vector has to be transformed back
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to the global state space. For this transformation of the a priori and
a posteriori information, the following equations are used

x̂−(k) = VBT x̂−r (k) (55)
x̂+(k) = VBT x̂+r (k). (56)

The transformation matrix VBT is determined by (15).
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Figure 10: A priori and a posteriori estimated state vectors of local systems reduced
by BT (3.1) and Krylov (3.2).

Fig. 10 demonstrates that the local SISO systems satisfy the charac-
teristics of the decentralized inputs and outputs of the global system.
Hereby, the global temperature profile (50) is shown in black and
the a priori estimation x̂−r after the reduction by BT/Krylov of the
acutator node, is represented in blue/orange dots as well as the a
posteriori estimation x̂+r in red/green lines of the sensor node. In a),
b) and c) the estimates based on measurement data of the reduced
local systems after the transformation into the original SISO sub-
space (n = 100) are illustrated.
In addition, it is presented that despite the lost interpretability of the
states due to the model order reduction as well as the distribution of
the estimation algorithms in a interconnected network, the control-
lability and observability of the global system is approximated by
the decentralized reduced local systems.
The input-/output-based distribution from Section 4.1 is also ana-
lyzed using the model order reduction method from Section 3.2, the
two-sided Krylov method. Although the model order reduction with
Krylov subspace methods is numerically efficient, the stability of
the reduced system is not guaranteed. Therefore, the stability must
be checked in the preprocessing. Based on the stability analysis of
the decentralized local systems, the reduction with Krylov subspace
methods also yields stable reduced systems for r = 6.
This approach also illustrates that the characteristics of the sensors
and actuators of the global system is approximated by the decentral-
ized reduced local systems (Fig. 10). Furthermore, the described
method for decentralization is used independently of the two model
order reduction methods presented.
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Figure 11: By BT and Krylov reduced estimated a posteriori state vectors with (57)
and (58) as well as (43) and (44) fused in a center.

If the a posteriori information of the decentralized SISO system
reduced by BT is provided to a fusion center, the original ΣRod is
reconstructed. For this purpose, the reduced a posteriori state vector
x̂+r and the a posteriori covariance matrix P+r of the m = 3 local
systems must be transformed into the local model space and fused
by

Pfused(k) =

 m∑
j=1

P−j (k)

−1

(57)

x̂fused(k) = Pfused(k)
m∑

j=1

(
P−j (k)

)−1
x̂−j (k). (58)

For the reconstruction of the global system ΣRod based on the second
method of model order reduction, a reference system (45) is derived.
The stability and the equivalent system order (r = 6) as for the
m = 3 decentralized reduced local systems have to be considered.
Before the decentrally reduced local a posteriori information is used
for fusion, a transformation into a known common subspace is re-
quired. For this purpose, the decentrally reduced local a posteriori
information is transformed into the subspace of the reference system.
For further improvement a KF is used , which achieves an increase
of the reconstruction x̂e of the global system ΣRod with the reference
system and the fusion result as observation.
In contrast to Fig. 10, a fusion center is used in Fig. 11. The global
temperature profile according to (50) with the identified parameters
is shown in black. The decentralized local a posteriori states, re-
duced by BT, are shown in blue after fusion by (57) and (58) and
transformation (n = 100), while the dashed red line represents the
decentralized local a posteriori states, reduced by the method of
Krylov subspaces.
Here, the global system is fully reconstructed despite decentraliza-
tion and distribution in a sensor and actuator network. Additionally,
it is demonstrated that the presented methods are independent of
the model order reduction techniques. The decentralization and
distribution would be implemented for both model order reduc-
tion methods (BT and Krylov subspace methods) on BECKHOFF®

CX6030 CPUs (Intel® CoreTM i7 7700, 3.6GHz) and tested in real-
time approaches.
The deviation of the approximation by Balanced Truncation in the
ranges q = 1, . . . , 25 and q = 75, . . . , 100 is accounted for by the
reduction of the system order. With an increase of the order this

www.astesj.com 154

http://www.astesj.com


F. Friedrich et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 146-156 (2022)

deviation is minimized.
The communication effort is directly dependent on the system or-
der. For clarification, the system (51) was manually distributed into
several local systems. The order of the local systems is n1 = 35,
n2 = 20 and n3 = 45. If these decentralized local systems are used
to reconstruct the global system without further reduction, all local
systems must communicate with each other. The communication
overhead is significantly higher than in the presented methods with
the reduction methods BT and Krylov subspace methods (Fig. 12).
Thus, the presented methods reduce not only the computational
effort in the network nodes but also the communication effort.
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Figure 12: The information of the covariance error and state error sent by manual
splitting is illustrated as grey and for DSRKF as blue/red bars (logarithmic scale).

5.3 Subspace based Distribution

Without decentralization, the controllable and observable Krylov
subspace is derived directly from the global system (51). For this
purpose, the repeating of the one-sided method for the Krylov input
space and the Krylov output space is proposed in Secton 4.2. The
resulting reduced systems (46) and (47) describe the corresponding
subspace. However, to approximate the global input and output
behavior, information from both subspaces are required. For state
reconstruction in the subspace-based distribution, a SRKF from
Section 4.1.1 is used with the matrices (48). By separating the
controllable and observable subspace, this distribution can also be
used in a network.
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Figure 13: Reconstructing the global temperature profile by communicating the
reduced a priori and a posteriori states according to the distribution of the controlla-
bility and observability subspace in a sensor and actuator network.

The network nodes transmit the a priori and a posteriori state vec-
tors and covariance matrix, so no fusion steps are required in the

algorithms. However, the information received in the subspaces
must be transformed (49). Even when Krylov methods are used
without decentralization, the stability of the reduced system must
be analyzed in preprocessing. Fig. 13 demonstrates that also in this
case, for r = 6, a stable reduced system is present and used.
In contrast to the previous method (Section 5.2), only two network
nodes are used here. One network node uses the complete informa-
tion of the inputs for the prediction of the KF and another network
node uses all observations for the correction step of the reconstruc-
tion of the global system behaviour.
The minimization of the communication effort is not depicted, as
in this distribution only the prediction and correction is separated
(SKF). Using the model order reduction (SRKF), there will be a
lower communication effort with each reduced system order, since
a manual division cannot be performed when separating prediction
and correction.

6 Conclusion
In this paper, we have shown the decentralization into SISO sys-
tems of large-scale MIMO systems. We have also presented an
input/output-based and a subspace-based method for system distri-
bution. Both methods focus on the controllability and observability
of the global MIMO system. By applying the two best known
model order reduction methods (balanced truncation and Krylov
subspaces), the system order of the generated decentralized local
systems was reduced. By adding a DSRKF to the decentralized
reduced local systems, they are used in a network. The reduced
decentralized local systems describe different subspaces, so it is as-
sumed that the reduced information is communicated in the network.
It could be demonstrated that the transformation matrices resulting
from the two presented methods can also be used for communica-
tion. Their distribution in a connected network in combination with
the model order reduction methods significantly reduced the com-
putational and communication effort required for state estimation of
the large-scale linear MIMO system.
In the future, the presented methods will also be applied for de-
centralized distributed control. In future practical approaches, the
methods will also be used in tracking dynamic targets and applied to
the decentralized distributed multi-laser tracker system (DDMLTS)
[38].
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 Electroencephalography (EEG) is one of the most common and benign methods for 
analyzing and identifying abnormalities in the human brain. EEG is an incessant measure 
of the activities of the human brain. In contrast, when the measurement of EEG is bounded 
by time and the EEG is synchronized to an exterior stimulus, is known as Event-Related 
Potential (ERP). ERP has the capability to perceive and explore the human brain’s 
responses to specific sensitive, cognitive, or motor events in real time with high temporal 
resolution. Among the various techniques, the oddball paradigm is very famous in EEG 
studies. In an oddball paradigm experiment, brain responses to frequent and infrequent 
stimuli are measured. However, the success of ERP research is very much dependent on the 
analysis of clean data sets and unfortunately, EEG is a combination of both neural and non-
neural activities which introduce significant sources of noise that are not related to the 
brain’s response to the external stimulus. These unrelated non-EEG components are 
acknowledged as artifacts and due to these, the quality of the EEG may damage by 
decreasing SNR (signal-to-noise ratio). In addition, these artifacts may mislead the actual 
information in the study. Addressing this problem, the purpose of this research is to introduce 
a machine learning algorithm (ML) that can screen EEG/ERP data to remove data epochs 
that are disrupted by artifacts and thus produce a clean data set. Overall, three unsupervised 
ML algorithms are applied to identify noisy epochs and it is found that the DBScan method 
performs best with 93.43% accuracy. Finally, the success of this study will allow the ERP 
study to have a cleaner ERP data set in normal laboratory conditions with less complexity 
in the ERP studies. 

Keywords:  
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Artifact Corrupted Epochs 
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1. Introduction 

This study is an extension of our previously published [1] paper 
and was presented at the 7th International Conference on Data 
Science and Machine Learning Applications (CDMA, 2022). In this 
paper, we identified and detected the auditory ERP artifacts by 
unsuper- vised Machine Learning Algorithms (MLAs) and 
compared the results and features with the visual Event-Related 
Potential (ERP) artifacts that were presented at the CDMA 
conference. 

Electroencephalography (EEG) is a safe and painless method 
of measuring the human brain’s electrical activities in real-time. In 
medical research, EEG experiments are very convenient. EEG 

measures the electric potential of the brain over a continuous time 
and EEG activities over a bounded time are acknowledged as Event- 
Related Potential (ERP) [2]. ERPs can explore the brain’s response 
to a specific sensory input with a high temporal resolution. In 
addition, ERPs are potential for the use of human biomarker, and 
other cerebral processes [3-5]. 

The oddball paradigm is one of the common experimental 
methods in ERP research. In the oddball paradigm, there is a 
sequence of monotonous stimuli, and it is irregularly interrupted by 
an uncommon stimulus [6]. In this study, the experimental work is 
comprised of a typical auditory oddball paradigm. Here, the test 
subject heard a series of tones with two different pitches. One of the 
tones is played much more frequently than other. For example, a 
common tone played 80% of the time with a randomly interspersed 

ASTESJ 

ISSN: 2415-6698 

*Corresponding Author: Rafia Akhter, email: Rafia.Akhter@uga.edu 
 

Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 157-166 (2022) 

www.astesj.com   

Special Issue on Innovation in Computing, Engineering Science & Technology 

https://dx.doi.org/10.25046/aj070517  

http://www.astesj.com/
http://www.astesj.com/
https://dx.doi.org/10.25046/aj070517


R. Akhter et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 7, No. 5, 157-166 (2022) 

www.astesj.com               158 

uncommon tone making up the remaining 20% of tones. It has been 
established by different studies that ERP gives a maximum positive 
peak of around 300 ms- 600 ms and the peak is higher for 
target/oddball stimuli compared with standard stimuli. This 
component is known as the P300 component [7]. 

However, EEG in its raw form is a mixture of neural and non-
neural activities. Any non-neural activities are unnecessary in EEG 
research and recognized as artifacts in EEG/ERP research [8]. These 
artifacts may produce erroneous results in ERP studies in various 
ways. For example, may damage the ERP signal quality by reducing 
the signal-to-noise ratio , there could some arbitrary artifacts which 
occur infrequently for one certain condition for one test subject 
while for other test subjects it may occur rarely. As a result, there 
might be huge differences in the evaluation of two test subjects for 
the same experiments [9]. There are many more reasons for 
artifacts that may mislead the conclusion of any ERP study. 

There are a huge number of sources of EEG artifacts but the 
most common artifacts are related to eye and body movements. In 
this study, our goal is to detect eye-blink artifacts, eye-movement 
artifacts, and body movement artifacts in normal laboratory 
conditions. Although much research has been done, there is no 
standard technique for detecting and eliminating artifacts. 
Addressing this, the aim of this study is to introduce a method of 
machine learning (ML), in which we can identify artifact corrupted 
ERP epochs and by removing those from the dataset, we will have 
a clean dataset. This experiment is done with the addition of some 
external effort to create artifacts. So that we could detect these 
artifacts. As a result, the outcomes from this study will improve the 
signal quality of the ERP experiment. 

We applied the anomaly or outlier detection method of MLA 
and our data was unlabeled i.e. we applied, unsupervised MLA. 
Unsupervised MLAs find uncommon data points which have 
different properties compared to others, in any dataset. We applied 
three unsupervised MLAs for the detection of artifacts. They are 
Density-Based Spatial Clustering of Applications with Noise (DB- 
Scan), Isolation Forest (IsoF), and Local Outlier Factor (LOF). We 
measured the artifact-mixed ERP epochs detection efficiency of 
these methods and compared the accuracy of efficiency with the 
standard EEGLab method. We found the DBScan method is most 
efficient with 93.43% accuracy while the other methods also showed 
a good efficiency, ranging from 85% to 87%. 

EEG is frequently utilized to analyze epilepsy, which causes 
variations from the norm in EEG readings. It is additionally utilized 
to analyze rest clutters, the profundity of anesthesia, coma, 
encephalopathies, and brain passing[10]. In general, EEG produces 
amplitude with respect to time and it is a very sensitive 
measurement. These measures are very important for clinical 
decisions. But artifacts may change or hides the information in EEG 
and re- moving these artifacts may take a long time for analyzing 
the data by extracting features. But MLAs have shown faster 
learning to process EEG signals [11] by outlier or anomaly 
detection method. Isolation Forest is an effective MLA for this 
detection with linear computational complexity. Screening 
anomaly is useful for the detection of epileptic seizures [12]. LOF 
can identify artifacts by producing abnormal scores using statistical 
methods [13]. DBScan uses a clustering-based algorithm to detect 

artifacts[14]. Overall, MLAs have shown effective importance in 
analyzing epilepsy and other neurological diseases. 

The organization of the paper is as tracks: section 2 consists 
literature review, the experimental setup and procedure are 
explained in Section 3, identification of artifacts are in section 4, 
Section 5 contains practical implementations, and finally, results and 
conclusions are in Sections 6 & 7. 

2. Literature Review 

A lot of research has been done to remove artifacts but most 
methods require labeling the artifacts manually or requiring, 
additional hardware. For example, Electrooculography electrodes 
may require to place around the eyes or may necessitate data-sets 
containing a huge amount of data, and many more [15]. The 
involvement of humans to label artifacts in EEG data may be not 
desirable as it might be a tedious and time-consuming process [16]. 

In [17], the author described an unsupervised EEG artifact 
detection algorithm. It shows that this algorithm is effective to 
identify eyeblinks with 98.15% accuracy. They collected their 
dataset with the OpenBCI system and used EEGLab. In their 
experiment, sub- jects were instructed to watch a video and read 
articles, each for 5 minutes. They compared the methods with SVM 
and k-NN which are learning-based methods. But the accuracy of 
the performances of these methods was very low, 46.49% 67.82% 
comparatively. 

In [18], the author established a deep learning method using 
Bayesian and attention modules to improve the performance of the 
classifier. Here, after the filtering process, to remove line noise, the 
artifact subspace reform (ASR) technique [19] was revised to 
remove an artifact that is dispersed throughout the entire scalp with 
a huge variance. The infomax-ICA technique was then directed to 
get a set of ICs establishing EEG and artifacts [20]. To end, 
topographic plots were grown and labeled by EEG experts. The 
classification accuracy was very high, around 95% but this method 
needs an attention module, task-dependent, and an EEG expert is 
required. 

In [21], mthe author depicted an EEG noise-reduction scheme 
that customs representation knowledge to perform patient- and task- 
specific discovery of artifacts and correction. More specifically, 
their method is dependent on a given task and extracted 58 features 
from the signals. 

3. Experimental Setup and Procedure 

3.1. Dataset 

This auditory oddball paradigm EEG data set is approved by 
the Institutional Review Board (IRB) at the University of Georgia, 
Athens. All of the participants provided knowledgeable permission. 
In this study, the number of test subjects was 13 (both male and 
female). They all were a minimum of 18 years of age. They had no 
psychiatric conditions and no hearing or eye-sight weakening. The 
EEG experiment had 3 setups and for every test subject, there were 
3 data sets. The first data set is a mind wandering data set and the 
last two are artifact corrupted/test data sets. For 13 subjects, there is 
13 mind wandering data sets and 26 test data sets. However, in 3 of 
the test data sets, almost all the ERP epochs were characterized by 
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test subject distraction, and those 3 data sets were not considered in 
our study. So, there was a total of 26 test data sets. 

For the recording and collection of data, an OpenBCI EEG 
capture system with an Ultracortex Mark IV headset was used. 
Here, the electrodes were connected according to the international 
10-20 system along the surface of the scalp [22]. The 8-channel 
Cyton board was mounted to the headset. We connected electrodes 
to the frontal (FP1, Fz), central (Cz, C4), parietal (Pz, P7, P8), and 
occipital portion (O1, O2) in the human scalp (Fig. 1B). The Cyton 
Board was wirelessly connected via a Bluetooth (4.0 Low Energy 
BLE ) to a data collection computer. To generate the auditory stimuli 
for the ERP oddball experiments, we used a Mikromedia PIC24EP 
board, available from MikroElectronika Inc [23]. 

3.2. Data Collection Procedure 

In this auditory oddball paradigm, subjects hear a sequence 
comprised of 2 tones with a different pitch where one of the tones is 
played much more frequently than the other (ex. a common tone 
played 80% of the time with a randomly interspersed uncommon 
tone making up the remaining 20% of tones). 

 
(a) 

 
 

(b) 

Figure 1: (a) The experimental setup of auditory oddball task. There were a series of 
tones with two different frequencies of 1000Hz and 2000Hz. The tones were played 
randomly with the stimuli duration of 200 ms and ISI of 3s 50 ms); (b) The 
International 10/20 system of electrode positions. The red-colored electrode 
positions were used to record the data in this experiment. For all the calculations, the 
measurements of the Pz location (marked in blue) were used. 

In this experiment, to record EEG (as shown schematically in 
Fig. 1A), the Ultracortex Mark IV headset was used. There were 50 
tones with two different pitches. One tone with 1000 Hz is known 
as a “ common” tone and the other with 2000 Hz, is “uncommon or 

oddball ”. The subject was instructed to concentrate on the 
uncommon tones and ignore the frequent tones. The proportion of 
frequent and uncommon tones was 80:20. The stimuli or tone 
duration was 200 ms and the Inter-stimulus Interval was 3s 50 ms. 

There were 3 experimental setups. In the 1st setup, there was 
no instruction for the test subjects. The subject heard the tones and 
data were recorded. The data set from this setup is named a mind- 
wandering data set. At the 2nd setup, the subjects were instructed to 
give their special concentration to counting the uncommon/oddball 
tones and try to overlook the common tones. In the 3rd setup, the 
experimental condition was the same as in the 2nd, but we made an 
unexpected disturbance. For example, we made an abrupt flash on 
another monitor to divert the mind of the test subject, so that he/she 
would have somebody’s movements or blink their eyes. 

The data sets collected for the last two setups are named artifact 
corrupted/test data sets. After completion of each dataset collection 
procedure, there was a 1–3-minute break of “mental rest” before 
initiating the next data collection interval. 

3.3. Processing of Dataset 

There were 3 data collection intervals for every subject and there 
was a total of 26 test data sets, as described in section 3.1. After 
recording, the data sets were protected in CSV format and EEGLab 
(a tool of MATLAB) was used for the primary analysis [24]. The 
DC offsets were uninvolved, and a band-pass filter (non-causal) of 
0.1 Hz-30 Hz was used for the filtering of the EEG signals. For the 
ERP epochs extraction, a time window of -1000 ms to 2000 ms was 
bounded and ERP features were extracted in an adequate window of 
200 ms to 600 ms after the commencement of the stimulus for the 
ERP evaluation. For further calculation, all measures (amplitude 
and latency) were evaluated from the uncommon stimuli at the Pz 
electrode position. 

4. Artifacts Detection 

The signal recorded in ERP experiments is a combination of 
EEG plus the non-neural source of activities. These non-neural 
sources are mainly from the induced electrical signals of the 
recording environment (e.g., line noise from lights and computers) 
and human biological activities. For example, it is very usual that 
while recording EEG, a test subject may blink his eye, moves his 
eye, he may move his head, or body, there may be muscle activities, 
have skin potential, and many more [25]. All of these may create 
non-neural signals in EEG recording and these are considered 
artifacts. As a result, EEG signals are often contaminated by 
several artifacts such as the electrooculogram (EOG), the 
electromyogram (EMG), electrocardiogram (ECG) and motion 
artifacts are a result of, for example, an eye-blink activity is an EOG 
artifact. 

In this study, we tried to detect eye-blink, eye-movement, and 
body-movement artifacts. Due to the spontaneous movement of 
eyelids, the EOG artifact is normally always present in EEG signals. 
When a subject blinks his eyes, an eye-blink artifact appears as a 
high amplitude spike in the EEG signal [26]. Eyeblink responses are 
opposite in polarities compared to EEG signals and usually consist 
of a deflection of 50-100 V with a typical duration of 200-400 ms. 

In addition, there are either horizontal eye movements or vertical 
ones. For a horizontal movement of eyes (HEOG), there is a higher 
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positive voltage over the side of the head that the eyes now point 
toward. For a leftward eye movement, a positive-going voltage 
deflection is shown on the left side of the scalp, and a negative-going 
voltage on the right. In the case of vertical eye movements (VEOG), 
higher deflection shows between the electrodes below and above 
the eyes[27,28]. 

The movement of the body is very obvious for a test subject. 
Body movements create huge fluctuation of voltage levels and there 
may be high voltage levels which may shift upward or/and 
downward drift [29]. If these artifacts are not removed from the 
dataset, then the measurement or the values of the ERP features may 
be totally in the wrong format. All of these create huge artifacts in 
EEG and change the measurement levels of ERP features. Fig.2 
shows the artifacts in EEG recording for subject 1. 

 
Axis description of the figures. x-axis: time in millisecond (ms); y-axis : EEG voltage 

amplitudes in the microvolt 

 
(a) EEG eye blink artifacts shows in green box (left) and artifacts due to eye-

movement shows right in green colored box (right) 

 
(b)EEG body movement artifacts 

Figure 2: Examples of artifacts in EEG recordings for Subject 1 

5. Practical Implementation 

At first, we detected the artifact corrupted ERP epochs by a 
standard method (EEG Lab) and after that, identified by unsuper- 
vised Machine Learning Algorithms (MLA). For detecting artifact 
corrupted ERP epochs , a maximum of 150 V (+/-) was set for peak- 
amplitude detection and 25 V(+/-) maximum for mean amplitude. 
The overall process of this study is shown in the following block 
diagram (Fig. 3). 

 

 
Figure 3: The block diagram of this research shows all the steps of the auditory odd- 
ball paradigm experiment and the comparison step with the visual oddball paradigm 
experiment 

1.1 EEGLab: Standard method of ERP artifacts detection 

EEGLab is one of the most popular EEG software for EEG 
analysis [30]. It is a freely available open-source toolbox [31] that 
provides an interactive graphical user interface (GUI), allows users 
to flexibly and interactively process their high-density EEG, is 
capable to do the dynamic brain data using independent component 
analysis (ICA), and able to spectral time/frequency and coherence 
analysis, as well as standard methods including event-related 
potentials (ERP) [32] and many more. For all of these reasons, we 
used EEGLab as a standard method of EEG/ERP analysis. Fig. 4 
shows how these parameters for artifact rejection can be set for 
automatic artifact identification in EEGLab. Beyond these simple 
approaches, there are many other methods to detect and reject 
artifacts in the EEG dataset. 

 
(a) EEG Lab Menu bar shows the methods of detecting and rejecting abnormal 

ERP epochs 
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(b) Shows the parameters selection options for rejecting ERP epochs 

Figure 4: EEGLab processing steps for artifact corrupted ERP epochs detection 

 

(a) Yellow shaded epoch is marked as eye-blink-artifact 

 
(b) Yellow shaded epoch is marked as body movement-artifact 

 
(c) Yellow shaded epoch is considered as an artifact corrupted epoch due to 

abnormal spectra 

Figure 5: Examples of ERP artifacts detected by EEGLab (yellow shaded) 

We performed the following steps by EEGLab [33] Toolbox: 

• Filter 

• Run ICA 

• Remove components 

• Extract epochs 

• Reject Data epochs 

In this study, we applied the method “Reject Data Epochs” by: 

• Reject extreme values 

• Reject by abnormal spectra 

• Reject by the linear trend 

The artifact corrupted ERPs detected by EEGLab methods, 
following the a bove steps are shown in Fig. 5. Among the three 
figures, in every figure, the yellow shaded epochs are not similar to 
other epochs. These are detected as anomalous ERPs by EEGLab 
“Reject Data Epochs” methods. For example, in fig 5A, the yellow 
shaded epoch ( 2nd from left) are showing a much higher peak 
compared to others. It is known that, for eye blink, EEG amplitudes 
give a higher peak. For this reason, it is marked as an eye-blink 
corrupted epoch. 

5.1. Machine Learning Algorithms 

Machine Learning Algorithms (MLAs) generally can predict 
output from the given input values [34-36]. In addition, MLAs can 
identify the outliers in the data-set in a very fastest ode with good 
efficiency. Outlier points are significantly different from the 
majority of the other data points[37] and the process of finding the 
outliers in the data-set is known as anomaly detection. MLAs have 
both supervised and unsupervised learning approaches. Supervised 
learning uses labeled data to help predict outcomes. On the other 
hand, unsupervised learning does not use labeled  data [38]. They 
analyze and discover hidden patterns and return the data points with 
abnormal behavior. In this study, to detect the artifact corrupted 
ERP epochs, the following 3 features were used. i. Mean of ERP 
amplitude (mean), ii. The peak of ERP amplitude (peak P300), and 
iii. latency of the peak ERP (known as P300 ) (peak latency) in the 
window of 200 to 600 ms. In this study, we applied three 
unsupervised MLAs for identifying artifact corrupted ERP epochs 
based on anomaly detection. They are: 

1. Isolation Forest (IsoF) 
2. Local Outlier Factor (LOF) 
3. DBScan 

The Local Outlier Factor (LOF) algorithm is an unsupervised 
anomaly detection method that calculates the region density 
aberration of a definite data point concerning its neighbors. It 
considers as deviations from the norm the samples that have a 
noticeably lesser density compared to the neighbors[39]. In Fig. 6, 
there are two neighbors, C1 C2. and there are two outliers, P1, and 
P2. The neighbor’s numbers are a typical set of (i)more prominent 
than the least number of tests a cluster must contain so that other tests 
can be nearly exceptions relative to another cluster, and (ii) smaller 
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than the supreme number of close-by tests and these are termed 
theoretically as local outliers. 

Isolation Forest (IsoF) is an unsupervised MLA that separates 
observations by selecting random features and returns the unusual 
score of each test point. This algorithm describes that anomalies are 
data points with unusual behavior and they are few. IsoF could be a 
tree-based show where segments are formed by randomly selecting 
a feature and after that picking an arbitrary split value between the 
minimum and supreme worth of the chosen feature[40]. Fig. 7 
shows that red circles are separated from other normal points (blue) 
due to unusual behavior. 

 
 

Figure 6: Local Outlier Factor. There are two neighbors, C1 C2. and there are 
two outliers, P1, and P2. [source: Arun Mohan,” Local Outlier Factor”, 
Medium.com, Dec 31, 2008] 

 

Figure 7: Isolation Forest. In this figure, red circles are separated from other 
normal points (blue) due to unusual behavior. 

DBScan Clustering is an unsupervised MLA that’s used to 
gather data into clusters. It is a famous outlier detection method 
based on density. This process reveals central samples of high 
density and expands cluster density. More accurately, this algorithm 
sees clusters as a region of high density isolated by low density. For 
this relatively basic view, clusters found by DBSCAN can be in any 
form[41]. In this procedure, there are two sorts of parameters and 
three sorts of information focus. One parameter is “eps” (maximum 
range of the area) and another is “minpts” (least number of facts in 
the eps-area of a central point). 

When any data point contains at least “minpts”, are known as 
“core points” and when the quantity of points is less than “minpts”, 
are known as “ border points”. In addition, within the “eps” range, 
when there are any points not surrounded by other points, i.e., 
absolutely alone in the eps range, those data point is known as 
an outlier, In Fig.8, there are two clusters, colored as deep-blue and 
green where outlier is marked as a red circle. 

 
Figure 8: DBScan Cluster Technique . There are two clusters, colored as deep-blue 
and green where the outlier is marked as red circles. Also, eps are equal to 1 and 
the minimum number of points is 5. 

5.2. Confusion Matrix 

A confusion matrix is very useful to present the performance of 
any model [Fig. 9]. It consents to the visualization of the 
performance of the subsequent procedure. It is a table with two 
rows and two columns that calculates the number of true positives, 
true negatives, false positives, and false negatives [42]. For our 
calculation, we measured the accuracy (Table I) of artifact corrupted 
epochs for the unsupervised MLAs by the following equation: 

 
Figure 9: Confusion Matrix 

α = (TP + TN)/(TP + TN + FP + FN)               (1) 

In the above equation, α = Accuracy, 
TP = True Positive, TN = True Negative, 
FP = False Positive, FN = False Negative 

6. Results 

6.1. Artifact corrupted Epoch Detection Accuracy 

In Fig. 10, the artifact corrupted ERP epochs, detected by 
Isolation Forest, DBScan, and LOF methods are shown for our test 
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subject 1. The orange colors are indicating the artifact corrupted 
ERP epochs. 

 

A: Isolation Forest 

 
B: DBScan 

 
C: LOF 

Figure 10: Three unsupervised MLAs. Here, orange circles are artifact corrupted 
ERP epochs and blue circles are normal ERP epochs, for the test subject 1. 

Table 1: Comparison of the detection of accuracy of the arti- fact corrupted epoch 
(in %) with eeglab 

Dataset Isolation Forest DBScan LOF 
D1 76 91 94 
D2 88 91 88 
D3 94 97 88 
D4 94 91 88 
D5 74 88 85 
D6 94 97 97 
D7 94 97 94 
D8 91 97 91 
D9 95 88 82 

D10 94 97 94 
D11 91 97 94 
D12 76 94 79 
D13 82 94 85 
D14 91 94 88 
D15 62 94 74 
D16 97 94 94 
D17 91 94 82 
D18 91 91 82 
D19 88 91 88 
D20 88 97 82 
D21 79 88 85 
D22 82 95 84 
D23 81 92 86 

Average 85.54% 93.43% 87.18% 
 

Table-I shows the detection accuracy of the artifact corrupted 
ERP epoch of the auditory oddball paradigm . There, artifact 
corrupted ERP epoch detection accuracy of three unsupervised 
machine learning algorithms is compared with EEGLab’s “Reject 
data epochs” method. 

There are 23 test data-sets and named D1, D2, . . . , D23 (as 
described in section 3.1). Each data-set contains 50 epochs. At first, 
we detected the artifact corrupted epochs of the D1 data-set by 
EEGLab (named Data-set E1). After that, we applied 3 
unsupervised MLAs ( Isolation Forest, DBScan, and LOF) to detect 
the outlier and named the data-sets as M1, M2 M3, respectively. 
Then, by confusion matrix, we compared the accuracy of M1, M2 
M3 with E1 for the detection of artifact corrupted epochs. We re- 
peated this procedure for all the remaining 23 data-sets. All of the 
comparative results are shown in Table-I. All the methods showed 
good detection accuracy and the DBScan achieved a maximum of 
93.43%. The LOF method detection accuracy was 87.18% and the 
Isolation Forest performed with 85.54%. 

Table 2: Comparison of visual and auditory oddball paradigm artifact corrupted 
epoch detection accuracy 

 Isolation Forest DBScan LOF 
Audi ERP 85.34% 93.43% 87.13% 
Visu ERP 79.7% 90.15% 77.95% 

Table 2, shows the comparison between the auditory oddball 
paradigm (Audi ERP) and visual oddball paradigm (Visu ERP) for 
the detection of artifact corrupted ERP epochs. In our previously 
published paper [1], there is detail about the procedure and results 
of the visual oddball paradigm. The dataset is a publicly available 
IRB-approved dataset by the University of California, Davis. The 
dataset contains 30 subjects’ data. In that experiment, each subject 
saw five letters (A, B, C, D & E )randomly and one of these letters 
was assigned as a target letter, and its probability of appearance was 
20%. The subject had to identify if the visual stimuli were a target 
or not, for every block of letters (Fig. 11). The duration of visual 
stimuli was 200 ms and the gap between each stimulus was 1200 – 
1400 ms. 
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Figure 11: Visual Oddball task (Each subject saw five letters: A, B, C, D & E , 
randomly ,and one of these letters was assigned as a target letter, and its 
probability of appearance was 20%. The subject had to identify if the visual 
stimuli were a target or not, for every block of letters (Fig. 11). The duration of 
visual stimuli was 200 ms and the gap between each stimulus was 1200 – 1400 
ms. ); 

For this visual oddball paradigm data-set, we detected three  
artifacts corrupted epochs . They are artifacts due to eye blinks, 

due to eye-movement, and due to body movement. Both EEGLab 
and MLAs are applied to detect artifact corrupted epochs and 
compared the accuracy as we did in this study. In Fig. 12, it is 
shown that, for both ( visual and auditory) oddball paradigms, the 
DBScan per- formed with maximum accuracy while the other two 
methods are inconsistent with their positions. 

 
Figure 12: Comparison of artifact corrupted ERP epoch detection accuracy (on aver- 
age) for both auditory oddball paradigm (Audi ERP) and visual oddball paradigm 
(Visu ERP) ERP Signal Analysis 

6.2. ERP Parameter Analysis 

At first, the mean of ERP amplitude, the peak value of ERP 
amplitude, and the latency of ERP peak were measured in a time 
window of 200ms to 600ms from the test data sets. Then we 
identified and removed the artifact corrupted ERP epochs (as 
described in Section V: A) from the test data sets. After that, we 
again measured the same values. After comparing the values, before 
and after removing the artifacts, we found a clear change in values 
for ERP mean and peak amplitude measures but there were no 
noticeable changes for the ERP peak latency measures. In Fig. 13 
and Fig. 14, it is clearly shown that, for both mean and peak 
amplitudes, the values become lower after removing the artifact 
mixed epochs. For mean amplitudes it became 16.14 V from 35.4 V 
and, for peak amplitudes, it became 142.81 V from 223.9 V. 

We also compared the values with our previously published 
visual oddball paradigm data set [1]. In Tables 3 & 4, values of 
auditory(Audi ERP) and visual(Visu ERP) ERP mean and peak 
amplitudes (in micro-volt ) are given. In Table 3, mean ampl is the 
mean amplitude before artifact corrupted ERP epochs removal and 
mean AR means the mean amplitude after artifact corrupted ERP 
epochs removal. Same meanings are applicable to Table4. From 
these tables and Fig. 15 Fig. 16, it is clearly shown that for both 

mean and, peak amplitude, the value levels were higher before the 
artifact corrupted ERP epochs were removed. More specifically, 
there are sharper differences in the auditory oddball paradigm. 

 
 
Figure 13: Comparison of the auditory mean amplitude of ERP data before and after 

(AR) the artifact corrupted EEG epochs are removed (uV: microvolt) 

 

Figure 14: Comparison of the auditory peak amplitude of ERP data before and after 
(AR) the artifact corrupted EEG epochs are removed (uV: microvolt) 

Table 3: Values of auditory and visual erp mean amplitudes in a time window of 200 to 
600 ms before (mean) and after (mean ar) artifact corrupted epochs are removed 

 Visu ERP Audi ERP 
mean(micro-volt) 9.28 35.4 

mean AR(micro-volt) 8.59 6.14 
Table 4: Values of auditory and visual erp peak amplitudes in a time window of 
200 to 600 ms before (peak ampl) and after (peak ampl ar) artifact corrupted 
epochs are removed 

 Visu ERP Audi ERP 
Peak ampl(micro-volt) 27.75 223.9 

Peak ampl AR(micro-volt) 26.33 142.81 
 

 
Figure 15: Comparison of the auditory ERP mean amplitude in a time window of 
200 to 600 ms before and after the removal of artifact corrupted epochs (V: 
microvolt) 
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Figure 16: Comparison of the auditory ERP peak amplitude in a time window of 
200 to 600 ms before and after the removal of artifact corrupted epochs (V: 
microvolt) 

7. Conclusion 

In this study, we detected ERP artifacts of the auditory odd- 
ball paradigm by unsupervised machine learning algorithms and 
compared the results with the visual oddball paradigm experiment 
which is our previously completed experiment. Our data were 
unlabeled and we found unsupervised machine learning algorithms 
are fairly efficient to distinguish the artifacts due to aye and body 
movement. Among the applied unsupervised machine-learning 
algorithms, the DBScan method performed with the most efficiency 
for distinguishing artifacts in ERPs for both audio and visual odd- 
ball paradigms. For the auditory ERP experiment, the accuracy is 
93.43%, and for the visual ERP experiment, is 90.15%. In addition, 
the Isolation Forest and LOF method also showed good efficiency 
for the audio ERP experiment, 85.34%, and 87% respectively. On 
the other hand, they showed moderate efficiency for the visual ERP 
experiment, 79.7% and, 77.95% respectively (Table II). So, with the 
DBScan algorithm, we will have a cleaner ERP dataset in normal 
laboratory conditions with less complexity in data processing which 
may improve the quality of the EEG experiments. 

It is very obvious that there is a huge change in amplitude levels 
of ERPs for the eye and body movement corrupted artifacts and 
normally amplitude levels lift up or down. From Tables 3 & 4, it is 
clear that ERP means and amplitude become lower after removing 
artifact corrupted epochs. In addition, there are specific differences 
between the audio ERP oddball paradigm experiment. On the other 
hand, no substantial changes were found for the peak latency, before 
and after artifact corrupted epoch removal. 

For future research, there can be added more complexity to 
detect artifacts. Also, experiments can be designed to detect muscle 
artifacts which are one of the other common artifacts. Overall, this 
study may enable the use of ERPs as a strong bio-marker in EEG 
research in real-world experiments. 
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 The emergence of blockchain technology has facilitated the digital transformation of many 
businesses and thereby increased the competitiveness of China in the global market. As a 
cutting-edge technology, Blockchain has significantly influenced the practices across all 
business sectors. Focusing on the retail and insurance sectors, this paper analyzes the 
blockchain technology applications in two companies - Suning and PingAn. Success factors 
in blockchain implementation were discussed by using TOE framework. Similarities and 
differences in the implementation and development processes are compared. Features from 
the two corresponding industries - retail and insurance are also summarized. The major 
results revealed that retail and insurance industries are two of the most important 
application sectors of blockchain technology, and Suning and PingAn are both pioneers in 
blockchain technology development and implementation in their specific sectors. However, 
there are still distances between Chinese blockchain providers and world leading providers 
of blockchain, even though China has the largest number of blockchain patents in the world. 
The research results provide meaningful insights and practical implications to the 
blockchain application fields. 
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1. Introduction  

This paper is an extension of work [1] initially presented at 
the conference of Artificial Intelligence and Blockchain 
Technology (2021). Starting from a boom in the crypto-asset 
speculative movement in 2017, blockchain technology has kept 
an ascending trend in recent years [2]. Due to the high fever of 
Bitcoin, blockchain as a novel technology is also gradually 
gaining popularity in various industries. Blockchain consists of a 
peer-to-peer (P2P) network, a private key cryptography, and a 
protocol to make transactions secure [3]. Blockchain shares some 
unique characters, such as decentralization, persistency, 
anonymity and suitability [4], and was widely applied in multiple 
prevalent areas [5]. 

     Although blockchain technology has been studied in 
various industries, its primary applications exist in the finance 
industry. Due to the use of blockchain, the labor costs are 
significantly reduced, and information system security is 
substantially increased [6]. Retail industry is another industry 
with a higher penetration rate of blockchain, it can be used to trace 
veraciously transactional records [7]. Though industry papers 
have discussed and listed the implementation facts of both 
industries, little research has been done to systematically 

summarize the similarities and differences between the two 
industries, specifically with exemplary cases. With the above, this 
study examines the blockchain applications in these two 
industries and thoroughly analyzes two exemplars - Suning 
holdings group and PingAn insurance group. The Technology-
Organization-Environment framework is also used to summarize 
the success factors of blockchain implementation in both 
companies. In sum, our paper aims to address the following 
research questions: 

1. How do Suning holdings group and PingAn insurance adopt 
and provide blockchain technology in their businesses? 

2. What are the similarities and differences between both 
companies regarding to the development and implementation 
of blockchain technologies? What are the common factors 
leading to blockchain application success? 

3. How was blockchain technology developed in retail and 
insurance industries on a large scale? 

2. Blockchain Technology 

Blockchain is a system for recording information, and it is 
essentially a distributed ledger technology. The decentralized and 
immutable nature makes it difficult to disrupt. A blockchain is a 
chained database containing fixed-length blocks in which every 
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transaction record is included. Newly generated insuppressible 
transactions need to be verified before being inserted into the 
block. Users manage the data stored in the public blockchain 
autonomously through a P2P network and a distributed timestamp 
server, they also have free access to the transactions between two 
parties permanently recorded in the blockchain [8]. 

From the perspective of information technology, a blockchain 
is a distributed database in the form of multiple nodes, and a 
complete copy is available on each node. If more than 50% of the 
nodes reach consensus, the chain is entirely trustworthy [9]. In 
addition to the transaction record and timestamp, each block 
contains a hash value of the previous block and a new random 
number that can be used to verify the hash. The hash value exists 
to prevent fraud caused by changes to the content stored in the 
blockchain, and it follows each block to change [10]. Blockchain 
also determines whether a block contains a valid transaction. It 
uses the proof of work algorithm, which empowers data stored in 
the blockchain to be unaffected by the collapse of one node and 
thus maintains the authenticity of the data. On an overall basis, 
such a transparent system helps record the detailed sequence of 
events [6]. 

From the perspective of business transactions, blockchain 
technology offers a shared ledger for all companies involved in 
transaction. These new ledgers can hardly result in data loss, 
change or deletion, and can exclude the presence of a trusted third-
party company as in traditional transactions [11]. In this study, we 
discuss the applications of blockchain technology in the retail and 
insurance industries. Suning holdings group and PingAn insurance 
are selected in this paper as typical cases due to their pioneer 
positions in blockchain technology adoption and implementation. 
Furthermore, we extend our study and discuss the general 
phenomena of applying blockchain technology in retail and 
insurance industries. Last, the comparison of successful factors, 
similarities and differences between the two companies are 
presented, and the features of the two industries are summarized.   

3. Blockchain in Suning holdings group 

Suning holdings group (hereafter Suning) has been ranked as 
the second-largest civilian-run enterprise in mainland China. As a 
large ecological, platform-based company, Suning's industry chain 
involves retail, finance, logistics, Internet of things (IoTs), cultural 
creation, and sports. With an online and offline customer base of 
over 600 million, Suning is well-positioned to use big data to build 
consensus collaboration networks. A large amount of data 
provided blockchain technology a suitable environment. This 
amount of data also contributed to establish a blockchain lab by 
Suning Financial Research Institute in 2017, and thereupon, 
Suning integrated the blockchain technology into the group's 
business [12]. After that, Suning launched the domestic credit 
information transmission system, blockchain blocklist sharing 
platform, "blockchain + IoTs" financing platform for cars, 
blockchain anti-counterfeiting technology, and blockchain asset 
securitization service system between 2017 and 2018. After a 
series of practices of blockchain, Suning released the Suning 
blockchain white paper in July 2018. The white paper elaborated 
the development path and application areas of blockchain in 
Suning and announced Suning's prediction of the future 
development of blockchain [12]. 

A year later, Suning launched Blockchain as a Service (BaaS), 
a cloud-based infrastructure platform to provide developers and 
users with an ecosystem for creating and managing blockchain 
applications. The BaaS platform is also committed to provide a 
series of blockchain financial solutions such as data sharing, IoTs, 
supply chain finance, and payment settlement. In 2020, Suning 
launched an external empowerment plan to enhance digital and 
intelligent financial services, which has accelerated the research 
and development of blockchain technologies and expanded the 
blockchain application scenarios to its major partners. It is worth 
mentioning that Suning's financial blockchain technology has 
won various industry awards, including being selected for the 
2020 FAT Blockchain fintech leading 100 list. These show that 
Suning's blockchain applications are forward-looking in the 
industry [13]. 

3.1. Suning’s blockchain in Retail and E-Commerce 

Suning's blockchain application in the retail industry originated 
from the concept of smart retailing [14]. Compared to traditional 
retailing, smart retailing tends to predict consumers’ preferences 
and customize services by using big data. It involves drawing a 
user portrait, building a membership ecosystem, and supplying 
products according to market demand. 

3.1.1. User portraits and member ecology 

Consumers inevitably reveal their privacy when engaging in 
consumer behavior. To prevent user information from being leaked 
to third parties intentionally or unintentionally, Suning introduced 
blockchain technology to store users’ information. Moreover, 
since the data in the blockchain is available to authorized users 
only, consumers are able to self-manage the information stored in 
the blockchain, thus eliminate the possibility of information 
leakage [15]. Suning's business involves diverse aspects of retail 
industry, such as clothing, food, housing, and transportation. 
Building a member ecology can strengthen communication and 
enhance the sense of user experience. The ecology enables 
consumers, retailers, and suppliers to join the same blockchain 
network to avoid the unnecessary cost due to information 
asymmetry.   

3.1.2. Smart logistics 

Smart logistics is mainly reflected in supply chain 
management. Most traditional supply chains use one single 
approach - bulk goods reach the distributors through the supply 
chain and are distributed to smaller sales stores [16]. However, 
Blockchain technology allows factories to supply according to 
customers’ demand, eliminating the need for customers to wait for 
replenishment and travel to physical stores. The supply chain no 
longer adjusts passively based on customer demand but 
proactively predicts consumer demand and market trends [17].  

Blockchain technology can also monitor products throughout 
the logistics process to ensure that goods are traceable. On one 
hand, real-time logistics records track each transaction and 
delivery environment, avoiding incidents such as goods lost or 
replaced in the middle of the process. It strengthens the 
management of employees and reduces the possibility of 
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corruption. On the other hand, blockchain technology can 
implement precise regulation of cargo transportation. All parties 
involved in the transportation process can exchange real-time data 
and electronic documents without barriers [18]. Thus, the most 
optimal transportation route can be filtered out. In 2018, Suning 
collaborated with Baidu to develop driverless delivery vans. This 
has made uploading logistics information to the blockchain 
network easier [19].  

According to statistics, Suning's smart logistics network has 
covered 95% of the areas in mainland China. The company also 
plans to reach 20 million square meters storage area by 2025. In 
August 2020, Suning, China Logistics, and other partners jointly 
released the "5G smart logistics innovation demonstration white 
paper", in which Suning's experience in exploring smart logistics 
using blockchain and 5G technology was made public [19]. 

3.2. Suning’s blockchain in financial trade 

Since the invention of Bitcoin, the financial industry was the 
first sector to achieve a breakthrough in blockchain. Suning's 
blacklist sharing platform is one of the influential application areas 
of blockchain [12]. Traditional blacklists are used to record 
individuals or organizations with serious adverse credit problems, 
and are used mainly by financial institutions. However, most 
traditional blacklist data are non-public. It is thus difficult to 
investigate whether the other party commits credit problems before 
a transaction, which results in inevitable losses for both parties. 
Suning took the initiative to use blockchain technology to build a 
decentralized blacklist sharing platform. Blacklists in the industry 
are pooled and published to authorized organizations. This list is 
shared with other nodes in the blockchain network through smart 
contracts [12]. After one year’s implementation, the platform 
gathered 11 million pieces of data, including 7 financial 
institutions on the blacklist [20]. In September 2020, Suning bank 
officially joined forces with Citic bank and Minsheng bank to 
create a blockchain consortium that used the blacklist sharing 
platform of Suning. 

3.3. Suning’s blockchain in IoT 

Traditional IoTs relies on a centralized structure where all 
devices are authenticated by accessing a centralized cloud server. 
When the IoTs applications expand, it is highly prone to a system 
collapse, and lead to high financial and human resources costs. 
Meanwhile, the highly centralized nature makes all data stored in 
the IoTs hub. Once the hub is attacked, all users' private data will 
be lost or maliciously exploited [12]. Blockchain technology can 
solve this problem. In the following, we will introduce Suning’s 
two applications of blockchain in IoTs.  

3.3.1. Smart home 

As a company that promotes smart retail ecology, Suning has 
taken the lead in the industry to build an ecological intelligence 
platform to introduce smart home applications. Suning built a Biu+ 
ecological system based on artificial intelligence technologies, and 
blockchain technology in the Biu+ smart home system realizes the 
goal of information interoperability [21].   

3.3.2. IoTs financing platform for cars 

Suning launched the "Blockchain + IoTs" financing platform 
for cars in March 2019. Blockchain technology solves the problem 

of poor credibility supervision of movable assets pledge and 
inventory pledge financing business. Business process data can be 
uploaded to the blockchain platform, while sensors can monitor the 
goods in the warehouse in real-time to ensure the safety of goods 
during the pledge period. Suning claims that using the platform, 
the credit volume of the inventory financing business is expected 
to have a tenfold increase [22]. 

3.4. Blockchain in culture and creativity 

Cultural creation involves film and television, audio-visual, 
media, and craft design. The degree of copyright protection 
directly affects the motivation of creators. The major problem with 
copyright protection is that the certification mechanism is time-
consuming and costly. Inspired by the feature of blockchain, 
Suning uploads the creators’ content to the blockchain, and the 
generated timestamp is a unique proof of work. Subsequent 
modifications to the work are recorded in the block in 
chronological order. When the work faces the problem of 
copyright protection, the data in the blockchain will become a 
critical source to prove the originality. Meanwhile, smart contracts 
allow creators and consumers to transact directly without the 
presence of a third party (e.g., record label and broker). The 
privacy of the entire sales process is protected, and third-party 
profit sharing can be largely avoided [12]. 

The key milestones of the implementation process are 
summarized in Table 1. 

Table 1: Milestones of Blockchain implementation in Suning 

Time Milestones of implementation 

April 2017 
Suning launched a blockchain-based Letter of 
the credit system (BCLC), a blockchain 
financial blacklist data service system.  

February 
2018 

Suning launched the blacklist sharing platform 
system. 

July 2018 

• Suning and SAP carry out technological 
innovation and industry practice and 
promote the digital economy.  

• Suning officially published Suning's 
blockchain white paper and blueprinted 
different application scenarios of 
blockchain technology in retail, logistics, 
finance, culture, and creative industries.  

• The Suning blockchain commodity 
traceability platform was launched.  

September 
2018 

Suning Bank successfully granted pledge 
credit to the coal of Taihe port services 
through a chattel pledge financing platform 
based on blockchain and IoTs. 

March 2019 Suning finance's “Blockchain + Internet of 
Things” finance platform was launched.  

April 2019 The Suning blockchain forfaiting platform was 
launched.  

June 2019 
Suning demonstrated its ambition for 
blockchain technology in smart homes by 
deploying Suning’s Biu+ ecology.  

End of 2019 Suning launched Suning’s Blockchain as a 
Service (BaaS) cloud infrastructure platform. 
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Beginning of 
2020 

Suning financial technology launched the 
blockchain asset securitization service system, 
cooperating with the initial issuance of RMB 
800 million first way asset-backed security 
loans.  

February 
2020 

The Suning logistics “5G Wolong” unmanned 
vehicle empowered by blockchain 
successively completed unmanned terminal 
delivery deployments in Beijing, Nanjing, and 
Suzhou.   

August 2020 

The “5G smart logistics innovation 
demonstration white paper” that shares the 
strategic acumen of the combination between 
blockchain and 5G technology in smart 
logistics was jointly released by Suning and its 
alliances. 

September 
2020 

• The Suning blacklist sharing platform 
buttressed the development and launch of 
the blockchain consortium, established by 
Suning bank, Citic bank, and Minsheng 
bank.  

• Suning was invited to be a member of the 
official Jiangsu Internet society 
blockchain standardization technical 
committee. 

November 
2020  

The blockchain information sharing platform 
of anti-money laundering led by Suning bank 
started its services.   

Suning has benefited from the large-scale adoption of 
blockchain technology. User retention has dramatically increased 
as a result of blockchain's utilization in user profiling, and Suning 
is now able to proactively predict customer demand and market 
trends. Meanwhile, the expenditures brought on by information 
asymmetry were decreased [15, 17]. Suning was able to quickly 
upgrade information systems and achieve 95% coverage of the 
national smart logistics network thanks to blockchain applications 
in IoT. The presence of blockchain eliminated the volatility of 
conventional IoT systems and decreased the expenditure on 
building infrastructure and maintaining systems. Additionally, 
Suning has been able to grow its business into industries like 
intellectual property protection due to the application of 
blockchain in cultural protection, which started in 2018 [12, 23]. 

  As a comparison, Amazon - one of the world's best retailers 
in US, also has a unique insight into the expansion of its blockchain 
business. Its Amazon Managed Blockchain (AMB) makes it easy 
for clients to join public networks or create and manage scalable 
private networks using the popular open-source frameworks. 
Many famous companies in the world employed AMB services. 
Examples include: BWM, Sage, SonyMusic, and Nestle. AMB 
solutions were also used to facilitate supply chain management, 
international transactions, digital right protection, record keeping 
of all kind and more. In sum, Amazon developed a simpler and 
more efficient blockchain program that significantly reduces 
operational time and offers more than 70 solutions for customers 
[24]. Compared with Suning, Amazon provided more international 
services with a larger capacity across multiple areas to its clients, 
whereas Suning focuses more on the Chinese business, but still 
having an advantage in a wide application area of blockchain. It 

will take Suning a longer time to develop its blockchain 
technology to reach the maturity level of Amazon. 

4. Blockchain in the retail industry 

In the post-epidemic era, the challenges faced by retailers, such 
as supply chain maintenance, product sales, and employee safety, 
urged the development of blockchain technology in retail industry 
[25]. The application of blockchain technology is mainly reflected 
in three aspects. Firstly, it builds consumer confidence in the 
brand: blockchain has significantly reduced customer concerns 
about information security leaks. Likewise, supply chain 
management with blockchain participation ensures the quality of 
goods. Secondly, it improves the ability of suppliers to meet 
market demand: the supply chain under blockchain management 
actively adjusts the production quantity and inventory of goods 
according to market demand, reducing unnecessary costs. Finally, 
it creates additional competitive advantages for firms: customer 
profiling based on customer information, understanding consumer 
preferences, and designing products to meet market demand.  

Alibaba and Jingdong are the industry leaders ahead of Suning 
in terms of blockchain technology applications. The blockchain 
competition between these three top companies started with the 
"618" (an online shopping festival organized by e-commerce 
platforms in China on June 18th) promotion in 2018. Jingdong 
generated CNY259.8 billion turnover, and Ali Group's Tmall 
reached CNY213.5 billion. The high turnover has led to concerns 
about the quality of goods. Using blockchain technology to trace 
the originality of goods became a key to solve this concern. 
Jingdong firstly applied blockchain technology for anti-counterfeit 
traceability of mother and child, global purchase, and alcohol 
products. It made the total number of traceable commodities 
increased by more than 200 times within the 18 days of the "618" 
campaign. The platform has also attracted more than 400 
companies worldwide, which further increased the number of 
traceable goods to 1 billion pieces [26].  

In sum, for the retail industry, the significance of blockchain 
mainly lies in protecting user information, anti-counterfeit 
traceability of products, and monitoring the logistics process. A 
reasonable implementation of blockchain technology can help 
retail merchants win customers' trust and save unnecessary costs. 

5. Blockchain in PingAn insurance 

Ping An Insurance Co. of China Ltd (hereafter PingAn) is a 
Shenzhen-based Chinese holding company engaged in insurance, 
banking, and financial services, with thirty subsidiaries located 
domestically and oversea. PingAn was ranked No. 7 on the Forbes 
Global 2000 list of companies in 2021 and No. 29 on the Fortune 
Global 500. PingAn has generated $107 billion in gross premiums 
as China's largest insurer in 2018 alone. In July 2019, PingAn 
became the second-largest insurer globally, with a market 
capitalization of $220 billion [27]. PingAn joined the R3 
Blockchain Alliance in 2016 to collaborate with a global 
consortium on how to apply blockchain technology to the financial 
market, which was PingAn Group's first attempt at blockchain 
technology [28]. As a traditional insurance and finance company, 
PingAn aspires to be positioned more as a technology company 
providing cutting-edge technologies [29].  
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In the traditional insurance industry, policies are primarily 
documented in paper-based contracts, and consumers would call 
or meet the customer representative to finalize the contract. This 
process relies on manual operations and is subject to the risk of 
information loss, tampering, and misinterpretation. It is stated that 
fraud accounts for 10 percent of all property and casualty losses 
and creates at least $80 billion in losses in the U.S. [30]. 
Additionally, the lack of security, efficiency, and customer 
satisfaction in traditional insurance sales are issues that cannot be 
ignored. Blockchain technology could be an intelligent solution 
here [30]. 

Realizing the significant impact of blockchain in insurance 
business, PingAn increased the investment of research and 
development in blockchain. 2021's knowledge asset management 
report shows that PingAn has obtained 1,749 blockchain patent 
families, implying a significant increase compared to the 291 in 
2019 [31]. PingAn's powerful blockchain technologies have 
created a new financial ecosystem covering five substantial areas: 
finance, real estate, automotive, healthcare, and smart cities. The 
blockchain system developed by PingAn has attracted 13.32 
million Internet users in 2020 and reached 225 million currently 
[32]. 

5.1. PingAn’s blockchain in finance 

PingAn OneConnect is an associate company of the PingAn 
insurance conglomerate. It has perfectly solved the challenges of 
privacy protection and system performance with its self-developed 
FiMAX S3C cryptographic blockchain structure. In addition to 
basic blockchain application methods such as trade finance, supply 
chain finance, and asset-backed securities, PingAn OneConnect 
also offers customized blockchain solutions for enterprises. Unlike 
traditional blockchain nodes generated by multiple accounts, the 
BNaaS (Blockchain Network as a Service) platform developed by 
PingAn allows users to independently create and publish new 
blockchain networks and join existing commercial blockchain 
networks through the BNaaS marketplace [13]. 

The blockchain-enabled platform, jointly built by OneConnect 
and UBX Philippines, targets Micro, Small, and Medium 
Enterprises (MSME) banking needs. It aggregates blockchain, face 
recognition, micro-expression, big data, and AI technologies and 
covers many business finance needs. Therefore, it can integrate 
more MSMEs into the financial system [33]. In addition, 
OneConnect developed a new smart legal contracting system in 
2019, and actively rolled out ALFA smart contracts. The contracts 
cover seven major financial sectors: banking, funds, securities, 
trusts, leasing, futures, and insurance across PingAn Group's 
various divisions. Using this smart contract, managing Asset-
Backed Securities (ABS) scheme contracts that would initially 
take two employees two to three weeks can now be completed in 
half an hour. After a wide-range use, ABS assets traded through 
ALFA reached CNY100 billion ($13 billion). The technology has 
significantly reduced the contracting time by 85% [34]. 

5.2. Blockchain in real estate, automobile, medical care, and 
smart city 

PingAn, one of China's largest real estate investors, spends 
CNY50 billion ($7.7 billion) of its annual budget on new physical 
asset investments, representing 10% of its total investments each 

year [35]. Lease transactions and property registration in the real 
estate business involve preserving confidential information such as 
property rights, management rights, and transaction prices. With 
the help of blockchain technology, the accuracy and efficiency of 
the above activities can be improved. 

In the automotive industry, where PingAn is involved, 
blockchain technology enables the traceability of the sources of 
auto parts and improves operational transparency. Moreover, 
blockchain allows the automation of processes in car-sharing 
services. For instance, with the assistance of smart contracts, 
blockchain will help two parties create an agreement, after all the 
conditions of the agreement are fulfilled, this agreement will be 
automatically executed [36]. 

PingAn's healthcare ecosystem, released in 2020, contains one 
of the largest healthcare databases in the world. The database holds 
the second largest number of health technology patent applications 
globally, covering 30,000 disease profiles, 300 million apps, and 
over 1 billion medical consultation records [37]. Blockchain 
technology is mainly used for anti-counterfeit traceability of drugs 
and storage of patient electronic profiles. 

PingAn signed an agreement with the Sanya city government 
to build a “smart city”  based on blockchain, artificial intelligence, 
big data, and cloud computing technologies. PingAn group 
invested CNY30 billion（$4 billion) to construct Sanya's smart 
city [38]. The key milestones of the implementation process in 
PingAn are summarized in Table 2. 

Table 2: Milestones of Blockchain implementation in in PingAn 

Time Milestones of implementation 
May 2016 PingAn became the first Chinese financial 

services institution to join the R3 
consortium.  

October 
2016 

PingAn OneConnect successfully registered 
the patent for “blockchain-based transaction 
verification method and system”, 
“permission control method and system 
based on blockchain transaction”, and 
“blockchain-based transaction processing 
method and system.” 

January 
2017 – May 
2018 

PingAn OneConnect successfully registered a 
series of patents for a Blockchain related 
systems and methods. 

August 2018 PingAn unveiled China’s first “1+N” smart 
city integrated platform, supported by 
blockchain technology.  

October 
2018 

HKMA uses PingAn’s FiMAX blockchain to 
establish an eTradeConnect platform for 
seven international banks in Hong Kong. 

December 
2018 

PingAn Good Doctor started integrating 
blockchain technology in their smart severe 
disease monitoring system, AI-based medical 
system, PASS and smart medical safety 
monitoring platform to improve the data 
security of the healthcare ecosystem.  

March 2019 PingAn OneConnect works with IFAB to 
establish a blockchain-based IFAB trade 
finance network for SMEs.  
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April 2019 PingAn OneConnect established the Tianjin 
port blockchain-based verification pilot 
project.  

May 2019 PingAn OneConnect built and operated a 
blockchain-enabled integrated Gamma 
Platform, allowing clients to migrate, manage 
and enhance their technology infrastructure 
and simplify the digital transformation 
process.  

June 2019  • PingAn OneConnect started managing 
the contracts by the ALFA smart contract 
cloud platform, which supported 1,000 
standard contract templates and 80,000 
tags stored in the blockchain.  

• PingAn FiMAX won the Best 
Blockchain or Distribution Ledger 
Technology Award from the Asian 
Banker, the Outstanding FinTech 
Achievement and the Best Application 
of Advanced Technology in a Product or 
Service from bank administration 
institution.  

July 2019 PingAn OneConnect officially launched the 
Blockchain Network-as-a-Service (BNaaS) 
for customers to create their blockchain-
based networks or take part in existing 
networks established by others.  

December 
2019 

• PingAn’s International Smart City 
subsidiary launched iShenzhen 
blockchain electronic license application 
platform.  

• PingAn integrated the blockchain 
witness function and launched the 
“PingAn Good Lawyer” smart legal 
compliance assessment systems. 

April 2020 PingAn OneConnect and China merchants’ 
port group created a blockchain-based system 
with Shenzhen customs to serve 
the Guangdong-Hong Kong-Macao Greater 
Bay Area. 

May 2020 PingAn was one of the pioneers utilizing the 
blockchain technology to develop a tax-
industry alliance chain for the sake of 
reducing tax costs and trade finance risk.  

August 2020 PingAn’s International Smart City subsidiary 
was invited to be the chief compilation team 
as recorded in the bluebook of blockchain 
application innovation in the area of Beijing 
government services. 

October 
2020 

PingAn launched the intelligent 
transportation integration platform- “155C” 
to resolve traffic congestion-related issues.  

November 
2020 

• PingAn filed the largest number of 
blockchain-related patents in 2020 [31].  

• PingAn FiMAX was listed on the Top 30 
list of the 2020 China Blockchain 
entities and was rewarded by 5th Golden 
Gyro Awards for its contribution to the 
Blockchain industry.  

September 
2021 

• PingAn OneConnect had collaborated 
with 62 government agencies and 
regulators and 41 IT service providers to 
benefit over two million SMEs through 
its financial ecosystem.  

• PingAn’s FiMax architecture has been 
widely recognized and won 22 
technology awards [39].  

In PingAn’s insurance business, blockchain technology has 
significantly advanced the digital transformation, improved 
traditional insurance paper-based transactions and enhanced 
employee efficiency. As a result, there has been a corresponding 
reduction in errors and frauds previously caused by manual labor. 
PingAn OneConnect is also very good in developing blockchain 
platforms and offers blockchain services to other companies. The 
applications of blockchain in other areas has automated procedures 
and increased operational transparency in various ways. Due to the 
increased accuracy of confidential information and transaction 
efficiency, PingAn has won the trust of investors and clients [36]. 
Statistics show that after blockchain technology was adopted, the 
total number of users surged to 225 million [32]. 

 As a comparison, United Health Group (UHG) U.S. - the 
benchmark for blockchain technology adoption in the health 
insurance sector was chosen. UHG uses the blockchain alliance the 
same way as PingAn. However, UHG's alliance brings together 
significant, industry-leading businesses from several sectors and 
encompasses multiple commercial relations, including suppliers 
and rivals. In contrast to PingAn's blockchain alliance, which is 
more homogeneous and is mostly constituted of insurance 
businesses, UHG's blockchain alliance deploys a multi-company, 
multi-site, permissioned blockchain. Each alliance member has the 
flexibility to deploy its nodes in accordance with its corporate 
demands. To this extend, PingAn's blockchain technology 
applications are yet to be as innovative and diversified as those of 
international leaders [40]. 

6. Blockchain in the insurance industry 

Blockchain technology is used in the insurance industry mainly 
as a decentralized and shared distributed ledger to prevent the risk 
of fraud in the insurance business by providing immutable and 
time-stamped records of transactions. In recent years, insurance 
companies have gradually benefited from blockchain technologies 
in their insurance business and have significantly increased their 
investment in developing new models of blockchain technologies. 

The insurance market size of blockchain was estimated to be 
$1,393.8 million by 2023, with an 84.9% compound annual growth 
rate (CAGR) [41]. The applications of blockchain are reflected in 
the following aspects: (1) fraud monitoring and risk prevention: 
insurance companies can keep all transaction records permanently 
on a distributed ledger and can use public data to predict and 
analyze fraudulent activities, (2) increasing customer trust in the 
brand: cryptographic principles in blockchain are used to 
authenticate customers and ensure transaction security and 
customer privacy, (3) claim processing: use blockchain technology 
to analyze data and significantly speed up claim processing, (4) 
smart contracts: blockchain's smart contracts automatically fulfill 
contracts when all conditions are met, reducing back-end 
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paperwork and lowering insurance company management and 
operating costs. 

The current situation shows that insurers are more cautious in 
blockchain deployment compared with the retailers, and 
blockchain is primarily applied to prevent fraud risks and manage 
information. However, some start-up insurers are trying to expand 
blockchain operations to other areas such as accessing and auditing 
electronic health records and verifying settlements. These 
activities are expected to save costs and improve operational 
efficiency [36]. 

7. Comparison between the two cases and two industries 

So far, we have introduced the implementation of blockchain 
technology in two companies - Suning and PingAn, and described 
the trend of blockchain applications in the retail and insurance 
industries. In this session, we will first use Technology-
Organization-Environment (TOE) framework to summarize the 
factors leading to blockchain implementation success, and then 
compare the similarities and differences between these two 
companies. The summarized features of blockchain applications in 
both industries will be presented at last.  

7.1. TOE framework and common factors to blockchain 
applications success 

With the analysis of the two cases, we argue that Suning and 
PingAn share several commensurate characteristics that lead to 
their success in blockchain implementations. We draw on the 
Technology-Organization-Environment (TOE) framework to 
explicate how and why these characteristics are essential and 
generalizable rather than domain-specific to all industries and 
types of organizations. 

TOE framework was initiated by Tornatzky and Fleishcer in 
1990 [42], and further extended to suit different contextual and/or 
situational analyses. The main principle of the TOE framework 
advocates the contextual congruence of technology itself, 
organization, and external environment to the technology adoption 
and implementation [43]. In this paper, we draw on the TOE 
framework extended by [44], which is believed to be more 
appropriate and deliberately designed for information and 
communication technology studies. Further, our analysis responds 
to [44]’s call to examine the external support and user-centric view 
in different contexts [44]. 

In TOE, the technological context highlights not only the 
significant characteristics of technology but also the 
“compatibility” and “interoperability” elements of the current 
system [45]. Three sub-factors are conceptualized in the 
technology context, including system configuration, technology 
hardware readiness, and technology compatibility. Firstly, system 
configuration refers to the technical architecture configuration and 
integration of both software and hardware [44]. Suning and 
PingAn have done well in this aspect, evidence can be found from 
the different awards they have received. For example, Suning has 
been selected for the 2020 FAT blockchain fintech leading 100 
lists. PingAn FiMAX won the outstanding Fintech achievement 
and the best application of advanced technology from a bank 
administration institution. Secondly, technology readiness refers to 
the maturity and capability in technology deployment [46]. PingAn 
has tried to integrate blockchain technology into current business 

practices and exercises; Suning has pioneered in transforming its 
businesses with blockchain. Though there might be slight 
differences, we believe such a difference can be attributed partially 
to the unique business nature. Thirdly, technology compatibility 
refers to how technology is perceived as consistent with the current 
organizational values and practices [47]. We argue that both 
companies did more than embracing blockchain technology alone; 
they tried to align it at a strategic level to explore any potential 
competitive advantages brought by blockchain.  

Regarding to the organizational context, the organizational 
support to the new technologies, the readiness for the technology 
implementation, resource investments and supportive corporate 
culture can impact the success of technology implementation to a 
greater extent [43]. According to the TOE framework, the 
organizational support can be categorized into two factors: 
organization fit and user barrier. It is believed that Suning and 
PingAn’s success in blockchain applications is never possible if 
they have not invested enough time, resources and training for all 
relevant users, including employees, clients and business partners. 
Both companies proactively distributed and shared the information 
with different stakeholders and invited them to get involved in their 
platform and ecosystem development. For instance, Suning 
advanced blockchain development by integrating 5G technology 
with allies in the “5G smart Logistics Innovation Demonstration 
White Paper”, and PingAn developed the tax-industry alliance 
chain with other partners. On the other hand, we found that both 
companies spontaneously value users’ acceptance of product and 
service change. They released the news about their new businesses 
with blockchain and benefits their customers can acquire from 
these new businesses through different channels such as 
newspapers, daily news, social media, and even state media, which 
have significantly cultivated customers' confidence on the new 
business and technologies in China.  

Finally, the environmental context considers the views of 
external stakeholders seriously, organization should engage in the 
prosperity of the ecosystem with high commitment [43]. External 
support is the overarching factor in the organizational context of 
technology implementation success. In addition to clients and 
business allies, government plays a critical role in Suning and 
PingAn’s success in blockchain implementation. Specifically, the 
Chinese central government clearly encourages blockchain 
industrial ecosystem establishment and blockchain industrial 
applications. It issued 217 policies, regulations, and program 
documents pertaining to blockchain technology, clarifying the 
legal boundary of blockchain application and implementation [48]. 
For instance, one of the initiators of PingAn’s tax-industry alliance 
chain is the Shenzhen government. In short, based on the TOE 
framework, we argue that Suning and PingAn share some common 
characteristics of success in blockchain applications. These 
commonalities are theoretically and practically generalizable to 
other fields. Table 3 summarizes these common factors. 

Table 3: Common factors to blockchain application success based on TOE 
framework 

Technological context 

System 
Configuration 

Suning and PingAn both have well-
developed technical architecture and 
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integration systems on both software and 
hardware.  

Technology 
Readiness 

Suning and PingAn both demonstrated 
maturity and capability in technology 
deployment. Correspond to different 
business natures, Suning focused more on 
blockchain adoption whereas PingAn is 
more on development and 
implementation.  

Technology 
Compatibility 

Suning and PingAn not only integrated 
blockchain technology into their current 
business coherently, but also embedded it 
into their business strategies.  
Organization context 

Organizational 
Fit 

Suning and PingAn’s invested much time 
and resources to train users to process and 
handle the change brought by blockchain 
in their business. Both organizations also 
proactively distributed and shared the 
information with different stakeholders, 
and invited them getting involved in their 
platform and ecosystem development. 

User Barrier 

Suning and PingAn maximized the 
benefits from different information 
channels to promote their blockchain 
technology and related new business for 
the sake of aggrandizing customers’ 
acceptance.  
Environmental context 

External Support 

Suning and PingAn both benefited from 
blockchain-related national regulations 
and policies as well as the collaboration 
with state and/or provincial government.  

7.2. Similarities and differences between two companies 

First, though Suning and PingAn belong to two different 
industries, they share some common features. The similarities are 
summarized in Table 4. 

Table 4: Similarities between the two companies 

The scale of 
blockchain 
application 

Large scale covers multiple fields 

Application 
areas 

Focus on finance, real estate, supply chain, 
smart home or smart city, data 
management, and customer information 
management 

Blockchain 
features used 

Secure, unanimous, distributed, immutable, 
time-stamped 

Government 
support 

Both are based in China and strongly 
supported by the Chinese government [48] 

Patent Both are obtained patents in blockchain 
technology 

Blockchain 
provider 

Provide blockchain service (BaaS) to other 
companies [13] 

Cooperation 
with other 
companies 

Both are collaborating with other 
companies to develop blockchain 
technology 

Common 
benefits 

• Enhance information reliability 
• Process a large quantity of data 

automatically 
• Increase information transparency 
• Improve security and accountability in 

transaction 
• Reduce financial risk 
• Reduce labor costs 

Common 
challenges 

• Solve the relations of production but 
not productivity itself 

• Optimize algorithmic capabilities to 
analyze data 

• Prevent crime due to the anonymity of 
the blockchain 

• Expand potential uses of blockchain 
• Interoperability between blockchains 
• System performance 
• Ecosystem development 

Second, the differences between the two companies are 
presented in Table 5. 

Table 5: Differences between the two companies 

 Suning PingAn 

Application areas Retailing and 
retailing-related 
service 

Insurance business and 
blockchain technology 
development 
(blockchain service 
provider) 

Blockchain in IoT Real-time 
monitoring of 
pledged goods in 
the warehouse and 
uploading business 
process data to the 
blockchain 

Collecting insured 
vehicle data and 
uploading it to a 
blockchain-based 
insurance network 

Independently 
developed 
cryptographic 
blockchain 
structure 

FiMAX S3C [13] No independently 
developed 
cryptographic 
blockchain structure 

Vision Domestic e-
commerce 
business 
development 

International business 
development 

Strategic 
management 

Establish a 
strategic alliance  

Improve product 
innovation 

7.3. Summarized features of retail and insurance industries 

The major features of blockchain technology applications in 
retail and insurance industries are summarized below (Table 6.) 
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Table 6: Summarized features of blockchain applications in retail and insurance 
industries 

 Retail industry Insurance 
industry 

Application 
areas 

• Build customer 
confidence in the 
brand 

• Supply chain 
management 

• Enhancing the 
market 
competitiveness 

• Fraud 
monitoring 
and risk 
prevention 

• Increasing 
customer trust 

• Customer 
retention 

• Claim 
processing 

• Smart 
contract 

Major 
limitation 
of 
blockchain 
applications 

Scalability 
• Difficult to store 

the growing 
amount of data 

• Decrease 
transaction 
processing speed 
[49] 

Security 
• Inaccurate 

data cannot 
be repaired  

• Private keys 
are easily lost 
[50] 

Compound 
annual 
growth rate  

84.6% [51] 84.9% [41] 

Investment 
Return 

• Strong revenue 
growth: including 
factors that 
support volume 
and price 

• Better operating 
margins: 
including factors 
that support the 
selling and 
administrative 
side as well as 
cost of goods sold 
[52] 

Reduction of 
administrative and 
operations cost: 
blockchain can 
deliver reinsurance 
industry-wide 
savings up to $10 
billion [53] 

Influence 
on industry 

• Reduce retail 
costs and waste of 
resources 

• Optimize 
customer-retailer 
relationships 

• Replace the 
role of 
insurance 
companies as 
intermediaries 

• Reduce 
insurance 
fraud losses 

Outlook on 
next step 

• Reduce the risk of 
data breaches 

• Focus blockchain 
development 
resources on use‐
cases with a clear 
path to 
commercialization 

• Push for 
standardization in 
technology, 
business 
processes and 
talent skill sets 
[52] 

• Shape a 
stimulating 
and 
regulatory 
environment 

• Identify the 
challenges 
around 
blockchain’s 
open and 
decentralized 
nature [54] 

8. Conclusion 

Blockchain technology has gone beyond the early hype of 
Bitcoin and evolved into an emerging technology commonly 
adopted by governments and industries with the general goal of 
improving productivity and reducing costs. China always keeps an 
open and positive attitude towards developing and using 
blockchain, especially in the retail, insurance, and finance sectors. 
Since the year of 2017, China has dominated global blockchain 
development market.  

For the future, the data breach risks will be the main focus of 
the future blockchain technology development in retail. Regarding 
to the current cryptocurrency landscape, most retail industry 
employees expressed their confusion and distrust of blockchain 
technology. Therefore, developing a trustworthy and secured 
blockchain information systems will be a key priority to advance 
in the retail sector [55]. User or customer education is also 
necessary. Meanwhile, most company would like to embrace 
below two approaches: focusing blockchain development 
resources on use‐cases with a clear path to commercialization 
and pushing for standardization in technology, business processes 
and talent skill sets [54]. 

 For insurance industry, the way forward for blockchain 
technology will be to shape a stimulating and regulatory 
environment. While blockchain technology can provide technical 
proofs of ownership, consensuses and responsibilities, these proofs 
still lack legal support. For example, smart contracts can 
technically bind both parties to the contract, but the law does not 
explicitly acknowledge the contract's legitimacy. Therefore, the 
next step for blockchain in the insurance industry should be 
establishing and implementing specific rules and regulations [56]. 
Moreover, collaborating with consortia, technologists, startups, 
and regulators to identify challenges around the open and 
decentralized nature of blockchain is critical to the insurance 
industry. The areas include: the limitations of the technology, the 
development of the market, data protection, and the 
standardization of operational requirements [54]. 

  This paper firstly introduced the origin and background of 
blockchain technology and briefly described the technical 
characteristics of blockchain. It then analyzed the implementation 
of blockchain in two companies from two industries - Suning in 
the retail industry and PingAn in the insurance industry. We 
summarized the success factors of blockchain implementation by 
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using TOE framework. For technological context, both companies 
are well developed in system configuration; both of them 
demonstrated maturity and capability in technology deployment; 
and both technology deployments are compatible with the 
companies’ long time strategic development. In terms of 
organizational context, both companies’ blockchain developments 
fit their organizational development and are welcomed by their 
clients. At last, the blockchain technology implementations are 
both strongly supported by government. We also compared the 
similarities and differences between the two companies in 
blockchain applications. Both companies are pioneers in their 
specific domain, though sharing slightly different missions or 
goals in blockchain implementation and development. Compared 
with US firms, China’s leading companies still have some 
distances in terms of the kind of blockchain services provided and 
the maturity level. At last, the summarized features of blockchain 
applications in two industries were presented. The investment of 
return and future outlook were discussed. In sum, this study 
provided deep insights in understanding the development of 
blockchain technology in China, especially in the retail and 
insurance industries. 
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 Owing to technological development, the internet has become the world's largest platform 
where an unaccountable amount of e-news information is freely available to use. Most of the 
time, e-newspaper readers have to examine the massive collection of e-news articles to locate 
necessary information relevant to them. Massive semi-structured and unstructured texts 
usually mislead the readers when they search and understand data for some knowledge. 
Furthermore, manually reading a collection of e-news articles for some knowledge is tedious 
and unproductive. The literature related to Knowledge Discovery from text documents has 
had a substantial improvement in this regard and Association Rule Extraction using text 
documents, in particular, has become a more frequent and imperative research approach to 
finding out the most significant information, patterns, and features in the text documents 
while diminishing the time for reading all the documents. This study provides a 
comprehensive review of Association Rule extraction using textual data covering the 
essential topics; Pre-processing, steps in Association Rule Mining, and rule mining 
algorithms. Out of the various existing association rule mining algorithms, the two most 
important algorithms, Apriori and FP Growth, are chosen for the experiment using e-news 
articles. Based on the experimental results, this study discusses the performance, significant 
bottlenecks, recent breakthroughs of rule mining algorithms, and finally the perspective 
directions to facilitate future research.  
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1. Introduction  

Due to the rapid growth of web technologies and data 
repositories, 80% of the world's data is now available in electronic 
format [1,2]. The internet is the most common platform where an 
enormous amount of semi-structured and unstructured texts is 
freely available in reports, news articles, web pages, log files, data 
transaction files, and other types of electronic documents to satisfy 
human information desires. The escalating nature of the internet 
lets many documents first appear online before printing, which is 
a major reason for the availability of a valuable source of 
knowledge. Hence, information in the printed medium is slowly 
losing its gleam. In contrast, the information in the electronic 
medium continues to grow with the easy availability of quick and 
obsolete data to the world with only a few snaps. 

Due to the overloaded information on news websites, it is tough 
and tedious for e-news readers to remember all important 

information to get some knowledge to satisfy their information 
desires [1–4]. Even searching the internet for exact details is time-
consuming. The resultant information may confuse users to deal 
with it due to both relevant and irrelevant information. Extracting 
knowledge from e-news articles in semi-structured and 
unstructured formats becomes more arduous, but it is worthwhile 
to explore those because of the necessity of obtaining knowledge. 
But, manual analysis of bulky information available in e-news 
articles for effective extraction of useful information is not 
conceivable [3]. Similarly, manual knowledge discovery has a 
very little guarantee of generating enough details to support 
decision-making compared to automated knowledge discovery [3]. 
This issue leads e-news article readers to make decisions based on 
applications in knowledge discovery.   

An automatic text analysis tool based on techniques such as 
Knowledge Discovery, called Text Mining or Text Data Mining 
from textual data sources, is the most demanding solution to 
address this problem [1, 2]. The higher availability of massive 
amounts of electronic documents has been a great motivation for 
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automatically introducing new knowledge acquisition approaches. 
Hence, the automatic extraction of knowledge from a large number 
of e-news articles available on the web using Text Mining (TM) 
concepts has become an increasingly important research topic [1-
3].     

Data Mining (DM) is the process of extracting, exploring, and 
analysing large blocks of information to gather meaningful 
patterns and trends that can consider knowledge in the data 
sources. Applying DM techniques to extract interesting and useful 
knowledge is challenging because of the information overloading, 
higher duplication rates, and ambiguities of data [5]. DM in the 
text is known as Text Mining (TM) and is generally used to extract 
meaningful patterns in a collection of text data using Natural 
Language Processing (NLP) techniques such as Information 
Extraction (IE) to transform unstructured data into a structured 
format [6, 7]. One of the main operations in TM is frequent itemset 
mining for identifying frequent patterns, hidden patterns, themes, 
and the context in large datasets that are very easy to understand 
and interpret by data analysts and normal users [1–5]. Frequent 
itemset mining plays an essential role in many data mining tasks. 
Algorithms such as Apriori and FP-Growth are the more frequently 
used Association Rule Mining (ARM) algorithms for mining 
sequential and emerging patterns. 

Researchers typically use data mining techniques such as 
classification, clustering, regression analysis, and ARM to 
discover knowledge from massive data sets by applying novel 
experimental approaches. TM is a precious and beneficial process 
for organizations with large textual datasets as it supports 
expanding the decision-making process of organizations, leading 
to better business outcomes. However, the richness and vagueness 
of natural language is the most complex challenge in applying TM 
techniques [2]. 

So, the research questions (RQs) that we aim to cover with the 
study are: 

•     RQ1: What tasks are currently being solved with association 
rules using textual data? 

•     RQ2: What areas of applications currently have been 
addressed with association rules using textual data? 

•     RQ3: Which pre-processing steps need to be applied for 
ARM using textual data? 

•     RQ4: Which ARM algorithm: Apriori or FP Growth has fast 
execution in association rule generation using e-news 
articles? 

•     RQ5: What are the current trends and future problems to be 
faced by Apriori and FP Growth algorithms in textual data? 

The main contributions of this study are, 

•     Discuss the diverse areas of ARM along with its applications 
and motivate research on TM.  

•     A detailed discussion of the main phases in ARM including 
the most important text pre-processing steps. 

•     An experiment conducted using the major rule generation 
algorithms including Apriori and FP-Growth, their usage, 

performance, and limitations in TM using a collection of e-
news articles. 

•     Discuss the Apriori and FP-Growth algorithm perspective 
directions to facilitate future research in TM. 

The organization of this paper is as follows. Overview in 
section 2 explores the fundamental ideas related to ARM. Further 
elaborations on the role of Association Rules, including Apriori 
and FP-Growth algorithms in Text applications, are presented in 
section 3. The significant phases in ARM are discussed in section 
4. Our experimental application of Apriori and FP Growth 
algorithms for association rule generation using e-news articles is 
described in section 5. Section 6 includes the results and 
discussion, and the directions for future research are presented in 
section 7. Finally, section 8 concludes the research work. 

2. Overview 

2.1. Introduction to Data Mining 

The automatic knowledge discovery from text documents 
using TM concepts has become an emerging research topic [1-3].   
Extracting, exploring, and analyzing information to discover 
meaningful patterns and trends in data is the main focus of DM 
approaches. Even though the DM supports different techniques 
such as ARM, frequent itemset mining, and pattern mining, 
applying those techniques for the extraction of interesting and 
useful knowledge is challenging because of the information 
overloading, higher duplication rates, and ambiguities of data [5]. 
The most common issues in DM are handling many patterns, 
finding relationships between keywords, and generating 
knowledge using keyword relationships. Typically, DM 
techniques discover a rich set of patterns that can consider 
knowledge in the data sources. However, effective analysis of 
such discovered patterns for making decisions becomes more 
complicated due to the meaningless patterns and noises present in 
the discovered patterns. Even though data mining techniques 
directly deal with structured data, they may be adapted to mine 
unstructured text data that presents unique characteristics [2].   

2.2. Introduction to Text Mining 

Text Mining or Document Mining is an emerging field of 
research due to the need to retrieve important non-trivial 
information or knowledge and features by transforming a 
collection of unstructured text data into a structured format [3, 5, 
6].  Data Mining using textual data, also known as Text Mining 
and is generally used to identify meaningful patterns in a 
collection of text data using Natural Language Processing (NLP) 
techniques such as Information Extraction (IE) to transform 
unstructured data into a structured format [6,7]. TM is generally 
used to extract semantic logic in the textual data while DM is used 
to discover novel insights and hidden patterns in text data. Even 
though many DM tools and applications are designed to work on 
structured data from databases, many TM tools and applications 
are designed to work with both unstructured and semi-structured 
databases such as full-text documents, emails, and HTML files. 
The lack of explicit structure in the unstructured text data 
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increases the difficulties of discovering the documents' implicit 
knowledge. Natural language may express the same concept in 
multiple ways, making it harder to extract and represent the 
conceptual concepts in the natural text [1].  

Hence, text data mining approaches are still attracting more 
attention in designing novel TM models to retrieve the users' 
expected data [6]. Association rule discovery is one of the main 
techniques in TM, and existing rule discovery approaches are 
categorized as sequential patterns, maximal patterns, and closed 
patterns [5]. The various applications such as information 
extraction, summarization, document classification, and 
document clustering are the more commonly used applications in 
the research field of text data analysis. 

2.3. Basic Text Pre-processing steps 

Generally, e-news articles comprise information in an 
unstructured format that cannot be straightly used for further 
processing and cause inaccurate results in text mining [3]. Thus, 
mining extensive e-news article collections in unstructured text 
format to extract valuable patterns requires applying essential pre-
processing steps and converting the information into a more 
appropriate data format than keeping the information in a plain 
text file [3]. The required pre-processing steps for the text data are 
more important before- applying any DM techniques. Text pre-
processing steps typically compromise transformation, 
tokenization, filtration of keywords, and stemming and indexing 
of the keywords [2,3].   

Transformation: Information on the web presents in different 
document formats and structures, which requires converting them 
into Extensible Markup Language (XML) format that is amenable 
to further processing [1,2].  

Tokenization: The unstructured text formats in e-news articles 
cause inaccurate results in text mining [3] and are required to 
convert them into structured formats and proceed with only valid 
tokens by removing inappropriate information such as special 
characters, parentheses, commas, etc. Tokenization plays a 
significant role in increasing accuracy in knowledge discovery. 

Filtration: Finding out the relationship between all the keywords 
in the e-news articles is required to generate accurate knowledge 
from a collection of e-news articles. When the document is not 
filtered well, filtration becomes complex. The filtration of stop 
words and suffixes is essential to find the relationship between the 
keywords. Manual filtration of e-news articles will take much 
time, and users may miss track of what they are searching for.    

Stemming: Stemming reduces the ambiguous association rule 
generation due to suffixes in the natural text and further reduces 
the complexity and extra memory consumption while refining the 
effectiveness and performance of knowledge discovery systems 
[3].  Many works of literature [3] use a well-known rule-based 
stemming algorithm; Porter stemmer since it meets both the 
satisfaction and effectiveness in attaining more relevant 
information in the text.  

Indexing: It is required to index the text to use the unordered 
words in the text documents [1,2]. Manually or automatically 
generated indexes using textual data can be considered the 
foundation for the knowledge discovery process [2]. However, it 
is not easy to apply manual indexing to large-scale textual data in 
e-news articles due to its limitations such as heavy time 
consumption [2]. To address these issues, automated indexing 
procedures have been examined as a technique that allows 
association extraction techniques on large-scale textual data [2,3].  
Many pieces of research follow the most widely used frequency-
based automated indexing weighting scheme which is known as 
TF-IDF (Term Frequency - Inverse Document Frequency) to 
calculate and assign higher weights to differentiate terms in a 
source document [2,3]. Extracting association rules using text 
documents are based on keyword features in the text, and 
correlations between those keyword features are based on the 
weights calculated using the TF-IDF method [1–8]. 

3. Role of Association Rules in Text Applications 

The continued growth in large databases emphasizes the 
necessity of improving mining performance and precision. Hence, 
many studies develop novel mining algorithms, theories, and 
improvements to existing methods. ARM is an exciting DM 
research domain and raises the interest of many researchers to 
develop highly efficient algorithms to mine association rules from 
text documents. ARM concepts span across many domains as per 
the nature of the problem and demand. 

The medical field is a universal domain that requires excessive 
effort in terms of knowledge management. Most medical 
applications are daily producing a bulk of medical data in free text 
formats, which is a very time-consuming task for medical 
professionals to read and interpret. Hence, applications of TM are 
widely used in the biomedical field to automatically extract 
medical findings in these free-text reports based on functional 
keywords [6]. In [6], the author integrated the Apriori algorithm to 
find interesting medical data patterns and easily understand the 
results.  

The application of ARM for Knowledge discovery in the 
newspaper domain is very useful since newspaper readers can 
easily discover knowledge from a collection of documents without 
reading all the documents manually [3]. For example, in recent 
studies [1,2], the authors describe their experimental results of 
applying Extracting Association Rules from Text (EART) using a 
set of medical documents related to the epidemic of H5N1 avian 
influenza virus taken from the MEDLINE bibliographic database. 
EART uses XML technology with TF-IDF Information Retrieval 
(IR) scheme for feature selection and the DM techniques for 
association rules extraction using web documents. As a solution to 
the time-consuming manual itemsets generation, EART identifies 
the most essential word features such as the name of the disease, 
reported outbreak location, current status, and type of the victim, 
etc. for use in association rules extraction. EART consists of four 
phases; (1) structural phase (2) indexing phase (3) TM phase and 
(4) visualization phase. 

The main focus of the EART system [1,2] is on the keywords 
that appear in the extracted association rules and their statistical 
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distributions without considering the order in which the words 
occur in a sentence. The ERAT system uses extracted association 
rules to identify the relations between features in the text document 
collection. The EART system analyses the keywords in the 
extracted association rules from two perspectives. (1) The co-
occurrence of a keyword in one sentence in the original text 
document. (2) The existence of a keyword in one sentence without 
co-occurrence. The EART system outperforms other systems that 
extract and evaluate the association rules using the Apriori 
algorithm [1,2]. Experimentation results in [1,2] accepting the 
challenge of extracting association rules from multidimensional 
information presented in web news documents.  

Another study in [3] discovers association rules and thereby 
enables the user to generate knowledge from a collection of web 
news articles related to diseases such as Cholera and Dengue. 
However, the process of association rule extraction has an 
expanding growth and a massive number of rules can be extracted 
from the database [2]. To enhance the efficiency in discovering 
knowledge from the large number of association rules based on 
user queries, this study includes an association rule training system 
that contains pre-defined details about each disease such as 
impacts of those diseases, reasons for spreading diseases, 
locations, and victims. This system supports reliable decisions 
makings due to the knowledge discovered by identifying 
significant association rules depending on the keywords in the 
query supplied.  

Due to the comprehensive, up-to-date, and valuable 
information, which contains many broad and collective types of 
concepts or features, many pieces of literature [1–3] use web news 
documents as their experimental datasets. Furthermore, web news 
can more easily be adapted to TM as it does not require the 
involvement of a subject matter expert to understand and interpret 
the text features and concepts present in news documents.  

In [7], the author deviated from traditional ARM techniques 
and presented a fuzzy framework for identifying association rules 
in a text document. This fuzzy framework consists of a fuzzy 
extended Boolean model, and generated fuzzy association rules are 
applied to query refinement in Information Retrieval. The 
generated fuzzy association rules let users query the text document 
and refine it by showing them a list of candidate terms. 
Furthermore, this study presented different procedures to apply 
fuzzy association rules automatically and semi-automatically.  

A recent study in [5] accepts the challenge of handling 
duplications and ambiguities in text data by explaining the 
relationship between rough set-based decision rules and 
association rules. The rough association rule-based approach in 
their study improves ARM effectiveness. The specific information 
included in rough association rules distinguishes them from 
standard association rules. The rough association rule comprises a 
set of terms and their frequency distributions. It is also feasible to 
dynamically update these rough association rules to increase the 
effectiveness of the results [5].  

The demand for text classification is increasing with the 
increasing number of online texts. In [9], the author presents a 
novel fast algorithm for classifying textual data using the concept 
of ARM. This algorithm is capable of deriving feature sets from 
pre-classified text documents. Later, the Naïve Bayes classifier 

applies to the derived features to get the final output of the 
classification.  The algorithm's accuracy in classifying a new 
document directly depends on the associated word sets generated 
from pre-classified text documents and performs better with the 
nonoverlapping text categories.  

Detecting and displaying topics from a group of documents is 
another ARM application. For example, in [4], the author 
presented a novel approach that uses the visualization of generated 
association rules to identify the topics from a collection of 
documents. This approach [4] extends the Apriori algorithm-based 
approach described in [10]. The experimental results in [4] have 
shown a reliable match between extracted topics to those present 
in the data set. 

3.1. Role of Apriori Algorithm in Text Applications 

The preliminary concept of the Apriori algorithm was the 
supermarket shopping cart transactions with a set of frequently 
purchased items [11]. Apriori is one of the well-recognized ARM 
algorithms that find the frequent items in transactional data 
sources [1–12]. Association rule mining or discovery using the 
traditional Apriori algorithm is the most common approach in 
retrieving hidden rules in the data sources [1–12] but has to pay 
with immense resources and time.  

In [10], the author implements two extending algorithms to 
discover association rules that are primarily different from the 
traditional Apriori algorithm. The evaluation results in [10] show 
that these algorithms perform better for problems with small 
itemsets than large ones compared to the Apriori algorithm. 
Furthermore, their study elaborates on another algorithm; Apriori-
hybrid [10] by combining the best features in the initially 
proposed two algorithms to increase the performance in ARM-
based applications. Experiments on the Apriori-hybrid algorithm 
show that it has a linear relationship with the number of items in 
an association rule and the number of transactions in the database.  

Another study in [11] implements Apriori MSG-P, a 
modified association rule mining technique to demonstrate rare 
association rules in an operational databank taken from a hospital. 
During the evaluation process, they examine different 
characteristics in support values by applying multiple minimum 
support value approaches for discovering rare itemsets. 
Experimental results prove that these rare itemsets are more 
effective than the traditional Apriori algorithms in identifying 
widespread knowledge and patient behaviors in their databank.  

In [2,3], the authors used GARW (Generating Association 
Rule based on Weighting Scheme) algorithm to overcome the 
multiple passes over the chosen data, which is another major 
problem in the Apriori algorithm. The GARW algorithm scans 
only an XML file containing all the keywords above the given 
threshold values and their frequencies in each document to 
generate large frequent keywords. The execution time of the 
GARW algorithm is less than the Apriori algorithm [1,2].  

In recent research, the algorithms for ARM implement 
numerous optimization techniques to minimize space utilization 
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and save time in computing frequent itemsets and their support 
values. The novel scalable algorithm presented in [8] proposes a 
solution for the existing problems in frequent itemset mining by 
partitioning the search space. This [8] algorithm discovers closed 
frequent itemsets which are the lossless and concise presentation 
of all the frequent itemsets that can be mined from a transactional 
database. The adaptation of the bitwise vertical representation of 
the database and the divide-and-conquer approach makes this a 
fast and memory-efficient scalable algorithm. Moreover, this 
algorithm addresses the main problems in generating the same 
closed itemset multiple times using an effective and memory-
efficient pruning technique. Mainly, this algorithm does not 
require keeping the extracted closed patterns in the main memory 
and enables each visited partition of the search space to be mined 
independently in any sequence or parallelly. 

3.2. Role of FP-Growth Algorithm in Text Applications 

Frequent Pattern Growth (FP-Growth) is a frequently used 
alternative algorithm for generating Frequent Item Sets in a data 
set. This algorithm enhances the Apriori algorithm that overcomes 
many of the major problems associated with the Apriori algorithm 
[13]. Theoretical research in [14] has proven that the FP-growth 
algorithm resolves two significant complications of the traditional 
Apriori algorithm. The experimental results in [14] demonstrate 
that the FP-growth algorithm has higher frequent pattern mining 
efficiency, less memory usage, and less CPU utilization than the 
Apriori algorithm. The FP-Growth algorithm accompanies the 
divide-and-conquer strategy and does not generate candidates 
because it uses FP-Tree. This dense tree data structure can 
compress the original transaction database to extract Frequent 
itemsets [14]. Frequent pattern mining using the FP-Growth 
algorithm works very well in many broad applications [13-29], 
including software bug detection, clustering, classification, and 
recommender systems, and supports selecting the best patterns 
while reducing time and cost.   

The FP-Growth algorithm is mainly used for mining 
complicated patterns from graph databases [15]. This algorithm is 
designed for itemset mining, not for graph mining and it does not 
mine frequent subgraphs well [15]. Hence, finding the frequent 
subgraphs that support is greater than the given minimum support 
using a collection of graphs is one of the main problems of 
frequent subgraph mining [15]. Thus, it is required to make 
necessary variations in the algorithm so it can be efficiently used 
for graph mining.  

Many of the existing document mining methods for 
document clustering are based on the frequency of keywords 
presented in the document [15]. Such methods identify a 
document as a vector and keywords with their frequency as its 
elements. However, a document has no way to possess 
relationships among the keywords. Hence, these methods are not 
adequate in representing the document’s ideas. Clustering 
documents using the FP-Growth algorithm for association rule 
mining is a novel approach that overcomes the issues in existing 
approaches [15]. In [15], the author used the FP-Growth algorithm 

to mine text documents, find association rules, check the 
similarity between generated association rules using clustering, 
and use those results to determine frequent subgraphs. This study 
modified the FP-Growth algorithm to find the frequent subgraph 
with clustering affinity propagation in a graph. The ability to 
evaluate the large-scale graph paths improves the performance of 
this modified algorithm.  

The performance of frequent pattern mining algorithms is 
affected by many factors, including the databases’ characteristics. 
The FEM (FP-growth & Eclat Mining) algorithm proposed in [26] 
takes advantage of both FP-tree and TID-list (transaction ID list) 
data structures to efficiently mine short and long frequent patterns 
from datasets.  The experimental results of the FEM algorithm 
show a significant improvement in the performance of mining 
frequent patterns compared to the FP-Growth algorithm. Another 
experiment presented in [25] concluded that the Dynamic FP-tree 
construction/reordering algorithm (DynFP-growth algorithm) 
presented by them behaves better than the FP-growth algorithm.  

This algorithm modified the original structure of the FP-
Growth algorithm by replacing the single linked list which was 
used to link the tree nodes to the header with a doubly-linked list 
and further adding a master table to the same header. Even though 
the existing database is getting updated, the generated FP-tree in 
the DynFP-growth algorithm doesn't rebuild the tree. Instead, the 
algorithm has to be performed considering both new transactions 
in the database and the initially generated FP tree. Hence, this 
approach can provide speedy responses to any queries even on the 
databases that are being repeatedly updated.  

The N Painting-Growth and Painting-Growth algorithms 
developed in [28] are two different improved versions of the FP-
Growth algorithm which use two-item permutation sets to extract 
association rules. The N Painting-Growth algorithm builds two-
item permutation sets while the Painting-Growth algorithm builds 
an association picture based on the two-item permutation sets to 
find out association sets of all frequent items and then extract all 
the frequent itemsets according to the association sets. These 
algorithms reduce the overhead of scanning the database twice in 
traditional FP-Growth algorithms up to once while increasing the 
time efficiency. Furthermore, using two-item permutation sets 
gives several advantages such as lesser memory consumption, 
running faster, low complexity, and being easy to maintain. 

4. Association Rule Mining (ARM) 

Association Rule Mining (ARM) is an imperative research area 
to discover frequent patterns by highlighting correlations between 
word features in the texts [13–18]. In general, ARM is a process 
with three major phases; (1) the Text Pre-processing phase, (2) the 
Association Rule Mining phase, and finally (3) the Visualization 
phase. 

4.1. Text Pre-processing phase   

The massive amount of information available in unstructured 
text format cannot be directly used for further processing. Mining 
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large document collections to extract useful patterns requires 
applying essential pre-processing steps to the source documents 
and storing the information in source documents in a more 
appropriate data structure for further processing than a plain text 
file [3]. Text pre-processing steps typically compromise 
tokenization, filtration of keywords, and stemming and indexing 
of the keywords [3] to improve the performance in the ARM 
phase. 

4.1.1. Text Transformation 

Information on the web presents in different document 
formats and structures which requires converting them into a 
machine-processable format that can be easily processed by 
computers [1,2].  The Extensible Markup Language (XML) is a 
metalanguage that is used to display documents on the internet 
based on a user-defined markup language that is amenable to 
further processing. Supporting techniques in XML help automate 
the indexing of documents and thus make machines processable 
[1]. The ERAT system [2] initially saved the Web news pages as 
text documents and later transformed them into XML format for 
further processing. 

4.1.2. Tokenization 

Generally, unstructured data in web pages cause inaccurate 
results in TM [3]. Thus, it is required to convert unstructured data 
formats into structured formats by splitting the text in documents 
into words or terms and selecting only valid tokens by removing 
inappropriate information such as parentheses, commas, special 
characters, etc., using tokenization. Tokenization is crucial in 
removing irrelevant tokens, as it can reduce unnecessary memory 
and time consumption in the knowledge discovery process. 
MySQL data structures [3] and matrixes developed using 
MATLAB software [6] can be used to store tokenization 
operation results, making it easier to perform further operations 
such as filtration and stemming, etc. 

4.1.3. Filtration 

Finding out the relationship between all the keywords present 
in the text is required for generating accurate knowledge from the 
collection of text documents. But finding relationships becomes 
complex if the document is not filtered well. Due to the 
morphological richness of language, text documents contain 
many suffixes and stop words [3] which occur frequently likewise 
"a ", "the", "so" and so on.  The careful disregard of stop words 
without losing the sentence's meaning is required as they do not 
add much meaning to a sentence and the suffixes may attach to 
the same word but with different forms. Without filtering such 
suffixes and stop words in the input documents, finding 
relationships in text documents and generating accurate 
knowledge using keywords may become an inefficient and 
complex process [3]. Unimportant words such as articles, 
determiners, pronouns, prepositions, common adverbs, non-
informative verbs, and conjunctions get discarded. Only the more 

significant words from the document content are used for further 
processing [2,3].  

Manual filtration will take much time and may miss the track 
quickly. EART [2] used a list of stop words that are frequently 
used in English document scripts. Moreover, the EART [2] 
system replaces parentheses, commas, and special characters with 
whitespaces. 

4.1.4. Stemming 

Stemming is reducing the variant forms of the same word to 
its word stem or root which is known as a lemma. This process 
happens by removing a word's prefixes and suffixes [2]. Suffixes 
are single or sets of letters added at the end of a word to generate 
different forms of the initial word while prefixes are single or sets 
of letters added at the beginning of a word to generate different 
forms of the same word. Applying the process of stemming is vital 
in applications with Natural Language Understanding (NLU), 
Natural Language Processing (NLP), and Information Retrieval 
(IR). Applying stemming operation before retrieving information 
from the documents is much important as it reduces the size of the 
dataset and the ambiguous association rules generated due to the 
presence of suffixes and prefixes, and further reduces the 
complexity and extra memory consumption while refining the 
effectiveness and performance of knowledge discovery systems 
[3].  

Several types of stemming algorithms attempt to convert a 
word into its stem or root form. Still, they differ concerning 
performance and accuracy. Many works of literature [3] use a 
well-known rule-based stemming algorithm; Porter stemmer 
since it meets both the satisfaction and effectiveness in attaining 
more relevant information in the text. One of the common 
problems in porter's stemmer is that it does not give precise root 
words at all times. But still, the Porter algorithm was found to be 
the best algorithm to perform stemming among diverse stemming 
algorithms such as Paise and Krovtz [3] that are described in the 
literature [3]. The studies in [1,2] designed a novel stemming 
dictionary (lexicon) which is suitable for use in the medical 
domain. 

4.1.5. Indexing  

Indexing using a weighting scheme comes after the filtration 
and stems in the text documents. Manually or automatically 
generated indexes using textual data can be considered the 
foundation for the knowledge discovery process [2]. However, it 
is not easy to apply manual indexing to large-scale textual data 
due to its limitations such as heavy time consumption [2]. Hence, 
automated indexing procedures have to be considered in 
applications that use ARM techniques on a large scale [2,3].  In 
automated indexing techniques, each text document is represented 
by a set of keywords known as index terms where each index term 
is a single word or a phrase whose semantics support representing 
the central theme in the document [2]. Thus, each index term has 
varying relevance in representing and expressing the document's 
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theme in a document collection. A numerical weight is assigned 
to each index to capture its effectiveness.  

Definition and Notations in TF-IDF 

       Many pieces of research [2,3] on extracting association rules 
follow the most widely used frequency-based weighting scheme; 
TF-IDF (Term Frequency - Inverse Document Frequency) to 
identify and filter the terms assigning higher weights to 
differentiate terms in a source document.  

      The Term Frequency (TF) is the count that denotes the 
frequency of a term (keyword) in a collection of documents. TF 
can be calculated using (1), 

(𝑡𝑡𝑡𝑡)𝑖𝑖,𝑗𝑗 =  ∑  𝑛𝑛
𝑖𝑖=𝑗𝑗=1 (𝑁𝑁𝑡𝑡𝑖𝑖 ,𝑑𝑑𝑗𝑗)      (1) 

Where 𝑁𝑁𝑡𝑡𝑖𝑖 ,𝑑𝑑𝑗𝑗 represents the number of times the term tj occurs in 
a document dj. 

Inverse Document Frequency (IDF) is the count that denotes the 
frequency of source documents that contains the term (keyword) 
at least once. IDF can be calculated using (2), 

(𝑖𝑖𝑑𝑑𝑡𝑡)𝑖𝑖,𝑗𝑗 =  ∑  𝑛𝑛
𝑖𝑖=𝑗𝑗=1 𝑙𝑙𝑙𝑙𝑙𝑙2  � |𝐷𝐷|

𝑁𝑁𝑡𝑡𝑗𝑗
�  (2) 

Where Ntj denotes the document frequency(df) of the term tj 
which is the number of documents included in the document 
collection D in which tj occurs at least once. The total number of 
documents in the document collection is denoted using |D|. 

TF-IDF value for each term (keyword) can be calculated using (3),  

𝑤𝑤(𝑖𝑖, 𝑗𝑗) = 𝑡𝑡𝑡𝑡𝑖𝑖𝑑𝑑𝑡𝑡�𝑑𝑑𝑖𝑖 , 𝑡𝑡𝑗𝑗 � = 𝑁𝑁𝑡𝑡𝑖𝑖 ,𝑑𝑑𝑗𝑗 ∗ ∑  𝑛𝑛
𝑖𝑖=𝑗𝑗=1 𝑙𝑙𝑙𝑙𝑙𝑙2  � |𝐷𝐷|

𝑁𝑁𝑡𝑡𝑗𝑗
�   (3) 

𝑤𝑤(𝑖𝑖, 𝑗𝑗) = 𝑡𝑡𝑡𝑡𝑖𝑖𝑑𝑑𝑡𝑡�𝑑𝑑𝑖𝑖 , 𝑡𝑡𝑗𝑗 � = (𝑡𝑡𝑡𝑡)𝑖𝑖,𝑗𝑗 ∗  𝑙𝑙𝑙𝑙𝑙𝑙2 �
|𝐷𝐷|
𝑑𝑑𝑑𝑑𝑗𝑗
�     (4) 

The simplified version of (3) is in (4) and it calculates the w(i,j) 
only if 𝑁𝑁𝑡𝑡𝑖𝑖 ,𝑑𝑑𝑗𝑗  ≥1. When the words that do not appear in D, the 
𝑁𝑁𝑡𝑡𝑖𝑖 ,𝑑𝑑𝑗𝑗  = 0 and thereby w(i,j) = 0.  

The value of the Document Frequency (df) scales the d 

logarithmically. Hence, the formula 𝑙𝑙𝑙𝑙𝑙𝑙2 �
|𝐷𝐷|
𝑁𝑁𝑡𝑡𝑗𝑗
� gives the full 

weight for tfidf if a term occurs in only one document and if a term 
occurs in all the documents, then the value of tfidf would get zero. 

The two important aspects reveal from the TF-IDF weighting 
scheme are, 

1. By considering the tf values, the more often occurring terms 
in a document can be identified as the representative terms of 
the content of the document. 

2. By considering the idf values, a term that occurs in more 
documents can be identified as less discriminative.   

Many applications based on Information Retrieval (IR), Text 
summarization, and association rule extraction from text 

documents use TF-IDF to weight terms. In [2], the author applies 
a statistical relevance-scoring function to collecting web news 
documents to assign scores for each keyword based on maximal 
TFIDF. Depending on the user’s requirement, the top N terms 
with the highest TF-IDF values can be occupied as the final list of 
keywords used in the ARM phase [1–3]. The major advantage of 
automated indexing based on TF-IDF is that it reduces the 
indexing cost [2]. 

4.2. Association Rule Mining (ARM) phase 

 Association Rule Mining (ARM) technique automatically 
finds information by extracting association rules which contain 
relationships such as ''one implies the other'' or ''occur together'' 
associated within a list of keywords in a collection of indexed 
documents. Following the user's requirement, the high-frequency 
keywords in the indexed documents are selected to generate 
association rules. 

4.2.1. Definition and Notations in ARM 

Given a set of keywords A = {w1, w2,..., wn} and a collection of 
indexed documents D={d1,d2,..., dm}, where each document di is 
a collection of keywords such that di ⊆ A. Let Wi be a set of 
keywords. A document di is said to contain Wi if and only if Wi ⊆ 
di. The general expression of an association rule is an implication 
of the form Wi ⇒ Wj where Wi (antecedent) and Wj (consequent) 
are sets of keywords in a collection of indexed documents such 
that Wi ⊂ A, Wj ⊂ A and Wi ∩Wj = φ.  

The most significant two measures used in the Association Rule 
evaluation process are support(s) and confidence(c).  

If s% of documents in the collection of indexed documents D 
contain Wi ∪Wj, then the Association rule Wi ⇒ Wj is said to 
have support (Wi, Wj) that can be calculated using (5). 

           𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑙𝑙𝑆𝑆𝑡𝑡�𝑊𝑊𝑖𝑖𝑊𝑊𝑗𝑗� =  
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡 𝑐𝑐𝑆𝑆𝑆𝑆𝑛𝑛𝑡𝑡 𝑆𝑆𝑑𝑑 𝑊𝑊𝑖𝑖𝑊𝑊𝑗𝑗

𝑇𝑇𝑆𝑆𝑡𝑡𝑇𝑇𝑇𝑇 𝑛𝑛𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑆𝑆 𝑆𝑆𝑑𝑑 𝑑𝑑𝑆𝑆𝑐𝑐𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑡𝑡𝑑𝑑 (𝐷𝐷)
            (5) 

If C % of indexed documents in the collection of documents D 
that contain Wi also contain Wj, then the Association rule Wi ⇒ 
Wj holds in D is said to have confidence (Wi, Wj) that can be 
calculated using (6). 

𝐶𝐶𝑙𝑙𝐶𝐶𝑡𝑡𝑖𝑖𝑑𝑑𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 �𝑊𝑊𝑖𝑖\𝑊𝑊𝑗𝑗� =  
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡 (𝑊𝑊𝑖𝑖𝑊𝑊𝑗𝑗)

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑡𝑡 (𝑊𝑊𝑖𝑖)
          (6) 

The general definition of the above two basic measures 
depends on how a transaction is defined based on the domain. As 
an example, a transaction can be the records in the dataset or 
database, each document in the collection of documents [2]. 

The two threshold values, minimum support, and minimum 
confidence are the constraints of support and confidence values 
that the user establishes. An association rule whose support and 
confidence values are higher than the user-defined thresholds is 
said to be a strong association rule.  

Association rules extraction is a two-step process [1-7]: First, 
find frequent itemsets, all the itemsets that have support above 
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minimum support value. Secondly, use the identified frequent 
keyword sets in step 1 to generate the association rules by 
discarding those rules below minimum confidence. The later step 
in the Association Rule generation process is more 
straightforward than step one, requiring more time and effort [2]. 

4.2.2. Apriori Algorithm in ARM 

Apriori is one of the well-recognized ARM algorithms which 
supports finding frequent items in transactional data sources [1,2] 
using two main phases, where the first phase counts item or 
keyword occurrences to determine the large 1-itemsets and the 
second phase (k) is again two-fold. In the first fold, the large 
itemsets Lk-1 found in the (k-1)th pass are used to generate the 
candidate itemsets Ck by the Apriori function. The database is 
scanned and the support of candidates in Ck is counted in the 
second fold. 

The below steps demonstrate the general workflow in the 
Apriori algorithm associated with the terms in Table I. 

Table 1.  Notations Used in The Apriori Algorithm 

Term Description 
k-keywordsets A keyword set with k- keywordsets 

Lk 
Set of large k- keywordsets that satisfy 

minsup value (in the kth pass) 

Ck 
Set of candidate k- keywordsets 

generated from potentially large k- 
keywordsets 

minsup User-specified minimum support value 
minconf User-specified minimum confidence value 

 
Step 1: Scan the indexed documents or database and find all their 
accumulated counts. Select the set of frequent 1-itemsets that 
satisfy the threshold minsup value which is known as Lk. 

Step 2: Uses Lk to find the candidate 2- itemsets (Ck+1) set. This is 
a two-step process where step 1 is to use the Lk found in the kth 
pass to generate the candidate 2-itemsets Ck+1. The second step is 
to scan the indexed documents or database and calculate each 
candidate's support in Ck+1.  

Step 3: Calculate the support count for all the itemsets in Ck+1 and 
select the frequent 2-itemsets that satisfy the threshold minsup 
value known as Lk+1. 

Step 4: Continues steps 2 and 3 until no new frequent (k+1)- 
itemsets are found. 

Step 5: Find all the association rules that satisfy the threshold 
minconf. for each frequent itemsets. 

Apriori follows an iterative level-wise search approach, where k-
itemsets are used to explore (k+1)-itemsets [1,2,9]. 

As described in Table II, the input to the above algorithm is a 
transaction database where each entry is a transaction of the form 
<Transaction_id, Set of Items> which is also known as horizontal 
data format. 

Table 2:  Horizontal Data Format 

Transaction _id Set of Items 
1 a,b,c,d 
2 b,c,d 
3 A c 
4 c,d 

 
The Apriori algorithm will encounter two problems when the 
frequencies in a set of items have a great variation. 

• If the value of minsup is set too high, then the association rules 
that involve rare items will not be detected. To find out the 
association rules that involve both frequent and rare items, 
the value of minsup has to be set very low. Since the frequent 
itemsets will be associated with each other in all possible 
combinations, this may cause the generation of a large 
number of candidate sets [13,14]. 

• Apriori requires a repeated scan of the database for 
calculating the support count for candidate sets [13,14]. 
 
The vertical format was applied to solve the above issues 

arising in the DM field by transforming the horizontal data layout 
described in Table II into the vertical data layout described in 
Table III by scanning the data set for mining frequent itemsets 
[13,29,30]. The vertical data format in Table III shows the 1-
itemset and it contains entries like <Item, Set of Transactions 
containing the item>.  

Table 3: Vertical Data Format 

Item  Transaction Ids  Frequency 
a 1,3 2 
b 1,2 2 
c 1,2,3,4 4 
d 1,2,4 3 

 

Every item in Table II is considered as a candidate 1-itemset 
in the above transaction. This layout employed an intersection 
between the Transaction_id lists to calculate the support value of 
the 'candidate's itemset identified in subsequent steps. After 
counting their support values, all the candidate itemsets which are 
lesser than the minimum support are discarded.  

The vertical layout is a refinement of the traditional Apriori 
algorithm because it substantially reduces the number of database 
scans [13,29,30].  This improvement is because the support count 
(Frequency) is stored in vertical data format just computing the 
cardinality of each Transaction Id set. Hence, the mining 
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efficiency is increased and the processing time is decreased 
compared to the default horizontal layout. 

4.2.3. FP-Growth Algorithm in ARM 

The FP-Growth is an efficient algorithm that has been proposed 
as an alternative to the Apriori algorithm for mining frequent 
itemsets without generating candidates [19–24]. It stores the 
database transactions in a tree structure which are denoted as FP-
tree [19–24] where every item in a transaction has a linked list 
going through all other transactions that contain the item. The FP-
tree structure uses a vertical and horizontal database layout to set 
aside the transactional database in the main memory. Every node 
in the FP-tree has a counter value that maintains the number of 
transactions shared by the node. All occurrences of an item in the 
FP-tree are linked with the next occurrence of the respective item 
in the FP-tree using links. Apart from that, a header table contains 
each item in the FP- tree and its support value and a link to refer to 
the first occurrence of the item in the FP tree. All the items in the 
FP tree are stored in the descending order of the support value. 
Hence, more frequently occurring items are organized closer to the 
root node of the FP-tree and such items are more likely to be shared 
than others. 

The FP-Growth algorithm consists of 3 main stages: 

• Generation of conditional pattern base 
• Generation of conditional FP-Tree 
• Searching for the frequent itemsets 

 

Algorithm 1 demonstrates the general workflow in the FP-
Growth algorithm that incorporates the above 3 main stages. 

Algorithm 1: FP-Growth algorithm 
Input: FP-Tree  
Output: The complete set of frequent patterns 
Method: FP-Growth (Tree, null) 
Procedure: FP-Growth (Tree, α)  
if the Tree consists of a single path P then; 
 for each combination (denoted β) of the nodes in the path, 

P do  
  generate patterns β ∪α with support = min support of 

nodes in β 
else  
 for each ai in the Header of Tree do 
       generate patterns β = ai∪α with support = ai.support 
         construct β's conditional pattern base and FP-Tree,            

Treeβ 
 if Treeβ ≠ null then 
  CALL FP-growth (Treeβ, β)  
end 

 

The algorithm first compresses the database into a highly 
condensed FP-tree structure, avoiding costly database scans [23]. 
Next, it applies the divide-and-conquer approach to decompose the 
ARM tasks into smaller ones avoiding candidate generation [23, 
24].  

 The FP-GrowthThe FP-Growth algorithm has overcome one 
major problem of the Apriori algorithm. It has overcome one major 

problem the Apriori algorithm does not generate a great number of 
candidate itemsets [13]. Furthermore, this algorithm transformed 
the entire text database into an FP-tree that holds all the database's 
information. Hence it requires only two scans of the database and 
does not scan it again and again as in Apriori [14–19]. The first 
scan is to find out the frequent words and their support count and 
the second scan is to sort out each transaction according to their 
descending support count. Moreover, searching frequent itemsets 
in FP-Tree does not use generated candidates as it is done on the 
Apriori algorithm. Hence, the FP-Growth algorithm becomes 
faster than the traditional Apriori algorithm [13-29]. 

4.3. Visualization phase 

ARM often results in a massive number of association rules 
which requires the user to go through all the generated rules to 
discover the interesting rules. Manually analyzing such a massive 
number of rules is a time-consuming, tough, and tiring activity 
[20,21]. These issues can be addressed by interactive visualization 
of the extracted association rules in a textual or graphical format. 
Association rule visualization has an extensive history of 
transforming bulky amounts of data into a better accessible 
method for analysis. Interactive visualization techniques fall 
under three important categories named scatter plots, matrix 
visualization, and graph-based visualization [31]. The main 
elements used in these visualization categories are shown in 
Figure 1.  

As shown in Figure 1, scatter plots utilize different interest 
measures such as confidence and support on the x and y-axis, and 
association rules with similar values for such interest measures 
are placed adjacent to each other. The graph-based visualization 
demonstrates how association rules are shared by individual items 
while matrix visualizations demonstrate association rules that 
have the same antecedent or consequent in the same column or 
row. The association rules in Figure 1 are shown in blue color. 

The literature introduced different visualization techniques 
such as scatter plots, double-decker plots, mosaics, and parallel 
coordinates plots to visualize and analyze association rules [21]. 
Nevertheless, most of such techniques are still falling short with 
the presence of a large number of association rules [21,22]. 
However, the most traditional visualization techniques are not 
much appropriate for visualizing massive sets of association rules 
since they generally consist of many unique antecedents and 
consequents [21]. 

In [21], the author introduced a novel visualization method, a 
grouped matrix-based representation, which automatically creates 
nested groups of association rules by applying the k-means 
clustering algorithm to handle the massive number of generated 
rules. The hierarchical structure formed by these nested groups of 
association rules can be interactively explored down to each rule. 
This Matrix-based visualization [20,21] technique represents the 
antecedent and consequent of the association rule on the x and y-
axes while any selected interest measure is displayed at the 
intersection of the x and y-axes of a given rule. 
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Figure 1. The main elements of association rule visualization using (a) a scatter 

plot, (b) graph-based visualization, and (c) matrix visualization. 

This technique addresses the typical problem that is aroused 
with huge sets of association rules by grouping antecedents 
together and letting the end users explore the most interesting 
groups automatically using different colors and the position of 
elements in the plot. Grouped matrix-based visualization is easy 
to understand and unique [21] since most other visualization 
methods are not able to efficiently deal with huge sets of 
association rules. 

The graph-based techniques [22] visualize the most 
important extracted association rules using vertices and directed 
edges where vertices represent each item or itemsets. In contrast, 
edges represent the relationships in terms of rules. Any selected 
interest measures are added to the edges of the graph as labels on 
the edges or as edges with different colors or edges with varying 
widths of the arrows. These graph-based techniques present a very 
comprehensible representation of association rules for relatively 
small sets of association rules selected based on their 
corresponding confidence score (minconf.) value. Graph-based 
visualization techniques are well suited when the end users are 

concerned with an aggregated perspective on the most important 
rules [22]. But this technique offers a clear representation only for 
relatively small sets of rules, which can be easily chosen based on 
the selected interest measure. 

5. ARM using e-news articles 

This section describes the implementation details of the Apriori 
and FP Growth algorithm for a collection of e-news articles.  

5.1. Environment and Dataset 

The implementation and testing of Apriori and FP Growth 
algorithms were done in Python (version 3.7.0) using a 
workstation with Intel(R) Core (TM) i3-8130U CPU @ 2.20 GHz 
and 4 GB main memory.  

This study evaluated the two algorithms: Apriori and FP 
Growth using the collection of e-news documents written in the 
English language released by the Document Understanding 
Conference (DUC) – 2002 which uses Text REtrieval Conference 
(TREC) data as the experimental dataset. This dataset 
compromises 128 topics-related e-news article sets and each 
article set has between 5 and 15 e-news articles, with an average 
of 10 articles. The news article must be at least 10 sentences long, 
but there is no maximum length. The list of topics-related e-news 
article sets used for the experiment is described in Table IV. 

Table 4: The list of topics-related e-news article sets used for the experiment 
(DUC 2002) 

Document set 
ID 

No. of news 
articles 

Total No. of 
sentences 

d113h 5 82 
d083a 6 95 
d061j 7 124 
d063j 8 136 
d094c 9 137 
d075b 10 183 
d070f 11 208 
d081a 12 210 
d072f 13 229 
d069f 14 237 

 
5.2. Methodology 

As shown in Figure 2, firstly the basic text pre-processing 
steps described in section 4.1 including filtration, stemming, and 
indexing was applied to the collection of e-news articles.  

Next, the two algorithms: Apriori and FP Growth were 
applied to the indexed e-news article collections for generating 
association rules. We used the TF-IDF numerical statistic to 
generate index terms from the e-news articles and the count of 
such generated index terms which are above the threshold value 
of 0.6 are shown in Table V. All the calculations for identifying 
index terms were done following (1) to (4) described in the section 
4.1.5. Depending on the user’s requirement, the top N terms with 
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the highest TF-IDF values can be occupied as the final list of 
keywords used in the ARM phase [1–3]. 

 
Figure 2. The process of Association Rule Generation 

        We generated the association rules with different 
combinations of minsup (values: 60,70,80,90,100) and minconf 
(values: 80,85,90,95,100) values. All the generated association 
rules that satisfy each combination of minsup and minconf values 
were taken for the experiment.  

Table 5: The count of index terms (keywords) generated for each topics-related 
e-news article sets used for the experiment (DUC 2002) 

Document set ID No. Index Terms 
d113h 528 
d083a 593 
d061j 789 
d063j 847 
d094c 698 
d075b 1180 
d070f 1271 
d081a 1420 
d072f 1542 
d069f 1782 

 

Table 6: Association Rules generated for the document set ID: d113h using the 
Apriori algorithm 

     minconf 

minsup 
 80 85 90 95 100 

60 2909 2221 1912 1459 1127 
70 2793 2442 1789 1009 808 
80 2543 1992 1405 828 576 
90 2046 1551 1079 518 251 
100 1506 1119 731 385 73 

       Our experiment generated the association rules for document 
sets in Table V using different value combinations of minsup and 
minconf. Support and Confidence value for each generated 
association rule were calculated using (5) and (6) in section 4.2.1. 
All the association rules that satisfy each combination of minsup 
and minconf values were taken for evaluation.  

Table 7: Association Rules generated for the document set ID: d113h using the 
FP Growth algorithm 

     minconf 

minsup 
80 85 90 95 100 

60 2329 2110 1794 1391 978 
70 2172 1825 1490 1121 873 
80 1856 1513 1201 705 584 
90 1621 1297 903 561 240 

100 1349 1067 871 378 81 
 

The total number of Association Rules generated using the 
document set ID: d113h which satisfy the specified minsup and 
minconf values are listed in Table VI and Table VII. 

6. Results & Discussion 

The major concern of the experiment described in this study 
includes a comparison of the execution time of both algorithms 
for each document set listed in Table V to identify the most 
effective algorithm for e-news articles. 

We monitored the complete execution time taken by each 
algorithm for generating the set of association rules with different 
combinations of minsup and minconf values. The execution time 
taken by each algorithm for generating association rules for the 
document set ID: d113h with 100% support and 100% confidence 
is listed in Table VIII. 

Table 8: Execution time of Apriori and FP-Growth algorithms for the document 
set ID: d113h 

 Apriori Algorithm FP Growth Algorithm 

Document 

set ID 

Execution 

time 

No. of 

rules 

Execution 

time 

No. of 

rules 

d113h 40 minutes  73 3 minutes 81 

d083a 50 minutes 70 4 minutes 76 

d061j 65 minutes 81 5 minutes 80 

d063j 70 minutes 85 6 minutes 91 

d094c 63 minutes 72 5 minutes 68 

d075b 75 minutes 88 6 minutes 76 

d070f 87 minutes 89 7 minutes 93 

d081a 116 minutes  107 9 minutes 98 

d072f 125 minutes  114 11 minutes 91 

d069f 146 minutes  123 13 minutes 126 

      Our implementations of the Apriori and FP Growth 
algorithms consider each sentence in the e-news article as one 
database transaction. Hence, each document collection generates 
a large number of TF-IDF weighted index terms (Table V) or 
keywords to be considered in association rule generation.  
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Figure 3: The comparison of algorithm execution time for generating association 

rules with 100% support and 100% confidence 

When the number of generated association rules getting 
increased, the execution time of both algorithms also getting 
increased. The details presented in Table VIII and the comparison 
of execution time in Figure 3 represent that out of these two 
algorithms, the FP Growth algorithm always performs much 
better than the Apriori algorithm disregarding the number of 
generated association rules and several index terms. Mainly this 
happens due to the major weaknesses in the Apriori algorithm 
such as several transactional database scans, large memory 
utilization, and higher execution time. 

6.1. The complications in Apriori Algorithm in ARM 

Following the experimental results, we evident the below 
compilations in the Apriori algorithm for association rule 
generation using textual data. 

The Apriori algorithm requires a repeated scan of the 
database for calculating the support values for each generated 
candidate set [1-14] which is one of the major problems in the 
Apriori algorithm. The literature describes the GARW algorithm 
[1-3] as a solution to this issue since it 'doesn't scan the original 
documents multiple times as in the Apriori algorithm. Instead, it 
scans the generated XML file, which includes only the keywords 
identified during the large frequent keyword sets generation in 
each document It also includes only the keywords identified 
during the large frequent keyword sets generation in each 
document and satisfies the user-defined threshold values. 
Therefore, the execution time of the GARW algorithm is less than 
the Apriori algorithm [1,2].  

Another major bottleneck in the Apriori algorithm is 
candidate set generation by handling extremely large candidate 
sets. Moreover, frequent pattern matching using such massive 
candidates by searching through each transaction in the database 
is very expensive and time-consuming. When the frequencies in a 

set of items have a significant variation and if the value of minsup 
is set too high, then the association rules that involve infrequent 
items will not be detected. To identify the association rules that 
involve both frequent and infrequent items, the value of the minsup 
has to be set very low. Since each frequent item is getting 
associated with other frequent items making all possible 
combinations, this may cause the generation of a massive number 
of candidate sets [13,14].  

As a solution to this issue, the study in [8] presented a fast 
and memory-efficient scalable algorithm that uses the divide-and-
conquer approach. This algorithm uses the bitwise vertical 
representation of the original database and formalizes the 
problems that arise in closed itemsets mining by partitioning the 
search space. This algorithm presents a condensed but lossless 
representation of all the extracted frequent itemsets in the 
transactional database and then identifies all the possible closed 
frequent Itemsets for discovering closed frequent itemsets. 
Furthermore, this algorithm uses several optimization techniques 
to reduce space and time utilization in generating itemset closures 
and their support values. But, one major drawback encountered in 
this algorithm is the generation of the same closed itemset 
multiple times [8]. Apart from this algorithm, in [8] the author 
proposes an effective and efficient pruning technique that does not 
require storing the set of extracted closed patterns in the main 
memory. Moreover, this technique allows each visited partition of 
the search space to be mined parallelly or separately despite the 
order. 

The pruning technique used in the Apriori algorithm does not 
assure an effective pruning of candidates due to the rapid growth 
in the frequent itemsets. In this case, the proposed algorithm in [8] 
ensures that frequent closed itemsets extract all frequent closed 
itemsets in the transactional database without any duplications 
while saving memory space and reducing the execution time in 
itemset closures generation [8].  

Association rule generation using the Apriori algorithm 
considers all the keywords without considering the importance of 
each keyword. Owing to this, a large collection of association 
rules will be generated, becoming a tedious and time-consuming 
task. More importantly, the knowledge discovery using these 
association rules will not be so worthwhile as it considers all the 
keywords in the transactional database, including lower-weight 
keywords [3]. Applying the Apriori algorithm to the vertical data 
format described in Table III instead of the horizontal data format 
addresses most of the limitations discussed above [2,3]. 

6.2. The complications in FP-Growth Algorithm in ARM  

Following the experimental results, we evident the below 
compilations in the FP Growth algorithm for association rule 
generation using textual data. 
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The major complication in the FP-Growth algorithm is the 
cost and time consumption in constructing the FP-Tree. The FP-
tree construction in this algorithm has a high requirement for 
memory space. Hence, the algorithm may not fit in the shared 
memory when the transactional database gets larger. Apart from 
that, the observations explained in [25] state that the resulting FP-
tree cannot be considered a unique representation of the same 
logical database that is used in FP-tree generation. But once the 
construction of the FP-tree is over, it can be easily used to read 
off the itemsets [19].  

The other complication is that the support value can only be 
calculated after the entire FP-Tree is constructed. Furthermore, 
when the threshold value of support is getting higher, extensive 
time is wasted since the pruning can be applied only to one item 
at once [19,24].  Also, the FP-growth algorithm requires at most 
two complete database scans [13-29], and scanning the database 
twice reduces the efficiency of the FP-Growth algorithm. 

Even though the Painting-Growth and N Painting-Growth 
algorithms [28] only scan the database once and are easy to 
implement, there are still several complications in them. The 
Painting-Growth algorithm builds the association picture, leading 
to a large memory overhead. The N Painting-Growth algorithm 
performs well with macroscale datasets and the implementation 
of the algorithm is more complex than the Painting-Growth 
algorithm. Third, these two algorithms repeatedly scan the 
generated frequent item association sets and extract multi-item 
frequent sets. This results in reducing the time efficiency of these 
algorithms [28]. 

The exponential growth in association rule extraction 
produces a large number of rules. Association rule extraction 
approaches are also broadly expanding, and novel algorithms such 
as Apriori-hybrid are increasing their performance in many real-
world applications [6]. Generally, the existing data mining 
techniques discover innumerable patterns or knowledge from a 
training data set. Furthermore, noise in the discovered patterns 
makes the effective knowledge discovery process a big challenge. 
The concept of closed patterns [8] deals with the noise up to a 
significant level, but the discovered knowledge still retained many 
meaningless patterns.  Apart from that, the generation and 
identification of only the interesting patterns based on pre-defined 
constraints improve the quality of the ARM process [5]. 

7. Future Directions 

Knowledge discovery is an increasing field of research. Still, 
there is a tremendous need to develop TM approaches using AMR 
which can guide the user on knowledge discovery in text 
documents such as web articles identifying important information, 
and how to generate knowledge. Even though knowledge 
refinement has been carried out in the literature, the refinements 
in the ARM are still comparatively less [27].  

7.1. Refinements to the Apriori Algorithm  

Support and confidence are the two factors considered by the 
Apriori algorithm to measure the statistical strength of the 
generated association rules. However, these factors are not useful 
in deciding the generated rules' convenience or detecting conflicts 
between the generated rules [27]. Hence, a refinement of the 
existing factors by introducing a novel factor that considers the 
convenience of generated rules and identification of conflicts 
between rules is important for obtaining consistent and interesting 
patterns.  

A few of the major future directions in the Apriori algorithm are,  

• Reducing the multiple passes over the chosen data to speed 
up the algorithm execution. 

• Identifying only the most important keywords for generating 
association rules to reduce generating a large collection of 
association rules which will not be so meaningful. 

• Generating efficient candidate sets by handling exceedingly 
large candidate sets and matching frequent patterns with a 
large number of candidates. 
 
Furthermore, the current pruning technique used in the 

Apriori algorithm does not assure an effective pruning of 
candidate sets due to the rapid growth in the frequent itemsets. 

7.2. Refinements to the FP-Growth Algorithm 

The most needed refinement in the FP-Growth algorithm is 
reducing the cost of development and time consumption in 
constructing the FP-Tree. Another primary direction in the FP-
Growth algorithm is to enhance the algorithm to fit in the shared 
memory when the transactional database gets larger. 

N Painting-Growth and Painting-Growth algorithms 
developed in [28] provide a direct link for the subsequent ARM 
research. Enhancing the performance of the Painting-Growth and 
N Painting-Growth algorithms [28] while increasing the 
efficiency in infrequent item removal and multi-item frequent sets 
mining will be some of the leading future works. 

8. Conclusion 

Effective information extraction using text documents is a 
massive challenge due to the duplications and ambiguities of data 
values in the text. The works of literature related to Knowledge 
Discovery from text documents using Association Rule 
Extraction have become a more frequent and imperative research 
approach to finding out the most significant information, patterns, 
and features in the text documents.  This survey provides a 
comprehensive review of Association Rule extraction using text 
documents covering a comprehensive review of multiple aspects.  
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Furthermore, the experimental results discussed in this study 
answer the question ‘Which ARM algorithm: Apriori or FP 
Growth has fast execution in association rule generation using e-
news articles?’. Out of the Apriori and FP Growth algorithms, the 
FP Growth algorithm always performs much better than the 
Apriori algorithm disregarding the number of textual contents 
included in E-news articles. Mainly this happens due to the major 
weaknesses in the Apriori algorithm such as several transactional 
database scans, large memory utilization, and higher execution 
time. 

The main outcomes of the study we have conducted are, 

• A thorough review of extracting knowledge in text sources 
using Association Rules.  

• A review of the most popular application domains of ARM 
along with its usage and applications. 

• A review of more frequently used association rule extraction 
algorithms, mainly the Apriori and FP-Growth algorithms in 
ARM, their usage, recent breakthroughs, advantages, and 
major bottlenecks in TM. 

• Detailed information on the ARM process including a 
comprehensive review of the Text Pre-processing phase, 
Association Rule Mining phase, and Visualization phase. 

• Detailed information on the perspective directions to 
facilitate future research.   
The major complications in the Apriori algorithm were 

addressed by introducing a novel compact data structure, FPtree. 
The FP-growth algorithm that uses the FP tree allows efficient 
discovery of frequent itemsets and is faster than other ARM 
algorithms.  Even though the value of the support factor 
influenced the performance of the Apriori algorithm, the 
performance of the FP-growth algorithm is not influenced by the 
value of the support factor. Thus, the algorithms with candidate 
set generation behave well with small databases with the size of a 
maximum number of transactions of around 50,000 and a support 
factor of at least 30% [25]. 

Later, FP-tree-based pattern recognition algorithms such as 
FEM [26], and DynFP-growth algorithm [25] were developed 
based on the completeness and compactness of the FP-growth 
structure. DynFP-growth [25] and FP-growth algorithms that 
don't require candidate generation perform much better. The 
experimental results of the FEM [26] and FP-growth [25] 
algorithms have shown a significant improvement in the 
performance of mining frequent patterns compared to the FP-
Growth algorithm. N Painting-Growth algorithm and Painting-
Growth algorithm presented in [28] reduce the overhead of 
scanning a database multiple times. The use of two-item 
permutation sets in these algorithms gives several advantages: 
running faster, occupying less memory space, having low 
complexity, and being easy to maintain. Based on the survey 
presented in our paper, it's evident that pattern-based growth 

algorithms like FP-Growth and their refinements based on the FP-
tree are more efficient than algorithms based on candidate 
generation such as Apriori. 
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 The use of a battery to power an electrical or electronic system is accompanied by battery 
management, i.e. a set of measures intended to preserve it for preventative maintenance, thus 
the cost reduction. This management is generally based on two key parameters, the 
(remaining useful life) RUL and the (State-of-health) SOH, which relate respectively to the 
charge output and the aging of the Lithium-ion battery. The issue will be resolved and 
advances in production, battery utilization, and optimization will be made possible by 
accurate SOH determination and dependable RUL prediction. The CNN-BGRU-DNN hybrid 
strategy, which we suggest in this study, integrates Convolutional Neural Networks (CNN), 
Bidirectional Gated Recurrent Units (BGRU), and Deep Neural Networks (DNN) to increase 
the precision of SOH and RUL estimates for Lithium-ion batteries. To that purpose, the 
performance of the prediction findings is assessed using the MAE, RMSE, AE, and RE as 
well as the NASA datasets of lithium-ion batteries for experimental validation. The 
verification tests' findings show that, in comparison to existing approaches in the literature, 
the suggested method may greatly reduce prediction error and achieve high estimation 
accuracy of the battery's state of health. 
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1. Introduction  

Electric vehicles are a promising technology for reducing the 
increasing air pollution such as decreasing CO2 emission from 
worldwide transportation. They are operated by battery packs [1]. 
The accelerated electrification of vehicles is significantly 
facilitated by batteries [2]. There are five key considerations for 
EV batteries: longevity, specific energy, specific power, cost, and 
safety. Over the past ten years, the first four factors have greatly 
aided in the optimization of electrode and electrolyte materials. 
Many researchers worldwide, however, have not fully addressed 
the question of safety [3]. The repeated operation of batteries 
leads to loss of capacity and increase the resistance, which allow 
some catastrophes to happen like explosion and combustion 
resulted on the excessive usage. The solution will enable 
advancements in battery production, use, and optimization 
through accurate state of health (SOH) determination and reliable 
remaining useful life (RUL) prediction. For instance, end users 
can make an estimation of the predicted battery life to ensure that 
batteries are used to their greatest capability before being replaced 
or discarded. To expedite the testing, validation, and production 

processes, manufacturers might group new cells according to their 
anticipated lifetime [4]. As a result, the complete electrification 
system requires an intelligent BMS capable of forecasting and 
monitoring battery behavior, which are very important for the 
safety and reliability of EVs and ESS [5]. Among different 
batteries, Li-Bs are widely regarded as potential options for a 
variety of applications, owing to their high energy density, power 
density, low self-discharge rate, and extended lifespan. Recently, 
many researches have started to focus on parameters of the BMS 
battery to estimate each of them. Many factors, including the state 
of charge (SOC), SOH, RUL, the charge capacity, and the internal 
resistance, must be monitored to ensure that Li-ion batteries are 
used efficiently and safely [6] [7]. Throughout the life cycle of 
lithium batteries in electrified vehicles, SOH is an essential 
parameter for problem diagnostics and safety early warnings in 
addition to its capacity to precisely predict the remaining mileage 
of EVs [8]. The RUL prediction of Li-Bs considers a significant 
choice for reliability, safety, and efficient battery operations, 
which is the number of cycles (charge/discharge) left before the 
battery fails, which is between 70 and 80% of its maximum 
capacity [7], [9], [10]. The equivalent circuit model [11], 
electrochemical model, data-driven model, and hybrid method 
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model are the four primary models that have been used in recent 
decades to perform substantial research on RUL estimate and 
SOH prediction of lithium batteries. The approach of the data 
model is receiving increasing amounts of attention as a result of 
the growth in lithium battery data [12], [13].   

An accurate state of health (SOH) estimate helps ensure 
dependability and safety while the battery is operating. There are 
several ways to estimate it, including hybrid techniques based on 
neural networks [14], [15]. In 2017 [16], the author proposed the 
OS-ELM method and they utilized the discharge time of equal 
voltage interval as the HI. In 2019 [17], the author focused on their 
paper on the SOH estimation of lithium-ion battery using PKNN 
and Markov Chain.  For verification, they compared the PKNN 
with other methods, which it obtained a high prediction accuracy. 
Besides, in [18], the author propose a method that combines the 
partial incremental capacity and ANN. Additionally, in [19], the 
author combine the ANN method with the PF algorithm for 
estimating the SOH, where they obtained an accurate estimation. 
In 2020 [20], the author integrated the deep Boltzmann machines 
and LSTM for obtaining the health prediction of a medical Li-ion 
battery. The empirical results obtain a good of SOH prediction. In  
[21], the author proposed a combination between GRU and CNN. 
While, in [8], the author combined the WNN with UPF. The 
performance results demonstrate their capability in improving the 
accuracy of SOH prediction. 

The goal of this paper is to estimate the SOH and RUL of a 
lithium-ion battery using a hybrid method named CNN-BGRU-
DNN. The comparison is performed between the proposed hybrid 
method and various prediction methods. The experiment obtained 
good results for the proposed method that achieved high 
predictive accuracy for the SOH and estimation compared to the 
other results. 

The remaining parts of this essay are written as follows: The 
tools and methods for forecasting the RUL and SOH of battery 
lithium-ion batteries using the suggested method are presented in 
Section 2. A comparison of the SOH estimate accuracy is shown 
in Section 3. A conclusion is then offered. 

2. RUL and SOH Prediction 

2.1.  CNN-BGRU-DNN architecture 

The SOH and RUL of Li-ion batteries have been predicted 
using the CNN, BGRU, and DNN methods in prior literary works, 
where they performed well. By merging CNN, BGRU, and DNN, 
our study aims to enhance and attain high accuracy of SOH and 
RUL estimate.  

In terms of feature extraction, CNN is proficient and benefits 
from both scale invariance and local dependence. Its feature 
extraction process is organized hierarchically. Through the use of 
many feature planes and neurons, the first layer of convolution 
extracts various input characteristics. In order to acquire 
continuous spatial features, the second layer, known as secondary 
feature extraction, decreases the feature surface dimension and its 
resolution. The outputs of the convolution layer are the inputs of 
the pooling layer, and the two layers are mapped one to one and 
each to the other. The data from the first two levels can be 

combined in the third layer. Full connection outputs are delivered 
to the last layer. [22]. 

 
Figure 1: CNN structure 

The RNN is one of the most well-liked deep learning (DL) 
algorithms since it makes use of the temporal correlations 
between neurons, although it suffers from the gradient vanishing 
issue [23]. Two RNN variations, LSTM and GRU, are utilized to 
regulate the propagation of gradient information and remember 
the parameters as successive inputs during the long-term sequence 
in order to solve this problem. [13].  

GRU is classified as one of the RNN's variants. Its ability to 
regulate the propagation of gradient information and retain the 
parameters as future inputs over the long-term sequence is a core 
element. GRU consists of two gates: update gate 𝑧𝑧, which 
regulates the updating of the hidden state, and reset gate 𝑟𝑟, which 
determines whether or not to ignore the prior hidden state. 

GRU's equations can be defined as follow: 

𝑧𝑧𝑡𝑡 = 𝜎𝜎(𝑊𝑊 𝑧𝑧[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡]) 

 rt = 𝜎𝜎(𝑊𝑊 𝑟𝑟[ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡])  (1) 

ℎ�𝑡𝑡 = tanh(𝑊𝑊 ℎ[𝑟𝑟𝑡𝑡 ∗  ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡]) 

ℎ𝑡𝑡 = ((1 − 𝑧𝑧 𝑡𝑡) ∗ ℎ𝑡𝑡−1) + (𝑧𝑧𝑡𝑡 ∗ ℎ�𝑡𝑡) 

where, ℎ�𝑡𝑡 is the candidate gate and ℎ𝑡𝑡 is output activation, the 
unit output as (h), 𝑊𝑊 is the weight matrices, and 𝜎𝜎 is the sigmoid 
function represented [24]. 

 

Figure 2: GRU structure 

A GRU neural network with a two-layer structure is known as 
a Bidirectional Gate Recurrent Unit (BGRU) neural network. 
They have the ability to process the data inputs in both directions, 
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i.e. the forward and backward temporal sequences, with the 
outputs of both connected in the same output layer, allowing these 
bidirectional algorithms to be more efficient with defining the 
relationship between the sequences and its model. BGRU can save 
cost and time by reducing the amount of calculations required. 

To benefit from the advantages of each algorithm and enhance 
the performance, they were combined with each other. The results 
of the integration of CNN, bidirectional of GRU, and DNN into 
one framework obtained good performance. The DL technology 
uses multiple layers to extract higher-level features from the raw 
input progressively. 

Data processing is the initial step. We chose the discharge data 
from datasets that we extract from specific batteries that comprise 
charge, discharge, and impedance features. For each cycle of our 
experiment, where the input is the prior capacity and the output is 
the current capacity, we only choose one feature from this data, 
the capacity. We then used a window size of eight values to 
organize this data for the training step, which predicts data 
sequences. Finally, we split the data into test and training sets 
using the same split ratios for each battery. To predict the RUL of 
the Li-ion battery, we used the CNN-BGRU-DNN technique 
based on univariate time series. 

We try to profit from their advantages where CNN is applied 
to extract local features, capture the spatial relationship, and use 
shared weights structure to reduce the amount of the weights and 
try to find the shared information from the measurement of data. 
Where we use one convolutional layer with 64 filters inclusive of 
the kernel size of 4, also we employ in this structure one default 
stride, causal padding, and Relu activation function. Then, the 
BGRU is applied to understand the temporal relationships in the 
feature sequence and it uses their internal state (memory) to learn 
features and time dependencies from the sequential data, and 
capture temporal features. Where we utilize two layers from each 
of them, which consist of 160 nodes then a flatten layer comes 
next. While DNN maps the features by choosing 3 dense layers, 
containing the Relu activation functions of each layer, with 128 
nodes. Then we use one dense layer with one node to employ as a 
regression layer for getting the final SOH output and contribute to 
accurate prediction. Thus, the architecture of the proposed method 
shown in figure 3 is chosen after numerous experiments. 

 

Figure 3 : The framework of proposed method 

2.2. Experiment description 

This research validates its findings using experimental data 
from the NASA Prognostics Center of Excellence [25], which 
includes of aging information 18650 Li-ion batteries. Where 
Table 1 provides the following information regarding these 
batteries: 

Table 1:  NASA Lithium-Ion Batteries description 

Batteries NASA 

Temperature ( C ) 24 

Constant charge current 1.5 (A) 

Cut-off voltage of Charge/Discharge  4.2 /  2.5 (V) 

Minimum charge current 20 (mA) 

Rated capacity ( Ah ) 2 

Cycles 168 (B5,B6,B7) 

The proposed approach, CNN-BGRU-DNN, was implemented 
using the hyper-parameters presented in table 2 and using the 
following environment and tools: 

• Google Colaboratory notebook 
• 1 CPU Core: Intel(R) Xeon(R) CPU @ 2.20GHz 
• Physical memory: 12G 
• GPU: Tesla K80 - 11441MiB memory 
• CUDA Version: 11.2 
• TensorFlow version: 2.7.0 
• Python version: 3.7.12. 

Table 2:   Hyper-parameters values 

Hyper parameters values 

Window size 8 

Batch size 32 

Shuffle buffer size 1000 

Epochs 1400 

Learning rate 8e-4 

Regularization without 

Activation function ReLU 

Optimizer Adam 

Loss function Huber 

We utilize MAE  and RMSE [24]  to assess how well the 
algorithms execute SOH estimation, while AE and RE are used to 
assess RUL prediction accuracy. These are their definitions [26] : 

𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝐾𝐾
∑ |𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑘𝑘�|𝑘𝑘
𝑘𝑘=1              (2) 

𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 = �1
𝑁𝑁
∑ (𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑘𝑘�)²𝑁𝑁
𝑖𝑖=1               (3) 

AE=|RULreal − RULpredicted |             (4)  

RE= |RULreal−RULpredicted | / RULreal × 100%. |       (5) 

Inputs

•Remaining 
capacity

Model

•CNN-BGRU-DNN

Outputs

•SOH
•RUL
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Where 𝑦𝑦𝑘𝑘� is the predicted value and 𝑦𝑦𝑘𝑘  is the actual value. The 
accuracy of the SOH forecast is greater when the MAE and RMSE 
are near to zero. 

2.3. RUL and SOH estimation 

The major of this section is to present the ability of the 
proposed hybrid method CNN-BGRU-DNN to estimate the SOH 
and RUL of different Li-ion batteries; it is also for confirming our 
method's prediction accuracy.  

The battery's capacity, performance, and state of health are 
shown by SOH indicator. It is the ratio of a battery's actual 
capacity (Ca) to its rated capacity (Cr), where actual capacity 
refers to how much of the battery's capacity is actually used when 
it is fully charged. The rated capacity of a totally charged battery 
is 100%, whereas the capacity of a totally failed battery is 0%. 
The battery's SOH is defined as follows [27]:  

  SOH = Ca 
Cr

   (6) 

The remaining number of cycles of battery capacity to reach at 
its failure threshold that means the time between now and the end-
of-life "EOL" is defined as RUL, showing as follows [7]:      

  RUL = CEOL – Ccc      (7) 

Ccc is the number of cycle at the actual capacity and CEOL is the 
cycle number when the capacity of battery arrives at the EOL. 

The experiment were terminated only when battery attained 
their EOL, as seen in figure 4, where the line of EOL represented 
by a red color, which considered as the time when the capacity 
reaches 70% in rated capacity for the NASA batteries. The EOL 
is calculated as:   

  EOL = Cr * 0.7 = 1.4 Ah (8) 

In this study, we separated the datasets into training and 
prediction data with the identical beginning prediction point of 
each dataset, which is 80 cycles. We utilized three batteries, 
B0005, B0006, and B0007, to establish the degradation sample of 
the battery's capacity. 

Figure 4 above displays the outcomes of the SOH and RUL 
predictions, where Real values are displayed in blue and predicted 
values are shown in orange.  The SOH and RUL predictions for 
NASA batteries demonstrate how the suggested hybrid technique, 
CNN-BGRU-DNN, practically always results in almost identical 
actual and predicted curves for all batteries. As a result, the hybrid 
method's SOH estimation accuracy is good. The point of failure 
at the end of life (EOL) for all batteries is when both curves almost 
exactly meet. As a result, CNN-BGRU-DNN achieves the 
maximum level of RUL prediction accuracy. 

 

 

 
Figure 4: The SOH and RULprediction results using CNN-BGRU-DNN. 

Table 3: SOH estimation results 

Batteries Methods RMSE MAE 

B0005 CNN-BGRU-DNN 0.01165 0.00884 

B0006 CNN-BGRU-DNN 0.00884 0.01334 
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B0007 CNN-BGRU-DNN 0.00990 0.00667 

Table 4: RUL estimation results 

CNN-BGRU-DNN 

Batteries RULreal RULpredicted AE RE % 

B0005 123 116 7 5.69 

B0006 107 112 5 4.67 

B0007 165 160 5 3.03 

The values for MAE, AE, and RMSE are extremely low, as 
seen in Tables 3 and 4. The CNN-BGRU-DNN approach helps 
minimize error during SOH deterioration, as this experiment 
shows. Furthermore, the Li-ion battery RUL estimation using the 
CNN-BGRU-DNN method is accurate. This demonstrates that 
CNN-BGRU-DNN approach is the best at predicting battery 
SOH, and the experiment illustrates perfectly the hybrid method's 
capacity for having greater forecast accuracy. 

3. Comparison between proposed method and other 
methods in literature 

This subsection provides a comparison of the SOH prediction 
accuracy of different other studies' predictions. We use 
performance method findings from earlier papers to compare 
more widely with other forms of prediction, since these 
approaches use the same NASA datasets and performance 
measures. 

Table 5: SOH estimation results of some papers 

Batteries Methods RMSE 

B0005 

UPF 
Elman NN   

WNN-UPF  [8] 

1.088 
0.210 
0.027 

GPR- LSTM [28] 0.012 

CNN-BGRU-DNN 0.011 

B0006 

CGTSSA_Cat_Boost [29] 
SSA_Cat_Boost 
PSO_Cat_Boost 

Cat_Boost 
CGTSSA-SVM 
CGTSSA-ELM 

0.0268 
0.0317 
0.0531 
0.0708 
0.0362 
0.0579 

UPF 
Elman NN   

WNN-UPF  [8] 

1.115 
0.223 
0.050 

GPR- LSTM [28]  0.013 

CNN-BGRU-DNN 0.008 

B0007 UPF 1.161 

Elman NN   
WNN-UPF  [8] 

0.145 
0.024 

CGTSSA_Cat_Boost  [29] 
SSA_Cat_Boost 
PSO_Cat_Boost 

Cat_Boost 
CGTSSA-SVM 
CGTSSA-ELM 

0.0118 
0.0147 
0.0263 
0.0465 
0.0178 
0.0447 

GPR- LSTM [28] 0.009 

CNN-BGRU-DNN 0.009 

From the results of table 5, we can clearly see that the RMSE 
value of our proposed method is smaller than the values reported 
by the studies, the RMSE metric is widely used in regression 
problems where we predict continues values, which is the case is 
the prediction of the SOH of Ion-Lithium batteries. 

We can conclude based on the results of table 5 that the 
proposed suggested named CNN-BGRU-DNN is a good 
estimator with its high accuracy for predicting the RUL and SOH. 

Conclusion 

This study proposes a hybrid approach known as CNN-BGRU-
DNN to predict Li-ion battery SOH and RUL. A dataset received 
from NASA is used to experimentally validate the suggested 
strategy. The results of the proposed hybrid method demonstrate 
that we achieved a big performance improvement and satisfying 
results evaluated by the performance indicators called MAE, RE 
%, AE and RMSE, where error rates are reduced and accuracy 
increased. In comparison to the outcomes of previous 
publications, four prediction performance indices show that 
CNN-BGRU-DNN has the greatest accuracy. 

Nomenclature 

AE   absolute error  
ANN  artificial neural network 
BMS   battery management system 
BGRU   bidirectional gated recurrent units 
CNN  convolutional neural network 
DNN   deep neural networks 
DL   deep Learning 
ELM  extreme learning machine 
LSTM  long short-term memory  
Li-B   lithium-ion battery 
MAE  mean absolute error 
ML  machine learning 
NASA   national aeronautics and space administration 
PF  particle filter 
RE  relative error 
RNN   recurrent neural network 
RMSE  root mean square error  
RUL   remaining useful life 
ReLU  rectified linear unit 
UKF  unscented Kalman filter 
WNN   wavelet neural network 
UPF   unscented Kalman particle filter 
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