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Today, the costs of most Renewable Energy (RE) technologies especially hydrogen energy
technologies such as fuel cells, are still beyond the means of poorer economies in developing
countries. Hence, there is little public awareness and local expertise in RE in these countries
and even lesser in hydrogen energy. To solve this problem, it is important to train local
manpower in RE, starting with enabling local schoolchildren to learn about RE, especially
hydrogen fuel cells. RE provides an alternative, sustainable and clean energy that improves
the environment and human life, expands the choice of available energy sources that
improves energy security, and reduces consumption of fossil energy in electricity generation
and public transportation. Hence it is critical that teaching modules for exposure,
acceptance and uptake of RE technologies are developed to suit local conditions. The
purpose of this paper is to review recent progress and advances in RE education especially
in hydrogen fuel cell. Important features of the modules, educational materials and reports
are discussed critically. This paper assesses the literature on RE teaching in schools,
especially in hydrogen fuel cells, and discusses the problems faced and the optimal period
for cost-effectiveness. A curriculum that integrates literacy and social concepts with science,
technology, engineering and mathematics (STEM) concepts could be developed in the future.
The literature shows that teaching and learning of fuel cells could be achieved by using the
five “Es”’; Engagement, Exploration, Explanation, Elaboration and Evaluation, and also by
promoting collaboration, team work, communication and design in project based learning
activities. Most teaching materials include a project for students to build their own single-
cell Proton Exchange Membrane (PEM) fuel cells and electrolyzers, and to produce
hydrogen by using solar energy. Appropriate and economic criteria are developed for the
design and development of modules for teaching and learning of hydrogen fuel cells, which
could be implemented in physical classrooms or on free blended online learning platforms
during the COVID-19 pandemic.

1. Introduction

Since the international oil embargo crisis in the 1970s that had
threatened energy security of the world, the idea of developing

Renewable Energy (RE) has been widely acknowledged as a
measure to stave off a recurrence of the embargo. The increasing
acceptance of RE has been primarily attributed to the depletion of
fossil fuels especially after the oil embargo crisis. Climate change
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caused by global warming due to carbon emission has been cited
as the second most important driver for acceptance of RE. Climate
change had manifested itself many times in extreme weather
events such as intense heat waves that had hit several European
countries such the UK in 2013 [1] and East Asian countries such
as South Korea between 2009 and 2012 [2]. Acceptance of RE
would reduce the effects of climate change.

Access to energy, energy efficiency and sustainability are the
most popular issues in renewable energy (RE) [3]. RE has been
found to have a controlling impact on carbon dioxide emissions
and therefore climate change [4] and also a positive contribution
to a country’s economic production [4]-[6]. However, empirical
evidence from sub-Saharan African countries have shown that the
adoption of RE has not improved their economic power [7]. In
addition, RE subsidies in advanced countries have resulted in high
RE taxes to finance them that have imposed a heavy burden on
consumers [8]. The economic gains and environmental costs of
key energy materials such as rare earths are also important issues
for and against RE technologies [9]. Furthermore, the high cost of
renewable energy needs to be reduced significantly so that RE is
no longer beyond the means of poorer economies in developing
countries. For example the cost of RE biodiesel could be lowered
by using low-cost renewable raw materials such as residual edible
oil, inedible oil (Jatropha curcas and Camelina sativa) and
seaweed [10].

The RE economy is a green economy that could provide
significant employment in developing and developed countries
[11]. In this case, employees and their leaders must be educated
in green RE job markets. “Green-collar” workers play a vital role
in the development of RE technologies. Students from various
level ranging from technical and vocational diplomas in high
schools, and science and engineering degree programs in
universities could contribute to the sustainable development of the
human resources for RE economy [11]. A Chinese study shows
that there is a secondary relationship between RE and income
[12].

Fuel cells convert chemical energy from molecular bonds in
hydrogen and oxygen into electrical energy by an electrochemical
reaction. A PEM (Proton Exchange Membrane) fuel cell or
PEMFC uses hydrogen gas (H>) and oxygen gas (O;) from the air
in the reaction and produces electricity, water, and heat. Currently
research on PEMFC is focused on developing proton exchange
membranes that could operate at high temperature for the High-
temperature Proton Exchange Membrane Fuel Cell (HT-PEMFC)
[13]. If hydrogen is produced using RE, the green hydrogen so
produced could be classified under RE as well.

For Malaysia to stand out in RE technology, there is an urgent
need to introduce and integrate RE education into the educational
curricula in schools. Although teachers’ knowledge content on RE
could easily be developed to a satisfactory level, RE education
might repeat a major pitfall in science education in Malaysia,
which is the inability of science teachers to transfer their
knowledge content to the students effectively [14]. Therefore, an
essential goal of science or engineering education is to enable these
teachers to convey their knowledge to students effectively.
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Table 1: Nomenclature Table

No. | Abbreviation | Explanation

1 STEM Science, Technology, Engineering and
Mathematics

2 RE Renewable Energy

3 PEMFC Proton Exchange Membrane Fuel Cell

4 HT-PEMFC | High-temperature Proton Exchange

Membrane Fuel Cell

5 FC Fuel Cell

6 HFEP Hydrogen Fuel Cell Education Program

7 DO Design Opportunity

8 EiE Engineering is Elementary

9 STEAM Science, Technology, Engineering,
Arts, and Mathematics

10 | FCVs Fuel Cell Vehicles

This is the first paper in Malaysia to review the readiness of RE
education and its educational materials, and available reports on
the teaching of hydrogen fuel cell in schools, with the intention of
developing teaching modules that could be implemented in the
physical classroom. When the COVID-19 pandemic began, there
is an urgent need to design and develop modules for teaching and
learning hydrogen fuel cells that could be implemented not only in
the physical classroom but also conducted online to avoid the
pandemic, that is free for all urban and rural children. The authors
examine the suitability of these materials to be implemented in the
physical classroom and online learning.

The review is intended to provide information, insights and
intuitions which would lead the authors and other researchers to
develop a cost-effective and economic teaching and learning of
hydrogen fuel cells in the country and/or the region. The teaching
and learning materials could be transformed into the online
learning courses, that is free for everyone. In addition, the blended,
interactive online courses with a curriculum created by educators
for students and for educators could have the potential of
encouraging independent learning, collaboration on projects and
hassle-free grading assignments, free for all urban and rural
schoolchildren/educators anywhere and at any level, who could
learn and stay safe online, avoiding the pandemic.

In this study, we focus upon the recent progress and advances
of RE education materials. First, we summarize the objectives of
Fuel Cell (FC) education. Then we review the recent features of
Hydrogen Fuel Cell Education Program (HFEP) including the
teaching method for STEM which includes engineering design,
problem solving, collaboration, teamwork, communication and
project work. In this part, the science process skills, the design
opportunity (DO) element and the design brief which are very
important to design and generate solutions to specific problems are
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systematically discussed. We also discussed about the recent
development in design brief for a project given to the students.
Finally, a short conclusion which includes the future perspectives
of this RE education materials and challenges in practical
application, the cost-effective features and flexibility to be used in
blended learning during pandemic crisis are constructively
analyzed.

2. Hydrogen Fuel Cell Education Program (HFEP)
2.1. HFEP Objectives

Since the fate of the Earth is in the hands of children, it is
crucial and important for them to learn to use RE, and in our case
green hydrogen energy and fuel cells at an early age in schools.
The main aim of educating schoolchildren on fuel cells and
hydrogen energy is to familiarize them with hydrogen energy and
fuel cells technology, which would lead to a better, more
sustainable, and inhabitable world. The objectives of the HFEP
could be summarized as follows

e To accelerate the exposure to fuel cell technology among the
schoolchildren

e To encourage the young, who could become future scientists,
to perceive fuel cell as an important green energy alternative

2.1.1. Engineering Teaching Method of HFEP

To ensure that the teachers transfer their knowledge content on
hydrogen fuel cells effectively to students, a more effective
teaching method should be used. One such effective method that
we intend to consider is the teaching method for engineering. The
teaching method for engineering as suggested by [15], consists of
the following fundamental components.

Firstly, the Learning Cycle is summarized as the 5 Es:
Engagement, Exploration, Explanation, Elaboration and
Evaluation. This is very similar to Bloom’s cognitive taxonomy.
The first E is Engagement where students are challenged and
thought-provoked by reading aloud stories to stimulate
imagination and to encourage sharing of ideas. The second E is
Exploration where students are encouraged to discover scientific
and engineering principle by themselves. This is followed by the
third E for Explanation where students explain what happen in
different situations and learn from them. The fourth E is
Elaborations where students use the knowledge gained to design
engineering artefacts. The final E is evaluation where students
reflect on their learning curve [15].

Secondly engineering teaching method is contextual learning
and problem solving that link their knowledge with the real world
by application in problem solving. Thirdly, learning engineering
also involves teamwork and collaborative learning in small
groups. Fourthly students are also trained in effective
communications between team members, clients, and managers.
Lastly the engineering teaching method always involve a design
project by student that applies all the knowledge that has been
learned [15],

The Engineering is Elementary: Engineering and Technology
Lessons for Children (EiE) project for American schoolchildren
launched in 2003 was a success because it embeds curiosity in the
mind of the schoolchildren [16]. EiE not only meet the needs of
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children, but also expand the ability of primary educators to teach
engineering technology. After the EiE project was launched, the
number of schools in the United States that embrace engineering
in their curricula increased dramatically.

2.1.2.

The amount of knowledge that can be obtained from the
teaching of comprehensive Science, Technology, Engineering
and Mathematics (STEM) is related to how students perceive the
effects of STEM teaching [17]. In Thailand, although a high
degree of understanding of scientific ideas and concepts and
exceptional presentation of scientific process skills are essential
for learning science, most Thai teachers have managed to obtain
satisfactory performance for these scientific process skills. These
include starting the course by sharing the relevant day-to-day
situations of the students, grouping the students into groups,
making hypotheses, finding information and planning
experiments, conducting experiments, collecting data, explaining
and summarizing the results. Then share the results with the class,
visit the gallery where experimental conclusions are shown,
discuss the class summary, and finally determine the possible
sources of errors. To succeed, they start with selective science
courses, which have less content, so that they could focus more

Science process skill

on encouraging skills related to students’ abilities and
interests[18].
2.1.3.  Important features of the engineering design component

of a curriculum

The important features engineering design component include
encouraging student creativity, following proven design, open
ended problems, search for and use contemporary theories,
problem statement and specifications, awareness of alternative
solutions, and real-world applications [19].

The features of RE education are flexible and amenable to
evaluation by both qualitative and quantitative methods. The DO
part is more important than a paper and pencil assessment, while
collaborative learning and teamwork are prioritized over
individual work. Communication skills are essential in engineering
education to prepare future engineers. Students must design and
find a solution to a problem. After each session, students share
their insights on the learning process and make deep reflections.

Central
intervention

School
Curriculum

Energy-
aware
Parent

aware
Student

[Sustainable energy practice curriculum]

Figure 1: Energy related education channel in society [20]

Experimental work is a large component of learning science
and engineering. However, learning how to build a fuel cell does
not need to start with complicated experimental works. Hurley
(2010) believed that anyone with minimum skills and tools will
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be able to build high quality fuel cells from readily available
materials. Construction of the cells requires a few hand tools only.
Apart from setting up a PV solar panel to generate power for the
electrolyzer, he also used the “heart” of the fuel cell, namely, the
Membrane Electrode Assemblies (MEAs). In 2013, Hurley
published a manual that provides five templates for students to
build a solar hydrogen fuel cell system and a fuel cell stack. The
components include 40-watt solar panels to run the electrolyzers
for generating hydrogen fuel, a simple hydrogen storage, and a 6-
to 12-watt planar hydrogen FC stack for generating electricity.

A well designed complete curriculum or enrichment
programme is able to educate the students to create a sustainable
energy practices lifestyle [20]. Energy-aware students could
influence their parents to create energy-aware parents. It is going
to be a chain reaction, a domino effect, or a snowball effect in the
society.

In one study, parents of 16 years old upper secondary rural
children, who had just enrolled to study pure science subjects,
were found to have acquired positive values towards science and
were willing to support and assist their children to improve their
achievements in science. These are crucial factors that can help
the educationists to plan RE educational intervention involving
parents' support in promoting RE learning and careers [21].

2.2. Design Brief

Practical science activities are insufficient in helping students
achieve all their learning objectives. Although design task is given
to students in groups of two to four, it is better to wait until
everyone has their own design ideas before breaking them into
groups. Students must be given freedom to carry out their own
investigations or create their own designs to Brown’s module.
This requires a combination of individual learning opportunities
[22], which is could be done in two formats where the students
must determine the steps required to achieve their goals, or
specific steps were outlined for an experiment. After finalizing
team designs, students continue with construction, testing, and
presentation preparation and project presentations[22].

Another program that emphasizes the importance of
engineering design process as the heart of engineering is EiE. By
creating and testing lessons that are closely integrated with
elementary science topics, EiE aims to strengthen the science
program by integrating it with main engineering concepts,
broaden their interests, expand children’s images of engineering,
fostering positive attitudes towards engineers and expectations for
the future. Apart from developing curricular materials and
resources, the EiE also conducts workshops for educators in the
US. Engineers and teachers are involved in the development of a
classroom-tested curriculum. The curriculum also integrates
literacy and social concepts with science, mathematics, and
engineering concepts [16].

2.3. Integration of Engineering Elements in the Modules

Unlike science, the arts played a large role in the history of
engineering. Design, the heart of engineering, is more like arts
than science. Modern engineering has also benefited much from
science and mathematics. Both fields help the engineer to
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understand how engineering artefacts behave by simulating
mathematically the scientific principles at work in the artefact.
Scientific discoveries also provide opportunities for engineers to
design novel products that harness the new scientific discoveries
to commercialize scientific/engineering products, the arts is used
to repackage the product in a much more elegant and attractive
manner for the market.

For example, the cell phone is a blend of science, engineering
and art. In car industry, science makes the combustion engine
work efficiently, while the artistic design of the car complements
the masterpiece. In the performing arts, art does not merely refer
to acting or singing on the stage but also involves the technology
being used at the back-stage.

However, it was only recently that the arts has been integrated
into STEM (Science, Technology, Engineering, and
Mathematics) to become STEAM (Science, Technology,
Engineering, Arts, and Mathematics). An educated person must
be able to appreciate art and embrace technology at the same time.
The fuel cell is both an engineering and scientific artefact whose
invention and design also include the arts.

2.4. Engineering Elements

To integrate engineering elements into the modules, Hershey
[23] suggested that students must always be directed by providing
them with stimulus after understanding the inventive procedure.
The aim of inventing new engineering products should be to
improve, enhance, and expand mainstream products to meet
social needs. It is important to highlight the importance of
merging combinations of elements of many prevailing products to
create new products. New opportunities should be recognized by
ignoring the rules and using and testing the system. The invention
must be "futurized" to ensure the products are up to date. Improve
understanding of regulations and use them for innovation. Finally,
after completing the invention, you must gather information
regarding patent application to protect their rights on the product.

2.5. Economic Features

The experiment or hands-on work need to be simplified by
reducing the parts needed so that anyone with minimum skills,
tools and materials will be able to produce the product in the
teaching manual [24]. A well-designed complete curriculum or
programme must be able to educate school children by exposure
to RE and FC in an optimal period of time, whose characteristics
had been futurized so that it could be updated to suit contemporary
circumstances. The teaching module could be implemented in the
physical classroom and/or online using blended learning platform
that is safe and that eliminates the costs for venue, transportation,
etc during pandemic.

3. Hydrogen fuel cells’ impacts on securing energy sources
and maintaining environmental sustainability

It is important to diversify the types of RE, rather than just
relying on specific types. When land and other inputs are
transferred from food crops to biodiesel production, the biodiesel
industry may lead to competition between fuel and food. [25],
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[26]. The biodiesel and oleochemical industries need similar raw
materials, which increases their prices. The introduction of
biodiesel will directly cause an excessive supply of glycerin, and
indirectly lead to a scarcity of oleochemical industry. The glycerin
produced must be converted into other useful products. In turn,
excessive glycerin will make the price to drop [25].

Malaysia, a major producer of palm oil, produces a lot of
wastewater known as the palm oil mill effluent (POME) and
empty fruit bunches (EFB) biomass. The adverse impacts of
POME towards the environment could be mitigated by reusing the
water to overcome water scarcity but reclaiming the water from
POME involve cost [27]-[29]. Water treatment by reverse
osmosis desalination plants instead of the coventional water
treatment plants, incurs higher cost for the integrated/hybrid
membrane processes. Usually, a more complicated process is
needed for POME treatment such as combinations of membrane
filtration unit (microfiltration/ultrafiltration/nanofiltration) with
other processes such as adsorption, coagulation, adsorption and
ion exchange. [28]. Additionally, natural coagulants could be used
with other treatment technologies in integrated/hybrid treatment
processes for improved coagulation performance efficiency [29].

Malaysia, a major producer of palm oil, has great potential for
H, production from POME and EFB biomass by biological
treatment but the dark fermentation also produces CO»
simultaneously. The process is not sustainable until a more
reliable and efficient process for separating H, from CO; is
devised and a process to store or reuse the CO,. The purified H,
from the gas mixture could be used as a clean source for RE such
as in a hydrogen FC [30], [31]. The biogas produced from the
further fermentation of POME is already a source of energy
around the palm oil mill and could potentially be a major source
of RE for Malaysia [31]. Methanol, another fuel for fuel cells,
could also be produced from EFB biomass. Methanol FC can be
directly applied in mini air vehicles [32].

The success of any bioenergy project is not only determined
by technical viability but also by non-technical factors such as
authorities, engineers, feedstock producers, and the concerned
public [33]. Students have little introduction and experience with
hydrogen fuel cells. Hence, students’ perception of environmental
friendliness of hydrogen fuel cells falls to the eighth, below solar,
wind, hydro, wave, natural gas, tidal and geothermal. See Tab. 1
[34].

Table 2: Student perception of environmental friendliness of energy sources (in

percent)
Energy Sources  [Not Little  [Lessormore [Friendly | Very Friendliness
[Friendly |fiiendly [friendly friendly rank
Natural gas 47 103 325 33.8 18.8 5(52.6)
Solar power 2.6 5.1 8.1 269 573 1(84.2)
Hydropower 38 115 244 29.9 303 3(60.2)
‘Wind power 43 73 124 214 547 2(76.1)
Geothermal power 43 167 333 256 20.1 745.7)
Nuclear power 56.8 16.7 16.7 5.1 4.7 14(9.8)
Coal 47.0 23.1 179 5.6 6.4 13 (12.0)
Oil 58.5 184/ 9.0 4.7 9.4 12 (14.1)
Wave power 9.8 154 214 26.1 274  4(535)
Tidal power 56 20.1 28.6 244 214 6(45.8)
Biofuel 20.1 22 248 25.2 77 9(329)
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Waste (buming) 41.9] 23.9 167 132 43 11(17.5)
Biomass 14.5 24 .4 28.2 22.2 107 9(329)
Biogas 115 209 37.2 214 9.0 10 (304)
Hydrogen fuel 162 18.8 26.9 20.5 175 8(3%)
Cells

Sources:[34]

4. Number of textbooks or references available for teaching
fuel cell

For design projects, no manuals, textbooks or workbooks have
been provided for students [15], [16] Instead, there are five EiE
steps of engineering design process that must be followed: ask,
imagine, plan, create, and improve solutions to the given
engineering challenges. After the project is accomplished,
evaluation is carried out by using a combination of qualitative and
quantitative measures.

A Textbook on the introduction of RE technologies in the
United States have been published [32]. The one-year science and
technology course contain 11 modules. The author associated
energy science, fossil fuels and climate change, explores the use
and preservation of energy in houses, and establishes energy-
efficient energy sources such as solar energy, energy wind energy,
hydrogen and fuel cells, biomass energy, biofuels, geothermal
energy and hydropower.

Hydrogen fuel cells have attracted widespread attention, and its
applications in sustainable transportation have been debated. An
introduction to hydrogen is provided, followed by a project for
students to build their own fuel cells. The fuel cell kit that includes
PEMFC and electrolyzers, could be bought from
www.fuelcellstore.com. The student would also need a small solar
PV panel to provide the energy to produce the hydrogen. Students
are given a fuel cell invention design brief. After students
complete their team’s mission, each team had three to five
minutes to introduce their project. The teams then develops
special product handbooks for the inventions. After studying all
types of RE, the “RE Final Project” is conducted in 10 to 45
minutes of teaching time or five stages of teaching time. Based on
the selected RE source, students developed and tested their design
brief. Students not only introduced their projects to the class, but
also introduced their projects to school members and local public
[32].

The number of textbooks on substitute energy and sustainable
energy in the region and the rest of the world is very inadequate.
More textbooks need to be written according to local conditions
to speed up the adoption of RE in the region. The fundamental
physical and technical principles of RE to generate energy, and its
impact on the socio-economic and environmental.

5. Country Comparison in Terms of Their Readiness to
Embrace FC Technology

After the hydrogen fuel cell is identified as one of the most
sustainable, clean and efficient energy sources, the next century is
predicted to become the hydrogen era [48], [49]. Hydrogen Fuel
Cell Vehicles (FCVs) are expected to have a key influence in
energy security and preservation of environmental sustainability.
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Table 2: FC Education Materials and Reports Available

Name Link and Contact Synopsis Educational Level

“Build Your Own | http:/physics.csusb.edu/~tusher/ | Hard / soft convection single slice fuel cell | Adults and tenants (not appropriate

Fuel Cells” share/Fuel Cell/build fuel cells | construction. Fuel cell design. for children without close supervision
_05.pdf [35] of adults familiar with fuel cells)

Reached more than 9,600 teachers

“Education And | https:/www.energy.gov/sites/pr | Professional development for teachers Reached more than 9,600 teachers

Outreach (By Fuel | od/files/2014/05/f15/fcto_educat | Seven video clips

Cell Technologies | ion_and outreach.pdf [36] * Developed a two-week study plan.

Office)” High school student module

K-12 project goals

* Provide tutoring and training.

For the hydrogen and fuel cell future generation of
labour market

* Together with current K-12 school curriculum, test
the developed hydrogen and FCtechnology

* Introduction to hydrogen science
and technology in the highschools and primary schools
classroom

* Run professionals

development plan for

high school and primary school teachers

who will use the course materials x

Determine the superiority and efficiency of the course
materials

* Expand communication chances with
new companion

* Distribute the curriculum and workshops apparatus
to the whole country

via teachers’ training and other training

programme.

“Washington State
Fuel Cell Education
and Demonstration

https://www.hydrogen.energy.go
v/pdfs/progress04/vii3_vowles.p
df[37]

Develop FCcourses for high schools.
Trained 200 junior and senior high school teachers on
hydrogen and fuel cells

Train 200 junior and high school
teachers and develop high school
curriculum.

Plg(g;:am Hvd * Provide hydrogen and fuel cell teaching to 18,000
( " yarogen high school students in Washington State.
Program)
e « Assess the efficiency through an online
questionnaire.
Proton exchange membrane fuel cell (PEM)
demonstration at Central Washington University.
» Offer college students with an internship to learn
about fuel cells.
“DOE Hydrogen https://www.hydrogen.energy.go | Reach a fourfold increase in the number of students | Teachers and students;

Program. 2004
Annual Program
Review
Education
Overview”

v/pdfs/review04/ed_1_cooper 0
4.pdf [38]

and teachers
who understand the concept of hydrogen economics
and its impact on hydrogen economics

_ Reach a fourfold growth in the number of state and
local government councils who

know the idea of hydrogen economy and how

this economy can influence them

_ Double the number of big-scale end users who
understand the concept of hydrogen economics and its
impact on them

Introduce a comprehensive and community
awareness campaign pertaining
Hydrogen economy and fuel cell technology

public

“Tykey Truett Oak
Ridge National
Laboratory 2004
DOE Hydrogen,
Fuel Cells &
Infrastructure

Technologies

Program  Review
Baseline  Program
Assessment”

https://www.hydrogen.energy.go
v/pdfs/review04/ed_2_truett 04.

pdf [39]

Measure the existing level of awareness; establish a
benchmark for evaluation

General public;

State and local government agencies;
educators, students and

Possible important consumers
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“Fuel Cell | https://www.hydrogen.energy.go | Awareness and education Introduce hydrogen in the K-12
Demonstration with | v/pdfs/review04/ed _pl turner 0 | Demonstration of hydrogen fuel. education plan;

Onsite  Generation | 4.pdf [40] Zero emissions from source to sink Launch public awareness program;
of Hydrogen” University

“Development And
Demonstration  of

https://www.hydrogen.energy.go
v/pdfs/review04/ed_p3_peters 0

Development and operation task 1 - Development and
operation of educational courses.

Middle school, high school, teachers,
community and government leaders.

PEM  Fuel Cell | 4.pdf[41]

Educational

Program For School

and University

Communities”

“The 2004 DOE | https:/www.hydrogen.energy.go | Advocate National Energy Policy to Workforce (including K-12).
Hydrogen, Fuel | v/pdfs/review04/ed p4 borger Integrate in energy sources that are dependable,

Cells and 04.pdf [42] economic and ecologically

Infrastructure embrace the future of America.

Technologies

Program Review
Lansing
Community College
Alternative Energy
Initiative”

Improve explosure and knowledge of alternatives
Including the energy from hydrogen fuel cells.

* Create

comprehensive training Program for

technicians who can support alternatives

energy technologies as an effort to increase feasibility
and spread

RE technology

Utilise the new West Campus educational facilities to
display

other energy applications consist of:

1)Wind,;

ii)Solar energy;

iii)Geothermal

iv)Biomass and

v)Fuel cell

“Hydrogen,  Fuel
Cells &
Infrastructure
Technologies
Program  Review
Share Technologies

https://www.hydrogen.energy.go

v/pdfs/review04/ed_p5_griffin.p
df [42]

Cooperative process with the national industry to share
technology developed by the Navy;

Raise awareness of private companies to
hydrogen and FC including Infrastructure Technology

Manufacturing and

educators.

university

Transfer Project (hydrogen) Program

(STTP)”

“Montana https://www.hydrogen.energy.go | Highlight hydrogen technologies in the Energy Specialist
Hydrogen Futures | v/pdfs/review04/ed p6_bromens | development of

Project (New | henk 04.pdf [43] educational plans and facilities when

Project)” training energy technicians

B

Hydrogen Safety Center;

education / interactive website for training or
communication

“Fuel Cells 2000 ---
Fuel Cell for
Education”

https://www.utc.edu/college-
engineering-computer-
science/pdfs/fuel-cells-for-
education.pdf [44]

List of existing corporations and educational products.

All school and academia levels.

“leXsolar-H2”

https://lexsolar.com/products.ht
ml?isorc=755 [45]

Directory of course packages on RE.

All schools and TVET levels.

“MudWatt  NGSS
Teacher’s Guide”

http://www.fuelcellstore.com/do
wnloads/mfc/mudwatt-main-
module.pdf [46]

Microbial Fuel Cell (MFCs)
Training Module

Junior high schools

“Implementation of
the MudWatt™
Microbial Fuel
Cell”

http://www.fuelcellstore.com/do
wnloads/mfc/nsf-mudwatt-

module.pdf [47]

Assembly of MudWatt ™ sediment microbial FCby
students teach them how to generate energy through
electrochemical reactions.

Physical Science class (9th grade)

An effective transition to a sustainable energy system requires
public and private sector funding. Many studies have investigated
the Purchase Intention (PI) and buying behaviour of hydrogen
FCVs and Alternative Fuel Vehicles (AFCs) in Malaysia. Many
researchers have started studying hydrogen FC vehicles, while
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others have conducted rigorous reviews of whether attitudes,
subjective norms (SN), and control of perceived behaviour are
related to customers’ Purchase Intentions (PI) and whether there is
a significant association with Purchase behaviour of hydrogen
FCVs in Malaysia. These studies are very important for the
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decarbonization of the transportation sector in Malaysia and other
countries under similar economic conditions[50].

5.1. Malaysia

Of the more than 10,000 schools in Malaysia, about 809 have
no power for the whole day, which is particularly common in
Sabah and Sarawak. RE sources such as solar panels, wind
turbines and micro hydropower plants can meet the electrification
needs of rural areas. Take the Penontomon Elementary School (N
4°52.73'E 116 ° 15.9") in the Sabah as an example. A solar wind
hybrid system was installed to power the guardhouse, tutorial
room, computer laboratory and teacher quarters [S51]. Before
Malaysia can absorb hydrogen fuel cells on a large scale, much
work remains to be done.

The biggest benefit of hydrogen is zero emissions, which
could help Malaysia achieves the COP15 carbon emission target.
Primary energy resources can be used to produce hydrogen in
many ways. Hydrogen can be used for transportation, has portable
and stationary applications, and could replace fossil fuels [32].

Research and development in hydrogen energy and fuel cells
in Malaysia started in Universiti Kebangsaan Malaysia (UKM) in
1995. It was kick-started when a large project of RM 2 million
was awarded jointly to UKM and Universiti Teknologi Malaysia
(UTM) in 1996 for 5 years from the Intensification of Priority
Research (IRPA) fund from Ministry of Science, Technology &
Innovation (MOSTI). The same team was granted a much larger
project that is 15 fold larger than the first one amounting to RM30
million from the same fund and Ministry in 2002 for 5 years.
UKM and UTM team won another large grant of RM7 million
from the Ministry of Higher Education (MOHE) in 2013 for 3
years.

It was with this fund that the Fuel Cell Institute (FCI) was
established in UKM. The research and development done at FCI
are fuel cell system engineering (PEMFC systems), fuel cell
electrochemical processes, photoelectrochemical cells, solid
oxide fuel cells, direct liquid fuel cells, microbial fuel cells,
hydrogen production and solid-state storage and biohydrogen.

Yayasan Sime Darby (Sime Darby Foundation) gave an
endowment of RM15 million to establish the UKM-YSD Chair
For Sustainable Development: Zero Waste Technology to conduct
research and development on hydrogen and biogas production
from POME and EFB biomass for power and steam generation,
UKM-YSD Chair in collaboration with FCI UKM built a pilot
demonstration plant for biohydrogen and biogas production from
POME and EFB biomass, CO; separation and hydrogen
purification and CO, storage in algae at a Sime Darby’s KKS
Tennnamaram, Selangor, Malaysia. A FC buggy is also built to
use hydrogen produced by the pilot plant [52].

Recently, Petronas Research Sdn Bhd (PRSB) has granted a
large research project of RM 8.25 million to establish the UKM-
Petronas Chair of Sustainable Hydrogen Energy in 2019 to
conduct research and development on green hydrogen production
technology for 5 years. PRSB-UKM is developing new type of
electrolyzers at pilot plant scale and plans to built a large FC
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buggy and start research  and
photoelectrochemical cells.

development  of

The extensive R&D of fuel cells and hydrogen energy in
Malaysia over 25 years warrants the introduction of fuel cells and
hydrogen energy in the school curriculum in Malaysia. Using a
battery and FC based system, a project was carried out in a
municipal house in Kapit Village, Sarawak [53]. The same
configuration can be used for schools in remote areas in other
states of Malaysia. Some Malaysian institutions promoting
hydrogen FC education mainly focus on PEMFC technology to
provide energy for single-seater vehicles [54]. Following the
launch of the fuel FC golf buggy of the FCI UKM and the fuel
cell/hybrid electric scooter of Taiwan Chengda National
University [36], educators can improve the application of fuel
cells by introducing FC programs in their schools through an
engineering design teaching module[55].

5.2. Japan

Japanese automakers Honda and Toyota have begun to
introduce fuel cell vehicles into their products range [56], [57],
[58]. The public showed a positive attitude towards hydrogen
infrastructure, but expressed concern about the balance between
risk of hazards and benefits brought by FC vehicles [59]. An
online study conducted to determine the public's attitude towards
installing hydrogen refueling stations near residential areas shows
that gender gap need to be reduced through education because
men accepted more than women. [60].

5.3. Taiwan

In recent decades, the Taiwan government has actively
encouraged FC invention through the national invention system.
In [49], vocational education and training (VET) is usually a
significant subsystem. Many academic and research institutions
in Taiwan have also defined policy tools related to VET[49].

5.4. Africa

In the Eastern Cape Province of South Africa, numerous
primary and secondary schools have started to apply hydrogen
fuel cells to generate energy reserves. This power supply is used
to power devices such as computers, fax machines, and tablets
[61].

55.US

In Woodbridge, Connecticut, Amity Regional High School
uses FC energy to generate 2.2 MW of combined heat and power
(CHP). There were fuel cells with small 1.4 MW CHP used in
Santa Rita Jail in California [62]. FC teaching not only in schools
and universities but extended to national level. The California
Fuel Cell Partnership and the Pacific Northwest National
Laboratory have conducted hydrogen safety first aid training
programs for more than 15 years [63]. The resources developed
can be used for advanced general lectures or classroom training,
depending on the level of understanding of the demographic of
the target group [64].

5.6. European Union (EU)

In 2010, school students in Europe did not learn hydrogen and
fuel cells in formal education. There are few textbooks about
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hydrogen and fuel cells, and plans are made to introduce hydrogen
as a suitable future energy source for transportation sector [65]. In
Cologne, a German industrial city, the JIVE and MEHRLIN
projects conducted tests in five European countries: Denmark,
Germany, the United Kingdom, Latvia and Italy. The project
spent €125 million (US$133 million) and allocated heavy vehicles
including 144 hydrogen FC buses and seven large hydrogen fuel
gas stations.

The operation of FCVs is relatively quiet and can reduce noise
levels in city areas. In public transportation sector around the
world, buses are currently operating, and some success stories
have proved their continuous improvement in readiness and
consistency. However, due to the lack of FCVs hydrogen
refueling stations, the infrastructure is still in its infancy.

Besides modelling of the situation in Normandy, France in
2016, some predictions for 2025 were prepared based on the
current assessment of the distribution of hydrogen FCvehicles
(FCVs) [66]. Cost-benefit analysis shows that the total cost of
ownership of hydrogen kangaroos must be halved. High-power
vehicles, such as buses and trucks, have played an important role
in increasing hydrogen consumption by further expanding the use
of FCVs from Normandy to Europe, as well as using cars, buses,
and hydrogen-producing trucks other than kangoos. The two cost
components (vehicle cost and fuel cost) involved in deploying an
electric FC vehicle (FCEV) can be regarded as a vehicle cost
component and a fuel cost component, respectively, and the first
component a is more effective than the second component. The
cost of introducing hydrogen can be reduced by using a small
number of large vehicles to travel on a limited point-to-point route
or in a smaller geographic area to promote the widespread use of
light hydrogen vehicle [67].

Europeans are aware of the low quality air and noise
interference caused by public transportation. Although some
cities are starting to use electric vehicles, hydrogen FC buses are
still a viable option for most countries that use subsidized diesel
buses. Over the past ten years, 84 FC buses operating in 17 cities
in 8 European countries have maintained excellent records of
flexibility and security. These vehicles can travel up to 300 to 450
kilometers. As a result, there is no need to install infrastructure
along the route. If buses and FC cars are mass-produced together,
the cost is lower [68].

6. Conclusion and Recommendation

The students must always be guided to provide them with
stimulus after exposure to the inventive procedure. In order to
invent new engineering products, they should focus on efforts to
improve, enhance and expand mainstream products to meet social
needs, or to merge useful combinations of prevailing products to
create new products and finally to apply for patents. The
inventions should also be "futurized" to ensure the products could
always be updated.

Soon after the world is tragically affected by the coronavirus
COVID-19 pandemic, there is an urgent need to design and
develop modules for teaching and learning hydrogen fuel cells
that could be implemented not only in the physical classroom but
also online learning that is free for all and avoids the pandemic.
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After examining the suitability of these materials to be
implemented in the physical classroom and online learning, it is
recommended that a cost-effective and economic teaching and
learning of hydrogen fuel cells in the country and/or the region
should be developed. The teaching and learning materials could
be transformed into the online learning platform that is free for
all.

Implementation of the traditional face-to-face teaching is
fraught with problems because of the limited period for related
programs and difficulty to get a suitable time to do the
intervention. This constraint is due to the difficulty of adjusting
schoolchildren learning timetables to accommodate the
implementation of the new module. Other obstacles to the
implementation are the difficulty of getting the support from the
school administrators and the availability of the venue.

In the online setting, the introduction part has to be simple,
straight to the point, and usually aided with audio-visual media,
which are pre-recorded videos from the instructor or merely the
shared videos. Tests and game could be done live during the
lessons and the students submit their work online. The submission
and grading system will be done online. Besides, these blended,
interactive online courses with a curriculum created by educators
for students, and even educators for educators have the potential
to encourage learning, collaboration on projects and hassle-free
grading assignments, free for all urban and sub-urban children
anywhere and any level, staying safe online and avoiding
pandemic crisis.
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Contracts may range from a simple agreement between a tenant and a landlord or a gym
contract, or it could be as important as an employment or marital contract. No matter the
level of importance, individuals are legally obligated to obey and carry out all clauses in the
contract. In this paper, we have identified that the majority of people seldom read through
the entire contracts for several reasons such as the size of the contracts i.e. bulky contracts
or the inability to fully comprehend a contract. As a solution to the identified problem,
this paper presented a software tool that automatically comprehends and summarises legal
contracts. We designed context-free grammar (CFG) rules for the recognition of critical
clauses found in contracts. These CFG rules were implemented in the software tool. An
evaluation of this tool showed that it was able to identify critical clauses in contracts to an

1 Introduction

In this section, we present an overview and contributions of the
paper. The history of contract laws dates back to prehistoric civiliza-
tions which was profoundly influenced by ancient Roman and Greek
thoughts [1]-[2]. At the time contract laws were established around
a form of action identified as the action of “assumpsit”, which was
put into effect in the early 16™ century as a solution for the breaches
in informal contracts made by word of mouth [3}4]. As the years
have gone by contract laws have evolved and there have been several
developments with regards to the type of contracts [, |6].

With all these new developments of contract laws comes several
challenges and unwanted problems, such as the recent discovery
that majority of contract receivers fail to thoroughly comprehend
bulky contracts which has led to a large number of law cases related
to breaches in modern day contracts by contract receivers [/, [8]].
Contract receivers are easily exploited by organisations given that
they do not have a full understanding of the clauses identified in the
contract [9, [10]].

In this paper we discussed in great detail a feasible solution to
the problems at hand. We mainly focused on developing a web
application that is capable of comprehending any legal contract,
extracting semantic information as well as generating accurate sum-
maries that includes all the important clauses stated in a contract.

Furthermore, we incorporated an Artificial intelligence concept of
natural language processing (NLP) into our proposed solution in
order to automatically comprehend and extract critical sections as
well as to find patterns from within a contract [[L1]-[12].

Natural language processing is a phenomenon that has been in
existence for close to 50 years and focuses on techniques such as au-
tomatic comprehension, summarisation and information extraction.
NLP is by far more efficient and will help save time as compared to
processing the bulky contracts manually [[13]].

In order to develop the web application we needed to start with
the cleaning out of unnecessary information and white spaces by
performing lexical analysis on the contracts, we then outlined a
context-free grammar to identify syntactic patterns in the contracts,
and finally we had semantic rules that were used to make conclu-
sions on the basis of the identified patterns [14]—[15].

Figure 1 is a graphical representation of the logical flow, that we
used to automatically comprehend and summarise a legal contract
document. The diagram outlines the different phases a contract will
undergo, these phase include pre-processing, document slicing and
finally compiling.

The contributions of the paper are as follows. We have:

1. conducted extensive literature reviews on contracts,

*Corresponding Author: Sibusiso Kubeka, University of Johannesburg, Bunting Road Campus, Johannesburg, South Africa, skubeka32 @ gmail.com

www.astesj.com
https://dx.doi.org/10.25046/2j060203

19


http://www.astesj.com
https://www.astesj.com
https://dx.doi.org/10.25046/aj060203

S. Kubeka et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 19-28 (2021)

— | g oo (SR —

=== || -~ — lele —

= - R —_— 18— T

= ' g °or I 0oC = 9010 —

—_— T 1ele —

L VG V) A

Form PDF to Word Slicer CFG Rules Summary
Converter (by Cronje & Ade-Ibijola) Complier

Figure 1: Flow diagram of the comprehension and summarisation process.

2. performed lexical and document slicing of contract docu-
ments,

3. identified any hidden implications as well as critical clauses
that one should look out for in a contract,

4. formulated context-free grammar rules to help with the iden-
tification of patterns within contracts, and

5. implemented the CFG rules into the web application to auto-
matically comprehend and summarise contract documents.

2 Background

In this section, we provided a detailed literature review on contracts,
the structure of contracts, different types of contracts that exist,
various critical clause found in contracts, information extraction,
automatic text comprehension and summarisation, and related work.

2.1 Contracts

A contract can be defined as a promise enforceable by law, it is
a legal written agreement that requires the mutual approbation of
two or more parties [16, [17]. There are only two roles identified
in contracts namely: the person making an offer and the person
accepting the proposed offer. If for any reason one of the involved
parties fails to adhere to the condition stated in the contract, the
other party is entitled to legal reparation [18].

2.2 Structure of Contracts

In this section, we outlined the typical structure of a contract. Con-
tract structures will differ depending on the type of contract.

There are many different types of contracts available and each
contract serves a specific purpose [19, 20]. Types of contracts
include: General business contracts (Partnership agreements, indem-
nity agreements, loan agreement and property and equipment lease),
Sales-related contracts (Bill of sales, purchase order and security
agreement), and lastly Employment contracts (General employment
contract, Non-compete agreement and independent contractor agree-
ment).

The structure of a contract typically includes the following cat-
egories. Parties to the contract: the details of all involved parties.
Recitals: factual information as well as the purpose of the contract.
Definitions: explanations of keywords. Conditions precedent: the
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state of affairs required. Operative provisions: the rights and obliga-
tions of the parties involved. Boilerplate (or Miscellaneous) clauses:
important clauses found in a contract. Schedules: the appendix to
a formal document. Signatures: distinctive pattern used for identi-
fication of parties. The main objective of identifying the structure
of a contract is to gain a better understanding in order to be able to
recognize the syntax or patterns and create semantic rules to make
inferences on identified patterns [21]].

2.3 Critical Clauses in Contracts

Within a contract, a clause is defined as a specific section or pre-
requisite that focuses on an aspect of an agreement. Generally,
clauses are used to provide details on aspects such as party duties
and roles, rights, regulations, as well as benefits [11} 22} [23]]. In this
section, we provide a list of critical clauses and important informa-
tion typically found in legal contract documents. The objective is to
identify which information is relevant and should be extracted from
an original contract, to create an informative and accurate summary.

Recitals clause
This is a contract clause commonly referred to as the
“whereas” clause, it is usually associated with the purpose of
a contract. This clause provides the contract receiver with an
idea of what the contract is about and why they should sign
the contract.

Contract Parties
this section in a contract usually contains information about
all parties involved in the agreement. It typically includes the
company details, contract receiver information, and any other
third party.

Dates
We must be able to extract dates such as “11 July 2020”
or “11-07-2020”, as they could be representing important
information such as the Commencement or end date of a
contract, or it could be a representation of important mile-
stones or conditions that need to be accomplished i.e.“lease
period”,“termination dates”, etc.

Period/Duration
This could indicate for instance the duration of the contract
or number of hours an individual is required to work in a
week. The extraction of keywords such as “10 Hours”,*“15
days”, or “three years” is critical and should, therefore, be
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included in the summary.Duration and period in contracts are
a representation of “working hours”, “inspection period”, and

“eviction notice”.

Money/ currency
It is important to extract money and different currency sym-
bols such as “R10”, or ZAR, USD, JYP, etc as these units
could represent information such as fines or penalties, salaries,
or rent amount. Within a contract money variables are a
representation of “Cancellation fees”, “Compensation and
benefits”,

Definitions
The summary must include all definition statements found
in a contract, these statements normally begin with words
such as “is defined as”, shall mean”, and “means

that”.

CLIT3

refers to”,

Conditions
Conditional sentences consist of condition clauses such as
“if/ if not”,” when/ when not”,* where”,* as soon as”, “upon
the occurrence”, and many other clauses or conditions found

in a contract [[L1].

Amounts
It is important to include non-financial amounts when extract-
ing information for summaries. This could include quantities
such as “Three hundred thousand”.

2.4 Information Extraction

Information Extraction (IE) can be defined as the automatic extrac-
tion of structured information from unstructured source documents.
It takes natural language inputs and can convert them into structured
texts using a set of indicated criteria. Information extraction is nor-
mally associated with the following sub-tasks: Name Entity Recog-
nition and Linking, Conference Resolution, and Relation Extraction
which form part of the segments of NLP tasks like Text Summarisa-
tion, Machine Translation, etc. IE technologies are mainly tasked
with discovering valuable and relevant information, to construct a
significant representation of the original document [24} 25]].

There are two types of approaches for automated information
extraction using NLP, namely the rule-based approach, and the
machine learning-based approach [24}25]]. The machine learning-
based approach makes use of machine learning algorithms for text
processing based on text features of a certain text [26]. On the other
hand, the Rule-based approach employs manually coded rules for
text processing. The rule-based approach creates reiterative and
refined rules to expand the precision of text processing. The Rule-
based approach generally requires more human effort and makes
use of several NLP techniques such as tokenization, parts of speech
(POS) tagging, phrase structure analysis, and sentence slicing [24].
In this paper, we will make use of context-free grammar (CFG)
for syntactic analysis to reduce the number of patterns required in
information extraction.
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2.5 Automatic Text Comprehension and Summarisa-
tion

Automatic text comprehension is a phenomenon that has been in
existence since the early 70s and has since become popular in to-
day’s society [27, 28]]. Text comprehension is a far more complex
task when compared to other computational tasks such as reading or
writing (inputting). It is the ability to gain a thorough understanding
of a given statement. Understanding a text automatically deduces
that one has the ability to form an interconnected and cohesive inter-
pretation of the information found in that particular text. There are
several Natural language Processing (NLP) applications that require
comprehension of source documents and it is important to note that
the majority of those applications comprise of semantic processing
of a natural language [28| 29].

Automatic text summarisation is a process related to the con-
struction of a brief and precise version of an original text with the
use of a computational software program. The aim is to create
summaries that are considerably shorter and contain relevant and
important information found within the subsequent document i.e. a
contract [30, [31]]. Automatic text summarisation can be achieved
using two approaches:

Extraction
The extraction-based approach to automatic summarisation
focuses on extracting important information based on key-
words or key-phrases [32]. The information extracted is not
modified nor represented in a new way or form.

Abstraction
The abstraction-based approach, on the other hand, is aimed
at using techniques such as paraphrasing in order to provide
summaries that are more structured and represent information
in a new way, this usually includes information that was not
present in the original document. In short, abstractive sum-
maries are semantic representations of the source document.

In this paper, we looked into creating summaries for contract docu-
ments using the extraction approach. There is an all-encompassing
range of practices that have been recommended for constructing
summaries in automatic text summarisation. And it is said that most
efficacious practices are based on either the positioning of words/
sentences in a text or on text retrieval. Text retrieval techniques are
statistically more fruitful when implemented on source documents
for text summarisation.

3 Related Work

From the research that we have conducted it is safe to conclude that
very few attempts have been made to automate the comprehension
and summarisation of legal documents. There are numerous articles
and literature reviews have been published on automatic comprehen-
sion and summarisation of source documents using CFGs. Several
papers have also been written on the use of natural language pro-
cessing and machine learning on contracts and legal texts.

FINCHAN
In [29], the author presented an innovative technology that

21


http://www.astesj.com

S. Kubeka et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 19-28 (2021)

used a Context-Free Grammar to create a subset of every
statement in a given Instant message. This article focused on
creating a software application for automatic comprehension
and summarisation of financial chats.

LexNLP

In [[11]], the author proposed a new technology that uses natu-
ral language processing as well as machine learning to extract
information in legal and regulatory documents. LexNLP is
a software designed to enable end-users to turn an unstruc-
tured contract into a structured data object. The main aim
of LexNLP is to make tasks such as regulation analysis and
migration of legal documents a lot easier.

Source Code

Automatic Summarisation of Source Codes in [15], the author
proposed a solution that enables software developers to read
shorter and accurate source codes to save development time.
The solution involves using techniques from automatic text
summarisation. The paper states that a combination of sum-
marisation techniques is more effective when summarising
source codes.

Semantics in Law

Automatic Extraction of Semantics in Law Documents in
[33] present a tool called SALEM, that uses Natural language
Processing practices to execute two main tasks, namely clas-
sification of law paragraphs in relation to their regulatory
substance, and extraction of relevant information in the form
of text fragments. The article outlines the architecture of the
system as well as a report based on a case study on Italian
laws.

Rule Extraction

NLP Approaches for Rule Extraction from Legal Documents
by Dragoni presented a software tool that intermixes several
Natural Language Processing techniques in order to extract
rules found in contracts or legal documents. The paper pro-
posed the combination of linguistic information together with
syntax-based extraction of rules from a contract. Further-
more, these techniques will be combined with the logic-based
extraction of dependencies.

Summarisation of Legal Texts
In [34], the author proposed a method that automatically
summarises legal texts using graph-based summarisation al-
gorithms. Each legal document has its own set of connected
graphs, the connected graphs show a cluster which shared
the same clause or topic. This method does not require any
self-developed linguistic features.

LetSum
An automatic Legal Text Summarising system in [335], the
author presented a system that can establish the thematic
structure of a legal document and group it into four sections,
namely Introduction, context, legal text analysis and lastly
the conclusion. From there, the system is able to recognize
the relevant text for each section.
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3.1 The Gap

People tend to accept or sign contracts without reading through
them thoroughly which could result in; Exploitation of contract re-
ceivers, the legal cost acquired by contract receivers, etc. Most text
summarisation tools are not designated for contract comprehension
and summarisation. There has not been any technology developed
to provide contract receivers with accurate textual summarisation of
critical clauses found in contracts.

In this paper, we were able to identify a gap in that there are no
automatic tools that have been developed to help with comprehend-
ing and summarising legal contracts. This tool will help the people
that struggle with reading bulky contracts by providing them with
relevant summaries of contracts.

3.2 Reason for using Context-free Grammars

In this section, we outline the two main reasons for using CFG rules
to automatically comprehend contract documents.

Usage of a Document Slicer When developing the tool, we identi-
fied that using a document slicer to slice through a contract to
recognize relevant sections would increase the accuracy of the
findings of the applied CFG rules. For our web application,
we made use of an automatic slicer API [36, 37].

Distribution of Grammar Rules The use of CFG rules ensures
effortless distribution of grammar rules amongst other re-
searchers and scientists that aim to comprehend or synthesize
similar documents. Within the science field, it is critical to
have work that can effortlessly be distributed, reusable, or
modified by individuals occupied with similar content.

Use of FLAT Formal Languages and Automata Theory (FLAT)
refers to a popular feature of Theoretical Computer Science.
FLAT is known for having a lot of mathematical theories with
very little real-life implementation [38]]. The application of
FLAT helps with identifying new applications within areas
such as computer science education.

3.3 Definition of Terms

Definition 1 (Context-Free Grammar) Conftext-free grammar
(CFG) is a set of recursive rules utilized to create patterns of a
given text. A CFG is formally defined as a 4 tuple, G = (V, %, P, S)
where:

1. V represents the variables or nonterminal characters (the
nonterminal characters indicates the types of clauses found
in a sentence)

2. X represents a finite set of terminal characters (these are the
alphabets of a given language).

3. P represents the production rules.

4. S is the start symbol. The relation S € N must always hold.
[39]].
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Definition 2 (Lexical analysis) Lexical analysis also referred to
as tokenization or lexing is a computer science process that involves
converting a sequence of characters into tokens. A token is usually
divided into two sections namely the token name and an attribute
value [40, 41)]. A lexer is a program that performs lexical analysis
and it is often used to find specific patterns such as white spaces,
new lines, and digits or letters in any text or document.

4 Context-free Grammar for Comprehen-
sion of Contracts

4.1 Basis

Here we specify the building block for the rules that is presented
later in this section. We have three major building blocks namely n,
spc, and lastly rand_text. n represents any numeric value, spc rep-
resents tabs and spaces found within a text, rand_text represents
any random combination of letters that make up words.

4.2 CFG rules

The following are CFG rules for generating the subset of all critical
clauses and important information found in contracts. Figure 2 is
the syntax tree diagram outlining the structure of contracts. Con-
tracts are grouped into three categories as discussed earlier, namely
General business contracts <gb>, Sales-related contract <sr>, and
Employment contracts <emp>. A contract <contr> includes com-
ponents such parties to the contract <pc> and critical clauses <cc>.
The production of these components is as follows:

<contract> — <gb> | <sr> | <emp> (D)

<gb> — <pc><recital><CC_comp>
(<CC_gb_opt>| 1)

<sr> — <pc><recital><CC_comp>

(<CC_sr_opt>| )

2

3)

<emp> — <pc><recital><CC_comp>

(<CC_emp_opt>| 1) @
<CC_comp> — <term_date><comm_date> | (®))
— <comm_date><term_date> (6)

All types of contracts contain a section that represents the par-
ties to the contract, hence production Rules 2, 3, and 4 consist of
<pc>. A parties to the contract section is made up of details about
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the company <com> and one or more contract receiver <cr>.

<pc> —> <com>(<cr>)* 7
<cr> — <first_name><spc><last_name>

<cell no.>(<email>| 1) (8)
<com> —> <com_name><com_info> ©)]

<com_info> —> x € (<address>, <tel no>,<fax>)’ 3: 3P
(10)
<address> — <area_no.><spc><street_name> (11D
—> <city><spc><postal_code> (12)
<tel_ no> — <tel_no.><n> (13)

Here 3P isa k-permutation of x (i.e. address, tel_no, and fax notices
without repetitions).

Recital clauses are found in all contract types. We observed
that the word “WHEREAS” is often associated with the recital in
a contract, and if a line in the contract start with “WHEREAS”
(usually written in capital letters) , it often means that the purpose
of the contract <poc> is to follow.

<recital> — (<rand_text> | 1)<WHEREAS>

<spc><poc> (14)

<poc> — (<rand_text> | ) (15)

The symbols <CC_gb_opt> from production Rule 2 is composed
of four optional critical clauses: deposit<deposit>, lease period
<lease_period>, rent <rent>, and eviction notices <evic_not>.

<CC_gb_opt> — x € (<deposit>,<lease_period>,

<rent>,<evicnot>)* 3: 4P, (16)

Here %P, is a k-permutation of x (i.e. deposit, lease period, rent,
and eviction notices without repetitions).

The symbols <CC_sr_opt> from production Rule 3 is composed
of: description of goals <goal_desc>, tax/rate <tax>, delivery in-
structions <del_inst>, and inspection period <insp_period>.

<CC_sr_opt> — x € (<goal _desc>, <tax>,

<del_inst>,<insp_period>)*s: *P,  (17)

Here *Py is a k-permutation of x (i.e. description of goals, tax,
delivery instructions, and inspection periods without repetitions).

The symbols <CC_emp_opt> from production Rule 4 is com-
posed of: compensation <compen>, benefits <ben>,working hours
<hours>, roles and responsibilities <roles>.

<CC_emp_opt> — x € (<compen>, <ben>,

<hours>, <r01es>)4 EX 4P4 (18)
<compen> — <salary> | <wages> | <pay> |
<remuneration> | <earnings> 19)
<roles> — <responsibility> | <duties> (20)
<leave> — <sick_leave> | <annual_leave> |
<maternity_leave> 21
23
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Figure 2: Syntax tree outlining the structure of contracts.

Here *P, is a k-permutation of x (i.e. compensation, benefits, work-
ing hours, and roles and responsibilities without repetitions).

We also observed that the words “shall mean”, “is defined as”,”
means that” is often associated with definitions found in a contract,
and if a line in the contract contains these words it often means a

definition is to follow.

<def> — (<rand_text>|A) (shall mean|

is defined as |means that)

<spc><definition> 22)
<definition> — (<rand_text>| A1) 23)
Money or Currency:
<cur> —> ZAR | INR | ZMW | JPY | 24)
—> MUR | KES | UGX | USD | EUR | 25)
—> CNY/RMB | GBP (26)
Date and Duration:
<date> — <day><spc><mon><spc><year> 27
<day> — <Mon> | <Tue>| ... | <Sun> 28)
<mon> — <Jan> | <Feb>| ... | <Dec> 29)
<year> — <n><n><n><n> 30)
<dur> — <year> | <mon> | <days> 3D

Acts and laws: This section includes the important acts and laws
that are found in a contract document.

<Act> — <Act>(<n>")<of> (32)
—> <year>(<rand_text> | 1) 33)
<Act> — (<rand_text> | A) (34)

S Implementation and Results

In this section, we outline the implementation details as well as
the results of the proposed tool for automatic comprehension and
summarisation of legal contract documents.
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5.1 Implementation Details

The Context-Free Grammar rules defined in Section 4 of this paper
were executed in a web application using Microsoft’s Visual Studio
2019 as the development environment. We used the .Net framework
with Visual Basic as our programming language. Furthermore, we
made use of a document slicer API by Cronje and Ade-Ibijola [36].

5.2 Web Application

In section, we present a brief explanation on the sections found in
our web application, we will also provide screenshots of the rele-
vant parts of the web application. The web application is made up
of three major sections, namely, the home page section , contract
summarisation section and the summary section. Figure 3-5 below
are the respective screenshots of each of mentioned sections. Table
1 is an example of a summary produced by the tool.

6 Evaluation of Tool

In this section, we presented an in-depth evaluation of our tool based
on a performance analysis we had conducted on the tool. We also
present the user perception of the tool based on the results gather
from a survey we had conducted.

| LexSummarizer

Automatic Comprehension and Summarisation of
Legal Contracts

Contracts transpire in every organisation. They may range from a simple agreement between a tenant and a
could be as important as an employment or marital contract. No matter the
uals are legally obligated to obey and carry out all dauses in the contract.

Get Started

Figure 3: Homepage of the web Application.
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Table 1: Example of a summary produced by the tool.

Contract section Clauses from | Information extracted from the contract Production
the tested con- rule(s)
tract
1 The terms and conditions set out herein will constitute the employee’s contract with the company. Where a | 32

Acts and Laws basic condition of employment is not specifically mentioned, the relevant legislation will be applicable (e.g.

the Basic Conditions of Employment Act, Act 75 of 1997, the Labour Relations Act, Act 66 of 195, etc.).

11 The payment of maternity leave will be determined in terms of the provisions of the Unemployment Insurance | 34
Act, Act 30 of 1966 read together with the provisions of the Basic Conditions of Employment Act, Act 75 of
1997.

12 in the event of death of the employee’s spouse or life partner, parent or adoptive parent, grandparent, child, | 32-34
adopted child, grandchild or sibling.

17 The company subscribes to the principle of freedom of association as stipulated in the Constitution of the | 32-34
Republic of South Africa, Act 108 of 1996, and thus the employee may join any organisation/trade union of
his/her own choice as regulated in the Labour Relations Act, Act 66 of 1995.

8 Leave must be applied for in writing in the form and manner prescribed by the company from time to time, | 21

Leave and may only be taken after approval by the company or its delegated authority.

9 An application for sick leave must be supported by a certificate from a registered medical practitioner. 21
4 The employee’s total monthly remuneration will be R , payable in arrears on. 19

Remuneration > Benefits 18

6 The remuneration method in 7.2.1 above will be the normal method of remuneration. Should the employer | 19
need to use one of the other options due to circumstances, he/she will inform the employee accordingly,
preferably in writing, before the commencement of overtime.

13 The employer may not deduct any monies from the employee’s salary unless the employee has agreed thereto | 19
in this contract or in writing on each occasion.

Working Hours 7 The employer may also by agreement grant two (2) paid working days off in lieu of payment. 17

Termination 3 The employer will be entitled to terminate this contract in terms of the Disciplinary Procedures referred to in | 5-6

paragraph 20 hereof.
16 The appointment under this contract is a full time appointment and the employee shall devote his/her full | 27-31

Dates and Duration commitment, energy and attention to the employer’s business.

10 on a date from which a medical practitioner or a midwife certifies that it is necessary for. 27-31
2 During the period of employment within the company the employee will report to (the) and obey instructions | N/A

False positive error given by him/her and any other person duly.

15 This limitation of trade is restricted to the nature of the employer’s business, products and services. N/A
14 The employee will not be liable to the employer for information divulged in terms of legislation or a court | N/A
order compelling him/her to do so.

in this section you can provide any legal contract and we will summarize it.

Summarize

Choose File NRETEGREY

Figure 4: Contract summarisation section of the web Application.

[— x + - s

<«

C 8 localhost44350/homepage.asp

HOME  CONTRACT SUMMARY

LexSummarizer

Critical dlause 1: The terms and conditions set out herein will constitute the employees contract with the company. Where a basic condition of employment is not specifically
mentioned, the relevant legislation will be applicable (e.g. the Basic Conditions of Employment Act, Act 75 of 1997, the Labour Relations Act, Act 66 of 195, etc).

Critical dlause 2: During the period of employment within the company the employee will report to (the)  and obey instructions given by him/her and any other person duly
Critical clause 3: The employer will be entitled to terminate this contract in terms of the Disciplinary Procedures referred to in paragraph 20 hereof.

Critical dlause 4: The employee's total monthly remuneration will be R , payable in arrears on

Critical dlause 5: Benefits

Critical dlause 6: The remuneration method in 7.2.1 above will be the normal method of remuneration. Should the employer need to use one of the other options due to
circumstances, hefshe will inform the employee accordingly, preferably in writing, before the commencement of overtime.

Critical clause 7: The employer may also by agreement grant two (2) paid working days off in lieu of payment.

Critical dlause 8: Leave must be applied for in writing in the form and manner prescribed by the company from time to time, and may only be taken after approval by the
company or ts delegated authority.

Critical dlause 9: An application for sick leave must be supported by a certificate from a registered medical practitioner.

Critical dlause 10: on a date from which a medical practitioner or a miduife certifies that it is necessary for

Critical clause 11: The payment of maternity leave will be determined in terms of the provisions of the Unemployment Insurance Act, Act 30 of 1966 read together with the
provisions of the Basic Conditions of Employment Act, Act 75 of 1997.

Critical clause 12: in the event of death of the employee’s spouse or lfe partner, parent or adoptive parent, grandparent, child, adopted child, grandchild or sibling.
Critical dlause 13: The employer may not deduct any monies from the employee's salary unless the employee has agreed thereto in this contract or in writing on each
occasion

T z

Figure 5: Summary produced by our CFG rules.
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6.1 Accuracy of Tool

The analysis was founded by one perspective, which was, the ac-
curacy in identifying critical clauses in a contract. To measure the
accuracy of our tool, we tested it on five different contract docu-
ments in which all critical clauses were manually identified before
the commencement of the test.

From the first contract were able to identify a total of 22 clauses
and our tool was able to identify 17 clauses in the same contract
document giving us an accuracy of 77.3%. In the second contract,
we manually recognised a total of 14 clauses, and the tool identi-
fied 11 critical clauses, which gave us an accuracy percentage of
78.6%. Contract three consisted of five critical clauses and the tool
recognized four clauses giving us an accuracy of 80%. The fourth
contract we tested consisted of 24 manually recognised clauses and
the tool was able to recognise 21 clauses from the same contract.
The last contract consisted of seven critical clauses and the tool
identified four of those clauses which gave an accuracy of 57.1%.

In total, we were able to manually identify 72 critical clauses
from the five tested contracts and our tool was able to identify 57
of these clauses. From these results, we were able to calculate an
aggregate accuracy percentage of 79.2%. Given that there are differ-
ent types of contracts that exist, we can observe the vast difference
in the tool’s accuracy with every test we conducted.

When conducting our tests on the five different contract docu-
ments, we recognised that in some cases the tool presented a few
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statements that did not fall under the critical clause category in
the summary, which indicated that our tool produced false-positive
errors. To calculate the rate of the false-positive errors we use the
formula + PﬂPT ~» Where FP represented the number of false positives
and TN was the number of true negatives. The total number of false-
positive errors in each of the tested contracts is as follows, contract
one had three, contract two had no false-positive errors, contract
three consisted of two, contract four had a total of four false-positive
errors and lastly contract five consists of two false-positive errors.
After calculations, we identified that the tool produced an aggregate
false positive rate of 0.13 (13%).

4 and yes

a few time. yes i did

Mostly everything

Just once. Most of the time, but only relevant stuff.

| have signed many software licenses, | have also signed bursary agreements and contracts regarding my
studies, contracts for opening bank accounts as well... For the normal contracts | read and understood
every clause, but often with software licenses | sign without reading every clause

2, No not every clause

Twice. Yes

3 times

Figure 6: Number for time participants have received a contract.

6.2 User Perception of Tool

To make our data collection and analysis process less complicated
we divided our online survey into two sections, the first section
contains questions based on general information and the user’s gen-
eral knowledge and experience on contract documents. The second
section included questions that were based on the user’s experience
of our automatic comprehension and summarisation tool.

@ It was too voluminous, and | could not

read it all.
@ There were legal terms | did not
understand.
/‘ I just did not care, after all, all contracts
" are similar.

@ There were some aspects that confused
me but after reading over it againiun. ..

@ License software agreements are mostly
similar and just clicking the agree buit...

Figure 7: The challenges individual have when reading a contract.

From the raw data, we were able to recognize that of the 39
individuals that have read a contact, at least 26 respondents (66.7%)
have been exposed to at least 2 contracts in their lives. We were
also able to determine that 29 individuals out of the 39 respondents
did not understand every clause in the contract documents they have
received and read. This gave us a total percentage of 74.3 respon-
dents that struggled to fully comprehend the clauses in a contract
document. We were then able to conclude that the introduction
of a tool that can automatically comprehend and summarize legal
contract documents could provide great assistance to the majority of

www.astesj.com

individuals who receive contracts but struggle to fully comprehend
the terms and clauses found in these contract documents.

Figure 7 outlines that voluminous contracts and the inability to
understand legal terms as the main problems individuals generally
face when reading a contract. Most of the survey participants agree
that tool is useful and relevant.

@ es
@ No
Maybe

Figure 8: Usefulness of the tool.

10.0
75
5.0
25

0(0%)

0.0 ‘
1 2 3 4

2
o0 [

Figure 9: Accuracy of to from participants that tested the tool.

7 Conclusion and Future Work

In this paper we presented a newly formulated approach to automat-
ically comprehend and summarise legal contract documents using
formal grammar rules. We started by defining the structure of con-
tracts to gain an in-depth understanding of the different sections
found in a contract and their level of importance. We were than able
to identify critical clauses that one would normally find in a contract
document. From these critical clauses we were able to design CFG
rules to outline the syntax of a legal contract document.

Our concept was implemented in a web applications using the
.Net framework. When implemented, the web application was able
to take any contract document, pre-process the document using the
following techniques: PDF-to-Word conversion and lexical analysis.
From there the contract is sliced into important sections using a
document slicer API. Lastly, the contract is comprehended using
our grammar rules and then an accurate summary can be provided.

We were able to perform an in-depth evaluation of our tool based
on a performance analysis to measure the accuracy of the tool. The
tool was tested on five different contracts and from these tests, we
calculated an aggregate accuracy percentage of 79.2%. Furthermore,
we identified that the tool produced an aggregate false positive rate
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of 0.13 (13%). There was a respectable difference in each of the
tests we conducted and we believe these differences were because
of the various types of contracts that exist and the way they are
structure.

In the near future, we will improve on the comprehension aspect

of the presented CFG by designing random forbidden and permitting
context grammars.
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For its importance nowadays in a wide range of applications such as the anechoic chamber,
we introduce a microwave ultra-broadband polarization-independent metamaterial
absorber (MA) in the Ultra High Frequency (UHF)/ Super High Frequency (SHF)
frequency bands. Through this work, we improved the Relative Absorptive Bandwidth
(RAB) of the conventional pyramidal absorber (CPA) by modifying its altitude to a curved
shape. As a result, the RAB increased from 25.9 % to 71.82 % with an absorptive level
greater than 90% paving the way to an optimized structure for a broader band of
absorption. As a second target, we looked for widening the broadband absorption of the
CPA in the low-frequency region. To achieve this aim, we introduced two new prototypes.
The first with a total thickness of 12.7 cm, consisting of 35 curved resonant layers where
numerical simulations show an enhanced design with an absorption band from 0.3 GHz to
30 GHz referring ta a RAB of 182%. The second prototype consists of a cell containing
different pyramidal absorbers grouped in-plane in a unit cell; such structures operate in
complementary bands. This prototype is dedicated to combining these bands of absorption.
After that, an enhancement is presented of this latest to reach a well-combined band with a
RAB of 128.69%. We used for simulation, testing, and collecting results the High-
Frequency Structure Simulator (HFSS) tool.

1. Introduction

an important factor in many applications one of them is the
anechoic chamber. To overcome this issue, the literature proposes

This paper is an extension of work originally presented at the
7th Mediterranean Congress of Telecommunications (CMT)
conference [1] where we presented an enhanced prototype of a
broadband electromagnetic Metamaterial Absorber (MA).

Because of its matched impedance due to the electric and
magnetic resonance, the MA is able to omit the reflection by
strongly absorbing the incident wave in the dielectric [2]. Based
on the latter proposition and in different frequency bands [3-6],
other designs of MAs have been introduced. Because its principle
is based on resonance, the absorption bandwidth of MAs relies on
narrow resonant frequencies. However, broadband absorption is

*Corresponding Author: Zeinab Fneish, fneichzeinab@gmail.com
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to increase the number of simple resonators with size variation
either in longitudinal directions [6] as the pyramidal Absorber
(PA) structure by stacking patches resonators or in transverse
directions [7]. One of the novelties addressed in this article is a
novel prototype that combines these two ways in one model in
such a way that the PA structure is used as a part of a unit cell that
has different PAs with size variation in the transverse direction.

Because its negligible incident angle dependence [8] and its
negligible polarization dependence due to its symmetrical design
geometry, the PAs structures achieve a great importance. PA is
composed of a periodic array of multilayered patches forming a
quadrangular pyramid where these pyramids possess resonant
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absorption modes at multi-frequencies in each patch layer. Due to
the stacked multi-dimensional patches, we obtain a resonant
response on successive multi-frequencies, which the overlapping
conduct to a total absorption of the incident wave over a broad
band of frequency.

Researches are rarely attempting to resolve the broadband PA
below Ultra High Frequency (UHF)/ Super High Frequency
(SHF) bands even though many articles have been published [9-
12] focusing on the former issue in the microwave, Terahertz
(THz), infrared and visible regions.

A metamaterial absorber at this region suffers from a big
dimension view of its wavelength dependence. In literature, most
of the miniaturized MA that is operative in low frequencies has a
narrow band response [13]. Besides, from the industrial point of
view, regarding the absorber operation, there exists always a
problem of immensity in the frequency band [0.3-1 GHz]. Also,
in the latest anechoic chamber, the absorption at low frequency is
achieved by two main ways: through heavy ferrite material or by
a l-meter thickness of pyramidal Urethane foam. This specific
band gains a high importance because it includes the region of the
telecommunication waves. That is why in this work, we design an
ultra-broadband PA working in UHF and above regions. We will
use a high permittivity dielectric material as a substrate to
decrease the dimension of resonators. Moreover, we will enhance
the absorption response of a pyramidal design by adding a new
factor in optimization. Then the enhanced pyramidal will be used
as a unit in two novel prototypes that can achieve an ultra-
broadband of absorption.

The first section contains the theoretical model analysis of a
conventional PA that is considered as the basic’s unit in our
broadband design. The study is promoted by simulation results.
The second section highlights the effect of using the curved
altitude on enhancing the absorption response of the CPA by
means of numerical simulations highlighting the improvement of
the RAB. After that, two novel prototypes based on PA units are
presented aimed to make the absorption response broader in the
UHF/SHF band.

All calculations were performed on a High-Performance
Cluster (HPC) of 24 cores with a systems memory of 192 GB
RAM. Discrete frequency analysis mode was adjusted to make
simulation results with very high precision.

2. Conventional Pyramidal Structure

Based on the design equation of the simple patch resonator
(1), the resonant absorption frequency f. is related to the side W
of the patch and relative permittivity of the dielectric substrate (&)
[14]. Then, we can conclude that its response is limited to a
narrow band of absorption. For that, stacking multi-dimensional
patches is proposed in the literature by PA structures as an
efficient way that can widen the band of absorption.

WWwWw.astesj.com

c

1 :W (1

PA design provides broadband absorption. It consists of a
periodic array of pyramids with a quadrangular cross shape and a
homogeneous metal ground in the bottom, the latter blocking any
transmission of the incidence wave (S2;=0).

(@) (b)

Figure 1: Design of an ultra-broadband PMA, (a) 3-D illustration of the
simulation MA, (b) Side view of the PMA unit cell [1].

In this model, the thickness of the metallization layer and the
dielectric layers in each patch layer are optimized to be; #,=35 um,
ts = 140 pm respectively. The metal used is copper with electric
conductivity of ¢ =5.8x107 S/m. FR4 is used for the dielectric
substrate with the relative permittivity of 4.4 and loss tangent
equal to 0.02. In this primary model, 20 resonator layers are
chosen.

In the simulation, the periodic boundary conditions are
assigned along the x and y-directions. A wave port is launched
along the z-direction with E field polarized along the y-direction.

RAB defined in (2) is the factor that describes the absorption
bandwidth performance of an absorber.

RAB:fmax_fmin (2)

J.

where f: is the central frequency of the absorptive band presented
in (3) is given by:

fmax + fmin

fo=7

)

Where fua and fuin are the upper and lower limits of a
frequency range with a specific absorption level, respectively.

The absorption coefficients as a function of frequency from
10 GHz to 28 GHz were shown in Figure 2. There are 20
30
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absorption peaks with an absorbance of approximately above
80%, corresponding to the number of dielectric patches between
two neighboring metal interfaces.

0.8

Absorption

0.4

02

1o 12 14 18 18 20 22 24 26 28
Frequency [GHz]

Figure 2: The simulation absorption response of the optimized pyramidal
structure with dimensions of: Wmin =2.975 mm, Wmax=6.3 mm, P= 6.65mm,
tm= 35um, td= 140 um [1]

As shown in Figure 3, Electric and Magnetic field
distributions are plotted at three frequencies (11.5, 17, and 20.45
GHz).

P ]

T | T [in]
[ R [

THel

wie
)

Figure 3: Obtained results of the Magnetic and Electric Magnitude distributions
taken at three different resonance frequencies [1]

Results show that each two adjacent metal layers spaced with
a dielectric layer can localize an electric and magnetic field at
special resonant frequencies. Such resonances lead to zero-
reflection by impedance matching to the free space at resonance.

From figure 3, we can observe that, at lower frequencies, the
electromagnetic field is localized at the bottom layers of the
pyramid. As the frequency is increased, the electromagnetic fields
are localized in the upper layers of the pyramid. Since the layers
of the pyramid are gradually decreased in width from the bottom
to the top, they resonate at different successive frequencies that

WWwWw.astesj.com

ensure an ultra-broadband absorption response. Based on this
theoretical study, as the number of layer increases, the absorption
window broadens gradually due to additional resonant
frequencies

3. Curved Altitude Enhancing Factor

In this section, we include the numerical simulations that
show the improvement in the RAB by considering the curved
altitude modification on the pyramidal structure. The latter
modification adds a new degree of freedom that can improve any
pyramidal structure. The unit cell of the pyramidal structure in
Figure 1 is considered as a criterion for evaluation of the impact
of applying a curved altitude to the pyramidal structure.

Figure 4 shows three different forms of altitudes applied to
the same structural parameters. We take the sawtooth altitude
(Figure 4 (a)), the linear altitude (Figure 4 (b)), and the curved
altitude (Figure 4 (c)).

(b

I

©

Figure 4: Diverse altitude design shapes of a Pyramidal structure. (a) Sawtooth
Altitude, (b) Linear Altitude, and (c) Curved Altitude [1].

The curve altitude is drawn by a 3-point arc and optimized
for the sake of achieving the best outcomes. In Figure 5, we plot
the frequency-dependent absorption response for the designs
shown in Figure 4.
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The simulation results show that the level of absorption in
linear and sawtooth altitudes is below 90% at a higher frequency,
and it can cover a broad band of absorption but with an oscillator
level of absorption (Figure 5 (a) and (b)). This oscillation
phenomenon is explained by the need to decrease the difference
in dimension between the highest patches on top to ensure nearer
resonant frequencies. This result guided us to think about a novel
altitude shape. With the curved altitude design, the resonance
peaks, at the higher frequency, became nearer to each other and
well combined that explains the increase in the RAB. Therefore,
the Curved PA reaches 71.82 % RAB with an absorption level
above 90% showing a larger absorption compared to that obtained
by other altitude forms (see Table 1). This result paves the way to
found a new parameter in optimizing such a design.

Table 1: Relative Absorption Bandwidth for different altitude form obtained by
simulation results.

RAB with RAB with
Absorption Absorption
level above level above
80% 90%
Sawtooth Altitude 63.3% 25.9%
Linear Altitude 46.3% 33.3%
Curved Altitude 73.4% 71.82%
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Figure 5: Absorption response for diverse altitude design shapes: Sawtooth
Altitude, Linear Altitude, and Curved Altitude.

4. Absorber Prototypes
Absorption Spectrum

with an Ultra-Broadband

In this section, we will present two novel structures that can
achieve broader absorption results by increasing the number of
resonators either in transverse or longitudinal directions as
addressed in the subsections below.

As we cited before, our study is directed to get a broad
absorption band at lower frequencies. For that, according to the
design equation (1) to get a low resonant frequency response, we
shall increment the dimension of the considered patch in addition
to the relative permittivity of the substrate material.

After the full parametric study, we reached a state in which we
can tune the operating frequency to drive the new design to become
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absorptive in the UHF band by using dielectric material with ¢, =
55 and modifying the fundamental patch to be 72 mm.

4.1. The prototype of Adding Supplementary Patches by Altitude

Due to the role of the conic foam form in the anechoic
chamber and for the goal of enlarging the band of absorption, we
increased the number of supplementary patches in altitude by 15
using the same stitching method to the pyramid scaled to low
frequency consisting of 20 layers as shown in Figure 6 (a). Built
up from 35 stacked patches (see Figure 6(b)), the new prototype
makes it possible to get a sharp peak at the top; this step can help
in decreasing the interface between an electromagnetic wave and
the design leading to a higher absorption compared to reflection.

(a) (®
Figure 6: Optimized Pyramidal Design. (a) Prototype of optimized pyramid in
UHF Band. (b) Prototype of the Pyramid Absorber after adding 15 patches, the
biggest patch is 72 mm in length and the smaller one at the top is 11.7mm [1].

First, we adjust an optimized model of PA with an optimized
curved altitude to be operative in the UHF region (Fig.6(a)).
Figure 7 displays the spectrum of absorption of such model, it
shows an absorptivity exceeding 80% in the frequency band [300-
625] MHz. In this structure, we inserted the 15 supplementary
layers by height (Fig. 6(b)). Figure 8 aims to verify that the
proposed new design reached an ultra-broadband of absorption
covering the UHF/SHF frequency regions.

Theorically, the new design should gives 35 resonant peaks
of absorption referring to the basic operation of PA that declare
that every patch must resonates in a unique peak of frequency.
Luckily, the achieved outcomes crossed over the expectations
with an additional factor of absorption at higher frequencies.

In the range [0.3 GHz - 1.92 GHz] of absorption (Phase I),
we can explain the absorptive results to the successive resonant
absorption modes that occurred at multi-frequencies as expected
(fig.9). The reason behind the plots of the electric and magnetic
field distributions in Figure 9 is to understand physically the
absorption took place in Phase I. In resonant mode, both magnetic
and electric resonance exist where they lead to a matching
between the absorber impedance and the free space impedance
then the wave is absorbed in the dielectric.

Phase II [1.92 GHz- 30 GHz] , with a level greater than 90%
(Fig. 8 (b)) the ultra broad-band continues. In this region, the
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reason for absorption can be linked to a strong coupling between
spaced patches due to the formation of some absorbing modes (see
Figure 10). Two main factors clarify the observation: the high
permittivity of the considered material that causes a high
absorption and the conical geometry with a peaked top that may
be responsible for the decrease in the reflection, and To make
sure about this result, it has to be experimentally validated.

1
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Absorption

Design Parameters:

Altitude Pyramid Type: Curved
02| Number of Patch Resonance Layers: 20 .
Absoprion Band: [300-660] MHz
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Figure 7: The absortption response of Figure 3(a) in the UHF band [1]
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Figure 8: Absorption response of the EP design of Figure 3(b) in the UHF/SHF
band after adding 15 layers. (a) Phase I of absorption. (b) Phase II of absorption
(1]
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4.2. The prototype of combining pyramids with complementary
bands planar in one unit cell

In this section, we test the efficiency of adding supplementary
resonators in the transverse direction to have the broadest
absorption response. For that, we apply a novel idea that consists
of grouping two kinds of curved and optimized PAs that operate
on complementary frequency bands in a one-unit cell. This
combined unit cell should also respect the geometrical symmetry
that permits to make the model insensitive to the wave
polarization as shown in Figure 11.

For that, we adjust two PAs with the same material properties
to be absorptive in complementary bands (Figure 12).

As shown in Figure 12, structure 1 operates in the lower band
covering [0.29-0.68 GHz] and structure 2 operates in the
complementary band covering [0.68-1.48 GHz] with an
absorption level greater than 80% in these two structures.
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Figure 11: Structure of the combined structure operating in complementary
bands
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Figure 12: The operating absorption band of structures composing the unit cell
with geometrical dimensions: Wima=72mm; W nix=33mm; Wjp,=31.5 mm;
WZmin: 14.7mm.

This design imposes a geometrical spacing between pyramids
with the same dimensions that can degrade the grouping
performance of complementary bands. For that, the periodicity
between pyramids is taken to be as minimum as possible in such
a way to get the pyramids closed to each other and prevent any
additional spacing between the same pyramid’s dimensions.

To resolve this geometrical disadvantage an enhanced design
is presented inserting a third pyramid as shown in Figure 13. The
latest pyramid is structured and optimized to operate in a medial
band covering [0.42 -0.99 GHz].
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Figure 13: Enhanced Model of the combined structure, considering these
geometrical dimensions for structure 3: Wipa =50.22 mm; Wi, = 21.06 mm.
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Figure 14: Absorption response of the first combined design presented in Figure
11.
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From Figure 14, it is shown that the bands are not combined
properly, what is particularly striking is the loss of absorption in
the lower frequency band due to the increase in the distance
between patches of the same size. Increasing the distance between

patches will affect the damping coefficient of the structure that
directly determines the level of absorption.

The enhanced structure comes to resolve such a problem by
adding a third structure operating in a middle band. Results show
that the bands are now combined better but a part of the lower
band is still below 80% of absorption (Figure 15). By this result,
we obtained an absorption band covering [0.41-1.89 GHz] with
an absorption level greater than 80%. Such band refers to a RAB
of 128.69 %. By this enhanced prototype, the combination is
successfully obtained from [0.41 GHz-1.89 GHz]. Such a result
shows that there is an extra band of absorption from [1.48 GHz-
1.89 GHz]. Figure 10 shows the absorbing modes that cause a
strong coupling between spaced patch; such phenomenon
represents the cause of the observed extra band of absorption.
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Figure 15: The absorption level of the design presented in Figure 13.
5. Conclusion

Due to the remarkable characteristics of the pyramidal
design, we covered a full theoretical study in this paper. We take
this structure as a basic model in our study by different
geometrical shapes. The curved altitude is found as an enhancing
factor where the relative absorption bandwidth increase from 63.3
% to 73.4 % with an absorption level greater than 80 %. Added to
these results, we presented two novel prototypes based on the PA
that can achieve a broader absorption response.

Generally, the broadband objective can be achieved by
increasing the number of resonators with size variation either in
transverse or longitudinal directions. That is was applied in this
article based on pyramidal units instead of simple patches where
they were combined in-plane and in altitude. Each idea was
showed its efficiency in broadening the absorption band. We
reached a RAB of 182.83 % by applying the curved pyramid of
35 layers and 128.69 % when applying the transverse combining
method. The novelty in the ways of patches structuring applied in
this article, admits to a RAB values unreachable in many
broadband absorber essays in literature.

For achieving important results from the considered
prototypes, there is a need for experimental testing after
fabrication.
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In underwater photographs are look like low-quality images, the main reason is behind that
due to attenuation of the propagated light, absorption and scattering effect. The absorption
significantly reduces the light energy, while the dispersion causes changes in the light
propagation path. They result in foggy appearance and degradation of contrast, causing
misty distant objects. So, for getting the most effective result from that type of image, there
must be an enhancement technique that has to be applied. We propose an efficient technique
to enhance the images captured underwater by applying a fusion-based technique using
super-resolution. For enhancing images, we have followed two steps. The first one
illumination adjustment and another one is color correction. Then fusion technique is
applied to the resultant image from illumination adjustment and color correction as two
inputs and combined them with their maximum coefficient value and received output from
there. After that, on the fused output image, we used the Super-Resolution method. In the
Super-resolution procedure, low resolution and high-resolution images are used then a bi-
cubic interpolation algorithm and finally, VDSR (very-deep super-resolution) neural
network has been used to get the most effective result from an obscure underwater image.
For getting the most effective result from an obscure image, a new high-quality and efficient
image enhancement method has been proposed in this paper.

1. Introduction

the light is exponentially weakened within the underwater
atmosphere [2]. The entities at a distance more than ten meters are

Under water photographs have been commonly used in marine
life under water studies in recent years. Underwater photography
has jointly been a primary objective of concern in various
technology and science branches, such as scrutiny of underwater
infrastructures and cables, object tracking, underwater vessel
control, marine biology review, and archeology [1]. Underwater
images are primarily depicted by their poor visibility as a result of
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almost undetectable in common seawater pictures; the colors get
faded [1]. Water absorbs light, reducing light rays' energy,
resulting in image under-exposure [3]. The reasoning for the color
cast is that there is a differing absorption rate for the varying
wavelengths of light [4]. The key challenges, including color
casting, fuzz, and under-exposure, can be faced by underwater
imaging processing. It ought to be handled to recoup the
comparatively true color and normal aberrance to make the
collected photographs more appropriate for observation [5]. This
can be done by either image restoration or image enhancement
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procedures [6]. For enhancing the underwater images, it is the
most important part to develop some algorithms like illumination
adjust, color correction, fusion technique & restoration process to
get the most effective result from a nun-uniform image. We do
super-resolution by revising the arbitrary visual appearance of the
image by generating higher images from low-resolution pictures

[4].

2. Previous Research Work

To solve the obscurity of a photograph shot in an underwater
setting, a lot of work has already been completed. Three big
problems occur in underwater photography, including color
casting, under-exposure, and fuzz. In [1], the author proposes a new
method formed by two components: correction of color and
illumination modification. In order to overcome the color cast, they
used an appropriate color enhancement technique and then
followed the Retinex model to make the illumination adjustment by
successively applying a gamma correction on and removing the
illumination map. In order to eliminate the haze in underwater
photographs that do not require advanced hardware or information
about the underwater environments or scene composition. Their
approach relies on the fusion of multiple inputs, but by contrast
correcting and enhancing the sharpness of a white-balanced version
of a single native input image, they derive the two inputs to merge
[7]. Eliminating the color cast by white balancing to create a
realistic appearance of the underwater pictures, and the multi-scale
application of the method of fusion results in an artifact-free
blending. To dramatically upgrade the color of underwater images,
the author used contrast stretching and HSI color space [8]. Again,
author of [1] implemented a fusion approach that used the global
min-max windowing strategy for maximizing contrast. In [6], the
author order to distinguish less contrast, researchers have used
histogram expanding technique and CLAHE for color correction
and contrast enhancement techniques. The unsupervised color
correction method is applied by the author of [9] to increase the
resolution of a low-quality picture.

For increasing the accuracy of the images of underwater, we are
doing this because it has been used in many research sectors in
recent years. By reviewing some previous works, we can see that
they have separately worked with different techniques, but in our
work, we have combined the different techniques - illumination
adjustment and color correction with fusion technique and super
resolution for the better output than others.

In our article, we have worked on the various procedures for
enhancing an underwater image. There we have worked on
illumination adjustment, color correction first to enhance the
image. Then the fusion technique is applied to the modified image
we get by balancing the illumination and correcting the color, and
finally, we have used the super-resolution process on fused output
image to get the best effective result from the input image.

3. Proposed Architecture

Basically, there are four sections in the proposed architecture.
In the first section, we have described the illumination adjustment
technique. In section two we have described the color correction
part. In section three, the fusion technique has been described and
finally, we have briefly described the super-resolution process in
section four.
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3.1. Hllumination Adjustment

[llumination adjustment basically is to falling the light on
objects and making them visible as they are illuminated, it happens
for scaling up the light in the water. Explaining MxN underwater
images illumination of a by illuminant is possible, etc. [6]

This is our input image 1 we are working on.

M
In the illumination adjustment process for removing
illumination, firstly there we have used the grayscale algorithm to
convert the original image into a grayscale image.

@

We then used the Adaptive Histogram Equalization on the
grayscale image to control the local contrast of the pixels from the
adjoining area, essentially it is used to increase the image contrast.
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In order to fix the image luminance, we subtracted the
background from the Adaptive Histogram image and applied the
gamma correction algorithm to the image. After that we used
median filter on the image, it is generally used for removing noise
(unwanted pixel) from the image. The total progression, from
background subtracting to image filtering, is repeated twice (three
times in total) to change back to an image's RGB color space.

;

After that, the three results we got from filtered images are
correlated with the processing from the illumination grayscale
image of the illumination attuned RGB image.

ol 7

©)
Here we have shown the same procedure for a another input
image for better understanding.

(10)
Figure 2: (1) Input image 1, (2) Gray scale conversion of input image 1, (3)
Adaptive Histogram Equalized image 1, (4) Illumination adjusted gray scale image
1, (5) lllumination adjusted output image 1, (6) Input image 2, (7) Gray scale
conversion of input image 2, (8) Adaptive Histogram Equalized image 2, (9)
Illumination adjusted gray scale image 2 (10) Illumination adjusted output image
2

WWww.astesj.com

3.2. Color Correction

In the procedure of color correction, the illumination adjusted
images’ output is used as the input image of color correction.

G,

M

Images are influenced by low contrast because of dispersion in
the underwater environment. Firstly, the RGB space of the
illumination adjusted image is converted into HSV (Hue Saturation
Value).

@

Then HSV is prepared to point up the maximum visible
portion of the output we have with max luminance. It is a useful
technique that is used to increase the contrast of an image for
balancing image intensity after Histogram Equalization is used on
the processed image.

(€)

However, sometimes demolitions disclose parts and present a
nonuniform result. For this reason, here we use Adaptive Histogram
Equalization on the Histogram Equalized image of the input image
of the color enrichment. Adaptive Histogram is the up-gradation
process of Histogram Equalization.

4
Adaptive Histogram Equalization operates by contemplating
only a small component and produces a contrast enhancement of
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this part based on the surrounding CDF. Histogram Equalization
technique is performed to measure the intensity of the individual
structure of the image, this. and especially changes each RGB
channels color.

Figure 3: (1) Contrast enhancement (Illumination adjusted image) Input image 1,
(2) HSV image for image 1, (3) Histogram equalized image for image 1, (4) AHE
image for image 1, (5) Contrast enhanced image for image 1, (6) Input image 2 for
contrast enhancement, (7) HSV image for image 2, (8) Histogram equalized image
for image 2, (9) AHE image for image 2, (10) Contrast enhanced image for image

3.3. Fusion Procedure

Combination procedure fundamentally may be a method of
combining apocope data from two or more images into a single
image, the yield image will represent more data than the input
image. Within the Combination method, Wavelet Changes are
fundamentally the developments of the plausibility of Tall pass
sifting. The way towards applying the Discrete Wavelet Transform
(DWT) can be talked to as a bank of channels. At respectively
degree of decay, the flag is separated into tall recurrence and low-

WWww.astesj.com

frequency elements, and the low-frequency portion can be
moreover decayed till we get the perfect determination. The
Wavelet change is deliberate to urge awesome recurrence
determination for low-frequency elements and tall common
determination for high-frequency components.

Here two input images are taken. Firstly, we took illumination
adjusted images output and secondly, we took the color corrected
image as input. Then we separated the high-frequency and low-
frequency elements from the image. Whereas the wavelet
transforms both dimension of is used. Firstly, the high pass and low
pass filter used on the rows, after that it is used on the columns. At
a point it provides horizontal approximation value when a low pass
filter is used on the rows and we get horizontal details by using high
pass filter. The sub-signal has the highest frequency equivalent to
half of the first, created from the low pass filter on the columns of
the horizontal approximation and horizontal information, low pass
filters and high pass filters are once again used, carrying around
four sub-images.[10]: rough picture, horizontal detail, vertical
detail, and diagonal detail separately. In figure 4 the one level
decomposition of the input picture has shown [1].

| Wavelet CoefMicients of Color Corrected Image

LL HL
LH HH %j
LL HL
Wavelet ('u(mde-l: of Conirasi Adjusiment
LL HL /1 LH HH
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Figure 4: 2D wavelet-based image decomposition of level two.

The pictures are used as an input for their coefficient to be
decomposed and composed inversely. Then the wavelet transform
is used separately to get the modified image as a final image. Up
sampling completes the decomposition of wavelet transformation,
and down sampling is used for the converse composition.

!
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Figure 5: 2D decomposition of level two, fusion of coefficients and Output
Image

The output images of illumination adjusted image and the
color-enhanced image are used as the input for DWT
decomposition in figure 5. From there, no opposite change is
applied to the coefficients of its decomposition and fused utilizing
the maximum estimations of the coefficients.
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Figure 6: 2D decomposition of level two, fusion of coefficients and synthesized
image (1) & (2) of the proposed method

Figure 7: (1) Fusion Output 1 (2) Fusion Output 2

3.4. Super Resolution

Super-resolution could be a method of imaging that progresses
the resolution of an imaging framework, additionally, it could be
a prepare of combining a sequence of low-resolution pictures to
create the next determination picture or arrangement. In arrange
to demonstrate the execution of this strategy, it was being utilized
on the stacked dataset(images), compared with diverse strategies
there had been prepared the taking after stack dataset(images)
utilizing code.

After applying the bi-cubic interpolation procedure, the VDSR
(Very-Deep Super Resolution) method has been applied to the
image. VDSR refers to a convolutional neural network engineering
intended to perform single image super-resolution [11]. The VDSR
learns the retailing among low-and high-goals images. This
retailing is conceivable on the grounds that low-resolutions and
high-resolution images have comparative image content and vary
principally in high-recurrence subtleties. VDSR utilizes a leftover
learning methodology, implying that the system figures out how to
evaluate a lingering image. With regards to super-resolution, a
leftover image is a distinction between a high-resolution reference
picture and a low-resolution image that has been upscaled utilizing
bi-cubic interpolation to coordinate the size of the allusion image.
A remaining image holds data of high-frequency subtleties of an
image. The residual image from the luminance of a color image is
found by the VDSR network. VDSR is prepared to utilize just the
luminance channel since human understanding is more sensitive to
alternate in brilliance than to alternate in color. For a scale factor,
the size of the reference image to the size of the low-resolution
image is expected. As the scale factor expands, SISR turns out to
be all the more not well presented in light of the fact that the low-
goals image loses more data about the high-frequency image
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content. By utilizing a huge responsive field VDSR takes care of
this issue. This model trains a VDSR network with different scale
factors utilizing scale augmentation. Scale augmentation improves
the outcomes at bigger scope factors on the grounds that the
network can exploit the image context from littler scale factors.
Also, the VDSR system can sum up to acknowledge images with
inter-scale factors.

4. Result and Discussion

The results are described as follows;
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Figure 8: (1) Fusion output of input image 1, (2) Low Resolution input image 1
(3) Bi-Cubic Interpolation of input image 1, (4) Residual Image from VDSR of
input image 1 (5) High-Resolution Image of input image 1 Obtained Using VDSR
(6) High-Resolution Results of input image 1 using Bicubic Interpolation (7) Final
Output of input image 1, (8) Fusion output of input image 2, (9) Low Resolution
of input image 2 (10) Bi-Cubic Interpolation of input image 2, (11) Residual Image
from VDSR of input image 2 (12) High-Resolution of input image 2 Obtained
Using VDSR (13) High-Resolution Result of input image 2 using Bicubic
Interpolation (14) Final Output of input image 2

3 (O]
Figure 9: (1) Input image 1, (2) Output for input image 1, (3) Input image 2, (4)
Output for input image 2 by, applying super-resolution Process.

An Image of Histogram outlines a chart that will be acclimated
assess the standard of an image by looking at the values of an
image some time recently and after upgrade [11]. The histogram
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of underwater input image is darker and so the improved output
images’ histogram has brighter pixel values. It is the mixture of
the image modified by illumination and the image corrected by
color. As a consequence of adding super resolution, another
source image has brighter pixel values.

R 140

©)
Figure 10: Histogram Curve of (1) Input Image, (2) Illumination Output Image,
(3) Color Correction Output Image (4) Fusion Output Image (5) Super-
Resolution Output Image.

Table 1: Result of comparison table

Image Proposed

Entropy | PSNR MSE RMSE SSIM

Input 7.5844 | 21.9562 | 416.8655 98.0544 | 0.9996

Illumination | 7.5812 21.9416 420.6785 106.3258 | 0.9744

Color 7.9011 21.9430 413.1758 15.7525 | 0.9535
Correction

Fusion 7.5812 21.9343 423.3366 15.8607 | 0.9507

Super 7.8738 | 21.8837 | 415.2216 15.7598 | 0.9926
Resolution

Table 2: Numerical Result for Entropy of output Image and compare with [1]

and [12] Methods
Image Entropy
1] [12] Proposed
Output 6.8683 7.5112 7.8738

5. Conclusion

In this article, by illumination improvement and color
correction with fusion technique, we defined super resolution-based
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underwater image enhancement that will ensure successful clarity
enhancement and recovery of blurred underwater image. An image
taken underwater faces so many problems like blurring and
distraction, attenuation in water etc. For recovering this problem,
we have proposed a method that has been used to correct all faced
problems. Initially we took a hazy underwater image then we used
illumination adjustment and color correction method on the image,
after getting two outputs from illumination adjustment and color
correction, we have used the fusion technique on those two images
and combined them by the fusion technique to get an effective fused
image as output. That clarity of the image has been improved after
that. Then we have applied the super resolution method on the
image obtained from fusion technique. Applying super resolution,
the clarification of the image has been more-high. On the other-
hand if there is any blur or noise in the image it will be removed
and sharpened and we will get a high-resolution image. In Table 1
shows that the performance of the Entropy, Peak Signal-to-Noise
Ratio (PSNR), Mean Square Error (MSE), Root Mean Square
Error (RMSE) and Structural Similarity Index (SSIM) result for
the images which are used for analysis. The comparison between
our output image and [1], [12]authors output image in Table 2, and
its clearly describes that the output image has a higher entropy value
from them, and it’s as desired for the quality of a good image. From
here we can clearly clarify that we can achieve a more effective
clear image from a hazy image.

6. Future Works

Our plan is to focus on addressing the inhomogeneous
dispersion and artificial lighting problems in Super Resolution, in
future. On the other hand, in addition to hydrophyte robot
inspection and 10T, particularly in vision systems, underwater
inspection and observation tasks.
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Robotic arms or industrial robots are a machinery that is widely used in the medical and
military industries because it is a flexible, highly accurate and reliable. It is very necessary
to work in complex tasks requiring more accuracy than humans can work. This paper
presents an estimate of the standard uncertainty of 6 DOF robotic arm, KUKA KR5 ARC
robot, and describes the experimental setup of a laser tracker to measure the position of
the reflector mirror installed on a robot end-effector. This research describes the method
of testing and experimenting to calculate the errors of each joint by using the inverse
kinematic model, calculating the actual angle of their joint in comparing it with a nominal
joint angle. The Jacobian matrix was applied to calculate the robotic position error. The
calculation of uncertainties of each joint was conducted by using the Jacobian matrix to
calculate the uncertainty in the robot and the four points testing were designed for
estimating the error value and uncertainty value. The results showed that the error and
uncertainty of each test point were within the range of the average error and the average
uncertainty of the robot specification. The position errors and the position uncertainties of
all test points within the robotic moving space were calculated and estimated by the
proposed method and model. Therefore, the position error tolerance of each required
moving target point must be smaller than the position errors and the position uncertainties
that are estimated from this proposed model. These estimated robot linear position end
effector uncertainties were used to compare and adjust the robotic path based on the
required robotic position target and tolerance control.

1. Introduction

In this research, there are two objectives: 1) Estimate the
random error of each joint and estimate the robotic error. and 2)

In the modern manufacturing industry, technology is applied,
whether it is software or hardware or a combination of the both.
The 6 degrees of freedom (DOF) robotic arm is one of the most
sought-after combination machinery, as is designed to be flexible
for mimicking human arm functions. This is consisting of arm
parts and automation control parts that are accurate and precise.
However, it is like a common machine. When used for a long time
or used in improper conditions, it will result in deterioration. As a
result, lower accuracy does not meet the specified features, and
also result in a loss of reliability. From such problems, the
researchers created the idea of estimating random errors and
standard uncertainty of the 6 DOF robot, which researchers have
determined that the joints are the most moving parts. As a result,
this is the source of the most common errors. This research
develops the principles of calculating random error and uncertainty
that occurs with every joint and robot.

*Corresponding Author: Chana Raksiri, Bangkok, fengenr@ku.ac.th
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Estimate the uncertainty of each joint and estimate the robotic
uncertainty. When the experiment was set up, the laser tracker was
applied to measure the position of the reflector installed at the end-
effector. This paper is an extension of work originally presented in
2020 IEEE 7th International Conference on Industrial Engineering
and Applications (ICIEA) [1].

Over the years, many researches has been conducted in
analyzing the kinematic and kinematic errors of robotic arms and
other machines, such as: a study of kinematics model of Staubli
RX 90 robot 6 DOF robotic arm and position of robot control was
calculated and tested by writing the English Alphabet [2]. Focus
on machine tool random errors in a 3D workspace and offered new
models that help predict product tolerances caused by uncertainties
of a machine tool [3]. The new approach with a 2D manifold that
reduces the dimensionality of the workspace to improve the
efficiency of error compensation for robotic machining [4]. The
photogrammetry-based measurement to compensate the
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machining errors from parts and validated results [5]. A proposal
for a guideline for a 3D-Piezo compensation mechanism unit that
could quickly and accurately adjusted the spindle position to
optimize robotic machining [6]. The evaluate the deviations for
calculating the efficient robotic trajectory from aligned optically
scanned point clouds [7] and the analysis of positioning accuracy
and the kinematic parameters of robotic end-effector influenced by
both internal and external temperature factors [8]. In addition, a
study was proposed on improving the performance of the SEIKO
D-TRAN RT3200 robot by studying the repeat control [9].
Improvement in the performance of robotic arms to have higher
accuracy. Analyzed the positioning error value and then
compensate for it [10]. Mathematical modeling to analyze the
geometric errors of joint assembly affecting the end-effector of the
6 DOF robot was the one importance factor for robot accuracy
[11]. Calibration and determination of the measurement
uncertainty of robotic arms is an important issue in the confidence
of the robot. There have been several research essays that discuss
the principle of the measurement uncertainty such as: The
kinematic error model presented by classifying the source of the
error value by designing calibration methods compared to
conventional calibration [12]. Applied laser interferometer to
measure roundness [13]. Proposed the application of laser
interferometer for calibration grade 2 gauge blocks and applied it
for warhead roundness measurement [14-15]. Calibrated 6 DOF
robotic arm using the Circle point analysis (CPA) method to
configure a circle to measure and use the Monte Carlo method to
find out the measurement uncertainty [16] and used a new method
to calibrate the end-effector of 6 DOF robotic arm [17]. As
mentioned above, in this research, there are the action plan is as
follows: 1) Preparation of equipment and tools, 2) Learnt the
involved methods and theories such as principle of the
measurement method, kinematics model and the measurement
uncertainties 3) experimental design and testing 4) result and
conclusion.

2. Materials and Methods

2.1. Robotic arm

Robotic arms are machines that are developed for many
characteristics, but at the same time are precise and accurate. This
research presents an estimate of the standard uncertainty of 6 DOF
robotic arm, focusing on welding robotic arms. The robotic arm
used in this research is the KUKA KR5 ARC as shown in Figure
1 and D-H parameters and joints limit as shown in Table 1.

Table 1: KUKA KRS ARC D-H parameters

Link Link Link Joint
Link (n) twist length offsets angles
(an-1) (an-1) (dn) (6n)
1 180° 0 -400 0;
2 90° 180 0 0:
3 0° 600 0 03-90°
4 90° 120 -620 04
5 -90° 0 0 Os
6 90° 0 -115 Os
7 180° 0 0 180°

WWwWw.astesj.com

Joint 5 ~_

Joint 3

Figure 1: KUKA KR5 ARC robot
2.2. Laser Tracker

Laser tracker is a 3D measurement device, which is a standard
metrology in precision, accuracy and reliability. This research uses
the FARO laser tracker ION model as shown in Figure 2 to
measure the position of the laser reflector installed at the end-
effector.

Figure 2: FARO laser tracker ION model
2.3. Kinematic model

Kinematics describes the movement of object points and
systems of bodies (groups of objects), regardless of the force that
causes movement. Kinematics is a major part of mechanics which
is often referred to as the "geometry of movement”. The kinetic
problem begins by explaining the system's geometry and
declaring the initial conditions of the value, position, speed and/or
acceleration within the known system. From a geometric point of
view, it can locate the speed and acceleration of any unknown part
of a system [18].

Robotic kinetics relies on differentials to describe the
relationship between joints and links from the base to the end-
effectors. The frame attached to the robotic joints is serialized like
a chain. The relationship of one frame versus another frame from
the bottom up will result in a conversion equation. This is the
relationship of the base frame against the tool frame [19].

2.3.1.  Forward kinematic

Forward kinematics are the mathematical model to compute
the coordinates and directions (homogeneous conversion form) of
robot end-effector positions relative to the function of the robot
angles of each joints. This paper followed Denavit and Hartenberg
(D-H) by choosing the reference frames in a robotic application
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that Jacques Denavit and Richard S. Hartenberg proposed. In this
convention, the coordinate frame is attached to the joints between
the two links so that one conversion involves joint [Z] and the
second frame is linked to the link [X], converting coordinates with
serial robots that contain » links to the robot's equation format. D-
H convention determines each conversion 4, with a multiple of
fundamental conversions, respectively. The transformation matrix
can be written as follows:

nl =4,
co, -6, 0 a,,
— S@ncan_l C@nca’n_l —S(Xn_l _dnsan_l (1)
S0,Sa,_, CO6,Sa,_y Ca,_y dpCan_4
0 0 0 1

where, 4, is the homogeneous matrix that describes the movement
of the frame of each contiguous joint (n-1 and n). 6, is the joint
angle of the ith joint, d, is the link offset of the ith joint, a, is the
link length of the ith joint, and a, is link twist of the ith joint. S8,
=S, =sin(6,), Sa, = sin(a,), CH, = C, = cos(d,) and Co, = cos(a).

The parameters were replaced in Table 1 in (1), and
multiplied all the matrixes in order. It is the last matrix that shows
the position and direction of the end-effector compared to the base
can be displayed as follows:

oT = A1AA3A4A5A6A;

nx Ox ax Px

I )
nZ OZ aZ PZ
0 0 0 1

In this research, the linear position of end-effector is
determined, which shows the position in the coordinates x, y, and
z, as shown in (3).

Py = Cila; + a:Cr + Sx3(as + dsCaSs) — Cas(dy + dsCs)]
+ dsS1S4Ss

Py, ==Si[a; + a:C> + Sxz(as + dsCuSs5) — Cas(dy + dsCs))
+ dsC1S4S5
P.=—d;—a>S, + Cis(asz + dsCySs5) + S23(ds + dsCs) 3)

2.3.2. Inverse kinematic

In the previous section, the robot forward kinematics are the
mathematical equations, used to calculate the position and
direction of the end-effector frame compared with base frame
when the variables joints (qo, q1, q>,..., g») are known. On the
other hand, to know the variable joints (qo, g1, q>2,.-., q»), When
determining the homogeneous matrix at the end-effector frame
compared to the base frame ( §T'), the resulting relationship is
called inverse kinematics.

For general cases in robotics, the inverse kinematics
calculation of the robot is more complex than the forward
kinematics problems because the results can occur in 3 different
ways consisting of no solution, unique solution, and many
solutions.
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2.3.3. Jacobian matrix

The Jacobian matrix is a matrix that shows the relationship
between the error of the end-effector and the 6 joints error of the
robot. The Jacobian matrix can be found in the analysis of the
forward kinematic, as shown in (4).

dX = Jdo; 4)
where,

do; are the angle errors of 6 axis (=1, 2, 3,...,6).
J is Jacobian matrix.

Jacobian's pattern is in the form of a 6x6 matrix, which is
based on (5):

Joxs = [J] JoJ3 Iy Js Ja]

Jii Jiz iz S Jis Jie
Jo1 J2z J2z J2a Jas Jze
J= Js1 Jz2 Jaz Jza Jas Jse 5)
Jar Jaz Jaz Jas Jas Jae
Js1 Js2 Jsz Jsa Jss Jse
Jo1 Jez Jez Jea Jes Jes

The six joints of the robot are all revolute (R). Therefore, the
Jacobian matrix can be calculated as follows:

] — Ziq1 X (Z(L)ill_ oi—l) (6)

where, z;.; is the value of the top 3 elements in column 3 of the
matrix T}

o; is the value of the top 3 elements in column 4 of the
matrix T}

When a robot moves, the linear position error for x, y and z
direction of the end-effector, can be written in a partial derivative
of equation 3 relative to the angle in each of the changing joints.
The Jacobian components that are affected by the x, y and z linear
position of end-effector in Jacobian matrix as follows:

Ji1 == 81 [ar + a:Ca + Sa3(as + dsCySs) — Cas(ds + dsCs)]
+dsC1S4S’s

Ji2 = Ci[Cas(as + dsCySs) + Sa(ds + dsCs) — aS:]

Ji3 = Ci[Cas(as + dsCaSs) + S23(ds +dsCs)]

J14 = dsS5(C1S2384 + S1Cy)

Ji5 = ds(C1823C4Cs + C1C23S5 + §154Cs)

Jis=0

J2r ==Cila; + a:C> + S23(a3 + dsCaS5) — Ca3(ds + dsCs)]

Jo2 = Si[axS: — Cas(as + dsCySs) — S23(ds + dsCs)]

J2s = 81[-Cas(as + dsCySs5) — S23(ds + dsCs)]

J24 = dsS5(S152384 + C1Cy)

J25 = —ds(85182:C4Cs + S1C23S85 — C1S4Cs)

Jo =10

J31 =0

Js2 =—[S23(as + dsCySs) — Ca3(ds + dsCs) + aaS:]

J33 = =S2(as + dsCaSs) + Ca3(dy + dsCs)

J34 = —dsC2354Ss
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J35 = —ds(S2355 — C23C4Cs)

2.4. Principle of measurement the random error of individual
robotic joints method

In this research, the principle of the proposed measurement
method measures the positions the end-effector in 3 dimensions
system (x, y, z) that is affected from the rotation of a joint when
the others are locked. Figure 3 shows an example of the
measurement principle of joint 2. After the measurement system
setup, the program instructs the end-effector to move to the
specified position (P;, P2, Ps,..., P,). The laser tracker measures
the position according to the specified cycle, the identification of
rotation plane and rotation center are shown in section 2.4.1 and
24.2.

Pn—_’
Pﬂ-] X

X J SE

Py, Js 1 I (I;Q}— Reflector
i J
: o 1S}
%Pj
’\‘P_7 —3
"p, Laser Tracker

Figure 3: Basic principle of the measurement method for J,
random joint error setting

Identifying a rotating plane of the robotic arm joints aims to
create a circular arc from the rotation of the joints measured in the
Cartesian area. This arc has a measurement points m. The rotation
plane in the Cartesian space can be calculated as follows:

z=Ex+Fy+G @)

The previous equation is where x, y and z are coordinates points
in the rotation plane. £, F and G are the rotation plane
coefficients.

In the rotation plane, the adjustment of the measurement
point (x;, y;, z)) when k=1, ..., m is derived from the minimization
problem as follows:

Iz = 271?:1(2 - Zk)z 3

2.4.2. Identification of rotation center

In theory, the trajectory of the m point in the arc of the circle
of arigid body, this circle plane is perpendicular to the fixed axis.
However, in the practice, there are some factors such as vibration
during rotation and the non-standard assembly etc. So, that result
in the trajectory of the m points may not be completely circular
and assume that the theoretical circular and circle trajectory have
very few deviations, thereby, a circle equation from the equation
(9) is used to fit these points. So, the rotation plane of robotic arm
joints can be calculated. Using the least square method was done
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in order to identify the circle on the circle plane. A standard form
of a circle equation is as follows:

(x —x)2 + (y —yc)2=12 )

The previous equation is where (x., y.) is the rotation center.  is
the radius of the circle. From (3) can be rewritten as follow:

w=x’+y’=Ax+By +C (10)

The previous equation is where 4, B and C are the coefficients of
the circle center in 3D system. Then, there are the sets of measured
(xi, yi, z) when i=1, 2, 3, ..., m is derived from the minimization
problem as follows:

Jw = ZR=1(w — wy)? (11

2.4.3. Experiment setup

This system consists of 3 important parts: 1) robotic arm. 2)
laser tracker. and 3) installation of the reflector at the end
effector as shown in Figure 4.

KUKA KR5 ARC robot

reflector

laser tracker

Figure 4: The 6 DOF KUKA KRS ARC robot experimental setup

e  Assign the end-effector move to the first position PJ.

e Unmeasured joints are locked from moving. After that
measured the points P;, P2, P3, ..., P, are fitted with a plane
in the Cartesian space.

e  On the determined plane, specifies the points on the arc of the
circle Py, Ps, P3, ..., P, and determines the center of the circle
0.

e  Measured 30 times repeat for every points m.

2.5. Evaluation for Measurement Accuracy

In a high-accuracy and high-precision measurement system
to increase measurement and reliable confidence levels,
measurement accuracy is required to increase the confidence and
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reliability of the measurement. Therefore, measurement accuracy
assessment is required. This evaluation compares the deviation
(errors) between frame {£;} and frame {E;'} where, frame {E;} is
calculated by the proposed method and frame {E;'} is calculated
by forward kinematic of robotic arm.

2.5.1. Joint errors

Joints errors are due to repeatability of measurement and can
be calculated as the difference between actual (measurement) and
nominal angle. The position of end-effector is converted to the
angle of each joint with inverse kinematics. The actual angle as
shown in (12-17):

0, = Atan2(—n,, ft,) or 6, = Atan2(n,, —7,) (12)
6, = Atan2(ad — bc,ac + bd)

or 0, = Atan2(—ad + bc, —ac — bd) (13)
05 = Atan2(d, c) + Atan2(+Vc2 + d* —e?,e)  (14)

0, = Atan2(a,b) or 8, = Atan2(a,b) + a, (15)
s = Atan2(+Va? + b2, ¢c) (16)

0¢ = Atan2(a, b) + AtanZ(i\/a2 + b2 —c?, e) 17

for 62. a= _dl + d6ﬁZ7 b = _(al + d6ﬁxcl - d6ﬁ’y51)5 CcC =

_d4C3 + a3S3 and d = a3C3 - d4S3 + az

¢ =2a,a;,d = —2a,d, and e = a® + b? — (a3 +
di +a?)

for 6, and 6s.

a= (pyC1 + pxsl)/dﬁs b= ((pz +d)Ch3 —

(az +az)S; —az + (py(CIZS —Ci23))/2+
(px(5123 - 51—2—3))/2) /ds

and (C = (p; +d1)S23 — 4103 — ayC5 + (py(5123 -
51—2—3)) /2 + (Px(C123 - C1—2—3))/2 - d4) /ds
a=C4 b=CsS, and c = 0,C1,0,,51

for 6.

for .

Therefore, the joint errors can be calculated as follow:

1
d9; = 2 X1 (Oin — 0ia) (18)

where, 6, are the nominal angle.
0, are the actual (measurement) angle.
g is number of measurement points.

i are the robotic joints (i=1, 2, 3, ..., 6).
2.5.2. Position errors

In this research, the linear position error for x, y and z
direction of the end-effector (dx, dy, dz) are determined.
Therefore, the position errors in the x, y and z axes at the end-
effector as shown in (19-21) respectively.

dx =Jd8 + J12d0: + J13d6s + J14dby + J15d b5 + J1sd s (19)

dy = Jud8) + J22d0: + J23d &5 + J2d by + Jo5d b5 + J26d b5 (20)
dz = J31d6) + J3:d0:> + J33d 65 + J34d 6y + J35db5 + J36dGs (21)
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From that (19-21) can calculate the total error at the end-
effector as follows:

e =4/dZ +dj +dZ (22)
2.6. Measurement uncertainty

In metrology, measurement uncertainty is an expression of
statistical distribution of values caused by measured quantities.
Therefore, measurement uncertainty is used in combination with
the measurement results to reflect the actual value of the
measurement quantity. Especially, when the measurement results
are applied to various quality criteria, the results must be applied
to the quality criteria. According to international agreements, this
uncertainty is based on probability and shows the incomplete of
the quantity and it is a non-negative parameter.

Multiple repetitive measurements and calculating standard
deviations from re-measuring are among the most common
practices in estimating measurement uncertainty. Whether it is a
full or partial measurement, it can be repeated. The estimation of
the uncertainty received is a standard deviation of the repetitive
measurement results, which is a statistical process. It is called type
A uncertainty. The type B uncertainty is estimated from other
deviation source such as material certificates, specifications, and
long-term experience-based assessments [20].

The Expression of Uncertainty and Confidence in
Measurement, M3003 [21] and Fundamental Parameter and
Application describes how to calculate standard uncertainty.

2.6.1. Type A uncertainty

Type A uncertainty is estimated using statistical principles.
By performing measurements, conditions are subject to repeated
measurement conditions to see the original iteration or view the
distribution of the measured average. The arithmetic mean, or
average, of the results should be calculated. If there are n
independent repeated values for a quantity Q then the mean value
q is given by:

_ 1 +q+..+qn
q=-3k,q =120 (23)

Then the estimated fragmentation of data is calculated from the
standard deviation of the n values can compute as follows:

o= [2(e-a) 24

Equation (24) gives the standard deviation for sampling from all
populations. However, based on the results of a single
measurement sample, approximate, s(gj), can be made from the
standard deviation ¢ of the entire population of possible values
from the relation:

s(q;) = \/ﬁZ}Ll(q,- -q)° (25)

The average ¢ will be derived from the exact sample number of n
and, therefore, its value will not be the exact average if the infinite
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sample number is taken. This uncertainty is called the standard
deviation of the mean that can compute as follow:

s@ =7 26)

2.6.2. Type B uncertainty

Estimating type B uncertainty is the other way around. In
other words, it uses information from various sources that are
academically reliable to consider the assessment. The error
element from a source called the systematic error is valued as a
type B uncertainty. Therefore, estimating the type B uncertainty
requires a lot of knowledge of measurement techniques. In order
to be able to identify a source of uncertainty, much of the
systematic error is complete. The estimation of uncertainty needs
to consider the source of uncertainty values as follows:

e Deviation Instability compared to the reference standard
stipulated in the reported calibration uncertainty.

e Calibration of measuring instruments includes accessories

and any drift or instability in measuring instruments or

readings.

Resolution and uncertainty during measurement.

The operational procedure.

Mistakes caused by the operator.

The effects from environment.

2.6.3. Combined uncertainty

The type A and B uncertainty values are part of the overall
measurement uncertainty value, which can be calculated for the
combined standard uncertainty as shown in (27):

uc(}’) = \/2?21 Ciz uz(xi) = \/Zivzl ulz()’) (27)

where u.(y) is the combined uncertainty, ¢; is the sensitivity
coefficient and u(x;) is the standard uncertainty.

2.6.4. Expanded uncertainty

The combined uncertainty that is approximated is considered
to have a certain level of confidence which is not suitable enough
for laboratory use. Therefore, it is necessary to multiply combined
uncertainty with coverage factor k. The expanded uncertainty as
follows:

U = k() (28)

2.6.5. Robot uncertainty

In this research, the uncertainties position errors for x, y and
z direction of the end-effector (U,, U, and U.) are determined.
Therefore, the uncertainties position errors in the x, y and z axes
at the end-effector (U, U, and U:) as the function of joint
uncertainty (U;, Uz, Us U, Us and Us) are shown in (29-31)
respectively.

Ue=JnU + JpUs; + Ji3Us + J1Uy + Ji5Us + JisUs - (29)
Uy =J2a Ui + J22Us + J23Us + J2gUy + J2sUs + JosUs - (30)

U: = J51U; + J32Uz + J53U3 + J34Us + J35Us + J56Us - (31)
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From that (29-31), it can calculate the total uncertainty at the
end-effector as follows:

Ut=ﬂ/U)%—i-U§+UZ2 32)
3. Results

The research focuses on the study estimating the standard
uncertainty of 6 DOF KUKA KRS ARC robot, considering the 3
key parts of which parameter values used in calculations derived
from the experiment as shown in section 3.1-3.2 consist of robotic
errors and robotic uncertainties.

3.1. Robotic error

The errors of the robot in this research are divided into two
parts: joint errors and position errors.

3.1.1. Average Joint errors

Based on the experiments measuring data from section 2.4,
the average joint errors are calculated according to (18).

Joint 1 average error (d¢;) equals 0.101°.
Joint 2 average error (d&:) equals —0.287°.
Joint 3 average error (d&5) equals 0.070°.
Joint 4 average error (d&y) equals —0.097°.
Joint 5 average error (d&5) equals 0.026°.
Joint 6 average error (d&s) equals 0.140°.

3.1.2. Average Position errors

When average joint errors are known, the average position
errors at the end-effector in x, y and z axis can be calculated
according to (19-21).

Average Position error in x axis (dy) equals —0.357 mm.
Average Position error in y axis (d,) equals —0.303 mm.
Average Position error in z axis (d:) equals 0.383 mm.

So, instead of position errors at the end-effector in x, y and z
axis in (21), the average robot error (e;) is equal to 0.605 mm.

3.2. Robotic uncertainty

The uncertainties of the robot in this research are divided into
two parts: joint uncertainties and position uncertainties.

Reflector

2Up J;

Laser Tracker

2Up

Figure 5: Basic principle of the measurement method and sources of uncertainty

3.2.1. Joint uncertainties

The research is based on the principle of the measurement
method and then calculates the average position errors and the
standard deviations of position errors of the robotic joints. These
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errors show the accuracy, and the standard deviations show the
precision of the joints. After that, these values are used to
determine the type A standard of joints 1 to 6 of the robot.

Figure 5 shows the basic principle of the measurement
method and the sources of uncertainty. In this research, the
sources of uncertainty consist of five sources, that uncertainties
are type A uncertainty (;U,) and four sources of type B uncertainty
(Ug):
where, ;U are the uncertainty from repeatability.
iUp, are the uncertainty from resolution of the robot.
iUp> are the uncertainty from resolution of laser tracker.
;U3 are the uncertainty from accuracy of laser tracker.
iUy are the uncertainty from thermal effect at the
reflector fixture.

i are the robotic arm joints.
j are the number of the sources of uncertainty.

Table 2 provides a preview of the sources of the uncertainty
and the calculation of the total uncertainty of the 1st joint. The
uncertainty of each joint are as follows:

The uncertainty of joint 1 (U;) equal £0.204°.
The uncertainty of joint 2 (U:) equal £0.149°.
The uncertainty of joint 3 (Us) equal £0.076°.
The uncertainty of joint 4 (Uy) equal £0.126°.
The uncertainty of joint 5 (Us) equal £0.140°.
The uncertainty of joint 6 (Us) equal £0.115°.

3.2.2. Position uncertainties (Robot uncertainty)

When the uncertainties of each joint are known. The
uncertainties in X, y and z axis at the end-effector can be calculated
according to (29-31), the results as the follow:

The uncertainty in x axis (Ux) equal £0.225 mm.

The uncertainty in y axis (U,) equal £0.613 mm.
The uncertainty in z axis (U:) equal +0.366 mm.

So, instead of position uncertainties at the end-effector in x, y
and z axis in (32), the average robot uncertainty (U;) is equal to
+0.748 mm.

The research results showed that the KUKA KR5 ARC robot
used in the experiment had the average robot error which (e;) is
equal to 0.605 mm. and with the average robot uncertainty (U;) is
equal to £0.748 mm. Then, examples of four test points (P;, P>,
P; and P,) are used to determine the estimated error and
uncertainty in each joint from propose model. The position errors
and position uncertainties at the end-effector in x, y and z axis can
be calculated according to (19-21) and (29-31). The results of the
estimated robot position errors and the position uncertainty are
shown in the Table 3.

4. Discussion

Objective 1: Measure random errors of each joint and the
robot end-effector linear random error in x, y and z direction and
average error can be calculated. When comparing the robot error
with the specified accuracy, the robot error was found to be
slightly higher than the accuracy value. The results of the research
process can be compensated in the control system, as it can reduce
the error value.

Objective 2: Estimate the uncertainty of each joint and
estimate the robot uncertainty. The results show that the
uncertainty of each joint at 95% confidence level was quite high
and when calculating the average uncertainty of the robot it was
quite high too. The high average uncertainty will result in a
difference of the robotic error. The biggest uncertainty is the
uncertainty from repeatability. It was between 86.21% and
94.48%. This suggests that the uncertainty from repeatability has
a significant effect on the total uncertainty, so it is appropriate to
consider this factor.

Table 2: The standard uncertainty of joint 1

Uncertainty P .
Type ;’alue Distribution Divisor contribution u; C(S)Z;'lifllctil:rﬁyo Effectll/v ¢ DOF
(degree) (degree) ' o
1Uy 0.1019 Normal 1 0.1019 1 20
1Ugi 0.0019 Rectangular \3 0.0011 1 0
1Ug> 0.0095 Rectangular \3 0.0055 1 0
1Ugs3 0.0035 Rectangular \3 0.0020 1 0
1Ug4 0.0002 Rectangular \3 0.0001 1 ©
1Uc - 0.0083 ©
1Ur Normal k=2 0.2042 0
Table 3: The estimated position errors and uncertainties for the example of four test points
P Target position (mm) Position errors (mm) Position Uncertainties (mm)
oints
X y 3 dx dy d; et Ux Uy U; U:
P: 125 125 125 —0.033 | —0.012 | 0.445 0.447 | £0.164 | £0.163 | £0.177 | +0.291
P2 225 225 225 -0.118 | 0.182 0.414 0.467 | £0.164 | £0.163 | +0.177 | +0.291
P 225 25 225 —0.125 | —0.077 | 0.465 0.488 | +0.159 | +£0.161 | £0.185 | +0.292
P4 25 25 25 —0.050 | —0.093 0.199 0.225 | £0.168 | +£0.159 | £0.178 | +0.292
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Therefore, the results from Table 3, the position errors and
the uncertainties of all test points within the robot moving space
are calculated and estimated by the proposed method and model.
Therefore, the position error tolerance of each required moving
target point must be smaller than the position errors and the
uncertainties that are estimated from this proposed model.

5. Conclusions

In this research, it describes the method of testing and
experimenting to calculate the errors of each joint, and calculating
the actual angle of their joint to compare with a nominal joint
angle. The Jacobian matrix was applied to estimate the robot
position error. The estimation of the uncertainties of each joint by
using Jacobian matrix was done to estimate the robot position
uncertainty. The research results showed that the KUKA KR5S
ARC robot used in the experiment average robot error (e;) was
equal to 0.605 mm. and with the average robot uncertainty (U;)
being equal to £0.748 mm.

The example of the four test points (P;, P, Pz and Py)
determined the estimated error and uncertainty in each joint from
proposed model. The position errors (e;) was 0.447mm, 0.467
mm, 0.488 mm and 0.225 mm respectively. The position
uncertainty (Us) was £0.291 mm, £0.291 mm, £0.292 and +0.292
mm. The position errors and the uncertainties of all test points
within robot space moving were calculated and estimated by the
proposed method and model. Therefore, the position error
tolerance of each required test point must be smaller than the
position errors and the uncertainties that are estimated from this
proposed model.
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This study tests the feasibility of manufacturing concrete blocks made of recycled materials.
The paper is an extension of work originally presented in ASET conference in Dubai. The
paper, depicts and analyzes how the characteristics of the blocks (strength/durability) are
affected by the presence of recycled concrete ingredients (recycled aggregate (RA)) and
recycled water (RW). The recycled materials (RA and RW) were mixed in 16 different
configurations, from each one 10 samples were prepared for testing. In each concrete
configuration the RA and RW gradually replaced the fresh materials at 25%, 50%, 75%,
and 100%. The RA moderately impacted the bearing capacity but significantly impacted
the durability. The results show that using recycled aggregate decreases the bearing
capacity by 22% (at the 100% replacement), and the recycled water slightly affected the
bearing capacity (at the 100% replacement). To boost the durability, the ground granulated
blast furnace slag (GGBS) was used, in the concrete mix, instead of the ordinary Portland
cement (OPC). The GGBS was used at 3 magnitudes: 25%, 50%, and 75% of OPC. As a
result the carbon foot-print footprint (1000 kg/m’) was significantly lowered. Besides, the
strength and durability of the blocks are reasonably enhanced. Generally, producing blocks
from recycled materials is economical and feasible. The use of GGBS helps to lower the

carbon footprint and enhance the strength and durability.

1. Introduction

The volume of construction waste (CW) produced in the
countries of the Gulf Cooperation Council (GCC), especially in
the UAE, is increasing due to on-going developments activities
and construction projects. Dubai alone produces huge amount of
waste from construction activities (5,000 tons/day). This amount
accounts for around 70% of the total solid waste generated [1].
Almost the whole amount of the CW is dumped into landfills
posing hazards to the local and regional environment. Therefore,
there is a necessity to devise methods for utilization of this huge
amount of the construction waste produced [2].

Worldwide many studies have been conducted looking for
alternatives to reduce construction waste and hence preserve the
natural resources [3], [4]. Completely recycling construction
waste, is one of best alternatives have been tested. Recycling of
construction waste preserves the virgin natural resources and
reduces its negative impacts on the environment. Construction
waste recycling gains importance because it provides the
construction industry with huge amount of ingredients for

*Corresponding Author: Elgaali, P.O. Box: 15825, Dubai, UAE, 971 552493085,

eelgaali@hct.ac.ae
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https://dx.doi.org/10.25046/aj060207

construction applications (aggregate and sand). The recycled
aggregate and sand are widely used now in the construction
industry applications; road subbase, back-filling, and pipelines
bedding material [5], [6]. Significant amount of research efforts
have been directed to study the properties of these materials (sand
and aggregate) and their effects on construction quality [7]-[14].
In general, compared to the fresh aggregate, the RA was found to
have higher water absorption, lower bulk density, and lower
specific gravity. The water absorption is higher due to the fact that
the RA absorbs water available for hydration of cement. It is
reported that water absorption greatly affects the workability and
the strength of the concrete [8]. Opposite to that, a recent research
reported that with thorough cleaning the RA can have low water
absorption [9]. However, the outcome of the most of the research
done show that the properties of concrete made of recycled
materials (recycled concrete, RC) vary in wide limits, sometimes
are even opposite, but generally, compared to the normal fresh
concrete (NC), the RC was found to have reduction in
compressive strength and increase in water absorption and
porosity (decrease in durability) [11]-[13]. Nonetheless, the
mechanical properties of concrete structures (cubes, cylinders, and
beams) made from recycled materials (RM) is well documented,
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however blocks made from RM is not yet widely known.
Therefore, the main objective of this paper is to examine the
properties (bearing capacity and durability) of concrete blocks
made of recycled materials.

Globally and in the UAE, hollow blocks are widely used as a
building material in the construction of non-load-bearing walls.
Blocks are produced with hollow centers to reduce weight and
improve insulation. They are characterized to be light weight and
require low maintenance. The block industry is expected to absorb
huge amount of the recycled materials.

This paper also aims to test the feasibility of using recycled
wastewater in blocks’ manufacturing. Dubai generates huge
quantity of wastewater every day (around 4 MGD). Presently, this
large quantity of wastewater is treated, recycled, and widely
reused in different activities such as: irrigation of the public
greeneries, stabilization of loose soil, and more recent casting of
concrete [15].

For long time, fresh water has been widely used in concrete
industry. Unfortunately, nowadays fresh water, around the globe,
neither comfortably obtainable nor affordable. Therefore,
recycling and reusing of wastewater in concrete industry have
been under investigation for a while. According to EN 1008
(2002) and ASTM C 94 the recycled wastewater is well qualified
to be used in concrete mixing (Table 1) [16], [17]. Besides, the
cost of the recycled water is less than the one of the potable water,
especially in this region where the potable water is produced by
desalination of the sea water. The properties of concrete - setting,
hardening, strength, and durability - were proven to be drastically
affected by the characteristics of the water used in concrete
casting. However, few studies so far have focused on studying the
effect of the recycled water on the concrete quality [1]. As such,
this research aims to contribute to the body of literature that
examines how the RA and RW impact the quality
(strength/durability) of blocks made of recycled materials.

Reducing the carbon foot print (CFP) of the concrete industry
was one of the goals of this study. The relatively high carbon foot
print (100 kg/m?) that cement (OPC) put on environment is
already documented [9]. One approach to alleviate such high CFP
is by replacing the OPC with a material has lower carbon foot
print. The ground granulated blast furnace slag (GGBS), is one of
the materials that is widely used to replace the cement to lower the
carbon footprint and enhance the durability [9]. The GGBS is a
secondary product derived from manufacturing process of steel.
Therefore, it is used here, as a green material, to make the concrete
more durable and reduce the CFP. Hence, excluding the tiny
amount of the OPC that was not replaced, the concrete mixtures
configured in this study practically could be considered
completely recycled concrete or environmentally called “green
concrete’.

The recycled aggregates and water (RA and RW) were used
to prepare concrete samples according to the mix design given in
Table 2. Sixteen mixes of concrete were designed and 160
specimens were prepared. In the concrete mixes 25%, 50%, 75%,
and 100% of the fresh aggregate and water were replaced by
recycled aggregate and recycled water. In order to enhance the
durability and carbon foot print 25%, 50%, and 75% of the OPC

WWww.astesj.com

in the concrete mixes were replaced by GGBS. The results are
presented and discussed in section 3 of this paper.

2. Materials and Methods
2.1. Recycled Aggregate Materials

The recycled aggregate used in this research, was obtained
from a recycling plant for demolition and construction waste in
Dubai, UAE. Nowadays, almost the whole amount of the
construction and demolition waste is recycled in aggregate of
high-quality for customers across the country Figure 1.

(b) Output Material

Figure 1: Recycling of Construction Waste in Dubai, UAE

In order to determine the quality of the RA, several samples
were collected (grabbed), processed, cleaned, and mixed in
representative samples for laboratory testing. Then the following
tests were conducted:

e  Sieve Analysis.
e  Water absorption and Specific gravity.
e LA abrasion.
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Figure 2 shows the sieve analysis result. The figure shows
that the RA does not meet the specifications set by Dubai
Municipality. In order to use this materials, it has to be blended to
meet the specifications.
100

80
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0 O
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Sieve size, mm
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Figure 2: Sieve analysis results

Figure 3 shows the result of the water absorption and specific
gravity test. Five representative samples were tested. The figure
shows that the RA meets the specifications set by ASTM's
construction standards. The values of water absorption are less
than 2%; the values of the specific gravity are greater than 2.6%
(the permissible limits set by ASTM).
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Figure 3: Water absorption and specific gravity test results
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Figure 4: LA abrasion test results

Figure 4 shows the result of the LA abrasion test. Five
representative samples were tested. The figure shows that the RA
meets the specifications set by ASTM. The values of abrasion are
less than 30% (the permissible limits set by ASTM).
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However, the average measured density and water absorption
of the recycled aggregate used in this study were found to be 2.51
t/m> and 1.8%, respectively.

2.2. Recycled Wastewater

The water used in the concrete mixing in this research, was
obtained from sewage treatment plant in Dubai. The wastewater
was conventionally treated. In the conventional way, the
wastewater is treated through different stages starting from
primary treatment to advanced (tertiary) treatment. The advanced
treatment is designed mainly to remove the nitrogen and the
phosphorus to control eutrophication [18]. Compared to the
standards (Chloride 1000, Sulfate 2000, Alkali carbonates and
bicarbonates 1000, and Total dissolved solids 2000 mg/L), the
characteristics of the recycled water used in this study were found
to be acceptable by the masonry blocks standards authority in
Dubai [1]. Laboratory analysis results reported the following
characteristics of the recycled water: pH 7.704 (standard usually
ranges from 7 to 9), Chloride 480, Sulfate 197, Alkali carbonates
and bicarbonates 132, and Total dissolved solids 1126.5 mg/L.
Table 1, shows the physical and chemical properties of the treated
water used in this research.

Table 1: Physical and Chemical Properties of Treated Wastewater

Units Min Max Average
Temp (°C) 18 25 20
pH 7.59 7.84 7.704
Cond. (uS/cm) 1,915 2,400 2203.82
TDS (mg/1) 1,007 1,218 1126.5
Turbidity | (NTU) 0.6 29 1.7
TSS (mg/1) 2 7 4
VSS (mg/1) 1 6 2
COD (mg/l) 23 33 27.0886
sCOD (mg/l) 242 314 26.975
cBODS5 (mg/l) 1.64 3.92 2.31
NH4-N (mg/l) 0.28 5.85 2.56
NO2-N (mg/1) 0.59 2.16 1.37
NO3-N (mg/1) 2.74 3.35 3.08
Total P (mg/1) 3.61 4.61 4.21
Chlorides (mg/1) 441 532 480
Sulfates (mg/l) 185 204 197
T-ALK (mg/1) 119 149 132
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Total

Hardness 248 300 278

(mg/l)

(Courtesy: Dubai Municipality, Dubai, 2017)

2.3. Mixes Design

The study was done in two phases: phase I where the concrete
mixes were made of non-processed recycled materials (not sieved
or cleaned). Phase II where the concrete mixes were made of
processed materials (sieved and cleaned). However, the recycled
materials were used to prepare four sets of concrete mixes
according to the mix design given in Table 2. Each set consists of
four mixes. In total sixteen mixes of concrete were prepared
following the same proportions that used in the commercial
manufacturing of the blocks. Usually, the blocks mix consist of the
following quantities: coarse aggregate: 146 kg of 3/8” and 113 kg
of 3/16”; Water: 20 kg; sand: 56 kg; and cementitious materials:
32 kg. As required by the central laboratories in Dubai, out of each
mix, ten specimens (blocks) were prepared for testing (160
specimens in total). The blocks are 6-inch hollow blocks (400 X
150 X 200 mm) (Figure 5). This size is selected, because it is the
most widely used one in the UAE.

Table 2: Test Matrix

Material Substituted Percentage
Recycled Aggregates 25% 50% 75% 100%
Recycled Water 25% 50% 75% 100%
Recycled o N o o
Water/Aggregate 25% 50% 75% 100%
GGBS 25% 50% 75% 100%

(The GGBS was replaced in a mix of 100% recycled water and 25% of recycled
aggregate)

-

Hollow Block 6" (200 X 150 X 400)

200
Weight (kg) - 18

Figure 5: 6-inch hollow block dimensions and weight

In the concrete mixes the RA and RW gradually replace the fresh
ones at the following percentages: 25%, 50%, 75%, and 100%.
Table 2 shows these replacements more clearly in details. In order
to determine the extent of the impact of the recycled materials on
the characteristics of the blocks, a mix was prepared from fresh
materials and used as a control mix (baseline).
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The bearing capacity of each block was tested on a 3000 kN
capacity Wizard basic hydraulic machine (Figure 6). Load was
applied gradually and continuously until failure.

Figure 6: Testing the block’s bearing capacity

3. Results and Discussion
3.1. Effects of Recycled Aggregate

In Phase I, the results show a gradual reduction the axial
strength of the block corresponding to the gradual increase in the
percentage of the recycled aggregate. It is depicted in Figure 7 that
the failure in the bearing capacity (strength) of the blocks ranges
from 23% to 46%. The highest reduction was recorded to be
associated with the blocks made of 75% replacement. It worth
mentioning that the high contents of sand in the RA used, led to
the failure of the mix with 100% replacement at early stage
(casting stage). However, the results presented are highly
supported by some other studies conducted previously [8]-[10].
They documented that the gradual reduction in the axial strength
of the mixes directly related to the increase of the percentage of
RA. They also depicted that any replacement of RA below 20%
has minor effect on the axial strength.

25% 50% 75% 100%
0% |

-20% . I
k=
=
C -40%
77
O
S 60% mRA - Phase [
m

-80%

-100%
% Recycled aggregate

Figure 7: Effect of % recycled aggregate on bearing capacity
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In phase II, the results support that the gradual reduction the
axial strength of the block corresponding to the gradual increase in
the percentage of the recycled aggregate. For better illustration, the
results of both phase I and Phase II are compared in Figure 8. The
figure shows how the RA impacts the compressive strength of the
blocks. The results of phase I show how the presence of sand and
dust in the samples of the RA used, led to a significant reduction
in the compressive strength extending from 23% to 46%. The
results of Phase II show considerable improvement in the blocks
quality (Figure 8). At 25% replacement, the block’s quality
improved from 23% drop to 9% drop in in the strength; at 100%
replacement quality of the blocks improved from 100% drop to
22% drop in the strength. In general the magnitude of enhancement
in strength extends from 14% to 88%. The enhancement in the
blocks’ quality is mainly caused by the deep cleaning the RA
undergone, in phase II, which results in high removal of sand and
dust.

In general, the results presented confirm the inverse relation that
governs the magnitude of the block’s strength and the percentage
of the recycled aggregate (RA).

25% 50% 75% 100%
LR

5 -20%
0
=
S -40%
»n
~60% B RA - Phase II
8 ERA - Phase
M -80%

-100%

% Recycled aggregate

Figure 8: Effect of % recycled aggregate on bearing capacity
3.2. Effect of Recycled Sand

In Phase I, the results depict how the block’s strength was
drastically dropped when the percentage of the recycled sand (RS)
increased. It is seen in Figure 9 that the failure in the bearing
capacity (strength) of the blocks ranges from 90% to 95% when
sand is replaced by 25% and 50% respectively.

25% 50% 75% 100%
0%

o -20%
&
S -40%
)
= -60%
2
m

-80% B RS - Phase |

-100%

% Recycled sand

Figure 9: Effect of % recycled sand on bearing capacity
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The presence of clay and silt at high levels in the recycled sand
used in this study, caused the mixes with 75% and 100% recycled
sand fail at early stage (casting stage). This result is supported by
previous research [9].

The results of phase II show how the quality of the RS
hindering the process of making sustainable blocks from
completely recycled materials. For better illustration, the results of
both phase I and Phase II are compared in Figure 10. The figure
shows how the RS impacts the compressive strength of the blocks.
The results of phase I show how the presence of clay and silt in the
samples of the RS used, led to a significant reduction in the
compressive strength. The results of Phase II show slight
improvement in the blocks quality (Figure 10). At 25%
replacement, the block’s quality improved from 90% drop to 43%
drop in in the strength; at 50% replacement quality of the blocks
improved from 95% drop to 69% drop in the strength. In general,
the enhancement in the blocks’ quality is of small magnitude
signifying that using RS at any percentage leads to lower the
blocks’ quality.

25% 50% 75% 100%
0%
-20%
=]
en
S -40%
B
wnn
g -60%
m
-80%
E RS - Phase ll
H RS - Phase |
-100%
% Recycled sand

Figure 10: Effect of % recycled sand on bearing capacity
3.3. Effect of Recycled Wastewater

Figure 11 shows that replacing the fresh water in concrete
mixes with 100% of RW has very minor impact on the block’s
quality (bearing capacity). This result signifies the high quality of
the RW that characterized by low concentrations of sulfates and
chlorides. The deleterious effects of the sulfates and chlorides on
the weathering and the durability of concrete are well documented.
The high concentrations of the total dissolved solids (TDS) in any
water, used for concrete mixing, tend to make the concrete mix
less durable [19]. However, the main properties of the RW water
used in this study, are presented here for better understanding of
the direction of the results in this section. The properties include
pH of 7.704, Chloride of 480 mg/l, sulfate of 197 mg/l, Alkali
carbonates and bicarbonates of 132 mg/l, and Total dissolved
solids of 1126.5 mg/l; compared to standard values of 7—9, 1000,
2000, 1000, and 2000 respectively. The results presented, clearly
show that the RW is characterized by high quality and can be safely
used in concrete industry.
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Figure 11: Effect of percentage of recycled water on block’s bearing capacity

3.4. Effects of Sulfates and Chlorides

To study the effects of salts on the blocks’ quality, the
concentrations of the sulfates (SO;) and chlorides (Cl) were
determined and compared to the standards developed by the British
standards (BS 1881: Part 124). In 10 specimens the average
concentrations of the chlorides and sulfates are determined to be
0.04 mg/l and 0.25 mg/l respectively. The BS set maximum
concentration level (MCL) of 0.05%, by mas of concrete, for the
chlorides, and 0.5%, by mass of concrete, for the sulfates. Thus,
the result obtained here clearly show that the levels of both SO;3
and Cl do not exceed the standards set by the BS. However, both
phases I and II show similar results regarding the levels of the
chlorides and sulfates.

3.5. Effects of GGBS

Tests conducted to examine the effects of replacing the
ordinary cement (OPC) by GGBS. In the concrete mix with 25%
RA, 25%, 50%, and 75% of the OPC were replaced by GGBS. As
shown in Figure 12, replacing the OPC with 75% GGBS had no
effect on the durability, besides no improvement had been shown
on the block strength.

25% 50% 75%
ol ]
ey
)
a0
S -40%
@
§ -60% B OPC replaced with GGBS
[=a) 80% 25% RA with OPC
- 0
-100%

% GGBS

Figure 12: Effect of percentage of GGBS on block’s bearing capacity

The other two mixes (25% and 50%) both showed
improvement in the block strength. As shown (Figure 12), the
quality of the blocks improved and the reduction in the axial
strength decreased from 22% to 19% (at 25% GGBS) and from
22% to 16% (at 50% GGBS). As reported, the magnitude of
improvement falls in the range of 3% - 6%. However, the result
show that when the GGBS is more than 50% its influence is
negligible.
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In general, GGBS was found to boost the durability in any concrete
mix. Therefore, to manufacture blocks with high quality, from
recycled materials, the blocks industry is encouraged to use GGBS.
Besides, the economical (lower cost) and environmental (lower
carbon foot print) benefits obtained when GGBS is used instead of
OPC.

4. Summary and Conclusions

This study tests how concrete blocks of high quality could be
manufactured from ingredients recycled from construction waste
(concrete). The paper, depicts and analyzes how the characteristics
of the blocks (strength/durability) are affected by the presence of
recycled concrete ingredients (recycled aggregate (RA)) and
recycled water (RW). The RA moderately impacts the bearing
capacity but significantly impacts the durability, while the RW
negligibly impacts both. In general it was found that producing
blocks from recycled materials is economical and feasible.
However, the following specific conclusions are drawn:

4.1. Recycled Aggregate

How the RA affects the qualities of the blocks
(strength/durability) was investigated and depicted. The presence
of dust on the surface of the RA led to significant drop in the blocks
qualities (strength/durability). The magnitude of the drop was
estimated to fall in the range of 23% to 46%. When the RA is
furtherly sieved, processed, and cleaned the blocks’ quality
improved a lot. The magnitude of the improvement was estimated
to fall in the range of 14% - 63%. It is documented that using RA
at magnitude less than 20% has intangible impact on the quality of
the blocks.

4.2. Recycled Sand

How the recycled sand (RS) affects the qualities of the blocks
(strength/durability) was investigated and depicted. The impacts of
RS on blocks; quality was enormous. The impact of RS is very
huge ranges between 43% - 95% reduction in the compressive
strength. The RS was found to have stronger impact on the blocks’
quality when compared to RA and RW. It is documented that using
RS at any quantity heavily affects the blocks’ quality.

4.3. Recycled Wastewater

How the recycled water (RW) affects the qualities of the blocks
(strength/durability) was investigated and depicted. The RW used,
is of high quality that matches the standards set by the
international and local (Dubai) organizations that manage the
masonry blocks industry. The very low levels of the sulfates and
chlorides caused the quality of the blocks to be insensitive to the
recycled water. However, it can be stated that the high quality of
the RW almost has no impact on the blocks’ quality (strength and
durability). It is documented that using RW at magnitude less or
equal to 100% has intangible impact on the quality of the blocks.

4.4. Sulfates and Chlorides

The concentrations of the sulfates (SO3) and chlorides (Cl) in
the blocks, were determined and compared to the standards
developed by the international (BS) and local (Dubai)
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organizations that manage the masonry blocks industry. The levels
of the SO; and CL was found to meet the standards set
internationally and locally. However, the current levels (0.04 mg/1
and 0.25 mg/) have no impacts on the blocks quality.

4.5. GGBS

Using the ordinary cement (OPC) in concrete mixes, adversely
affects the local and regional environment (increase the carbon
footprint). Also, using recycled materials in concrete mixes has
huge impact on the ddurability. Therefore, GGBS was tested to
replace the OPC to preserve the blocks’ quality (durability) and
save the environment (reduce CFP). Replacing the OPC with
GGBS by percentage exceeds 50% has no positive effect on the
quality of the blocks. The outcome of this study documents that
using GGBS, in block manufacturing process, helps to lower the
carbon footprint and enhance the strength and durability.

Conlflict of Interest
No conflict of interest in publishing this paper.
Acknowledgment

The authors would like acknowledge the contribution of Dubai
Men’s College (DMC) — Higher Colleges of technology, and the
following students: Abdulla Taher, Hussain Habib, Mohammad
Fardan, Saif Nasser, and Zayed Almadhanni.

References

[1] E. Elgaali, A. Al Wazeer, “Green blocks made of recycled waste phase IL,”
Advances in Science and Engineering Technology International Conference,
ASET, Dubai, UAE, 1-5, 2020, DOI: 10.1109/ASET48392.2020.9118227.

[2] E. Elgaali, A. Alsharid, A. Julfar, “Green blocks made of recycled waste,”
Advances in Science and Engineering Technology International Conference,
ASET, Dubai, UAE, 1-5, 2018, DOI: 10.1109/ICASET.2018.8376773

[3] A. Al-Hajj, K. Hamani, “Material waste in the UAE construction industry:
main causes and minimization practices,” Architectural Engineering and
Design Management, 7(4), 2011, doi: 10.1080/17452007.2011.594576.

[4] V. Tamab, M. Soomro, A. Evangelistadc, “A review of recycled aggregate
in concrete applications (2000-2017),” Construction and Building Materials,
172, 272-292,2018, doi: 10.1016/j.conbuildmat.2018.03.240

[5] R. OBE, J. Brito, R. Silva, C. Lye, ” Use of recycled aggregates in
geotechnical applications,” Sustainable Construction Materials, 419-450,
2019, doi: 10.1016/B978-0-08-100985-7.00011-X.

[6] V. Panchal, V. Kulkarni, A. Kulkarni, A. Kumar, “Use of construction
demolition waste in pavement,” International Journal of Advanced Research
in Science, Engineering and Technology, 4(12), 4956-4964, 2017, ISSN:
2350-0328.

[71 R.V.Silva, J. R. Jiménez, F. Agrela, J. de Brito, "Real-scale applications of
recycled aggregate concrete,”" New Trends in Eco-efficient and Recycled
Concrete, 573-589, 2019, doi: 10.1016/B978-0-08-102480-5.00021-X.

[8] Said Kenai, Waste and supplementary cementitious materials in concrete,
Woodhead, 2018.

[9] E. Mohamed, E. Elgaali, “Sustainable concrete made of construction and
demolition wastes using recycled wastewater in the UAE” Journal of
Advanced Concrete Technology-Japan, 10, 110-125,2012. DOI:10.3151/jac
.10.110

[10] A.Hassan, A. Nabil, H. Abdulrazaq, F. Juma, M. Salem, Developing Design
Criteria for Ultilization of Construction and Demolition Wastes in
Construction Applications, Thesis, Higher Colleges of Technology, 2019.

[11] C. Pellegrino, F. Faleschini, C. Meyer, “Recycled materials in concrete,”
Developments in the Formulation and Reinforcement of Concrete, 19-54,
2019, doi: 10.1016/B978-0-08-102616-8.00002-2.

[12] E. Ledesma, J. Jiménez, J. Ayuso, J. Rodriguez, “Maximum feasible use of
recycled sand from construction and demolition waste for eco-mortar
production - Part-I: Ceramic masonry waste,” Journal of Cleaner Production,
87(1), 692-706, 2015, DOIL: 10.1016/j.jclepro.2014.10.084.

WWwWw.astesj.com

[13] P. Chindaprasirt, T. Cao, Reuse of recycled aggregate in the production of
alkali-activated concrete. Handbook of Alkali-Activated Cements, Mortars
and Concretes, Woodhead, 2015.

[14] M. Malesev,V. Radonjanin, S. Marinkovi¢, “ Recycled concrete as aggregate
for structural concrete production,” Sustainability, 2(5), 1204-1225, 2010
doi: 10.3390/su2051204

[15] C. Tortajada, “Contributions of recycled wastewater to clean water and
sanitation sustainable development goals,” npj Clean Water, 3,22, 2019, doi:
10.1038/s41545-020-0069-3

[16] EN 1008, British Standards, Mixing water for concrete specification for
sampling, testing and assessing the suitability of water, including water
recovered from processes in concrete industry, as mixing water for
concrete. 2002.

[17] ASTM C 94, Standard test specification for ready-mixed concrete, American
Society for Testing and Materials, Philadelphia, 1994

[18] M. J. Hammer Sr., M. J. Hammer Jr., Water and Wastewater Technology,
Prentice Hall, 2003.

[19] A. Sales, F. R. De Souza, "Concrete and mortars recycled with water
treatment sludge construction and demolition rubble," Construction and
building materials, 23, 2326-2370, 2009, doi:10.1016/j.conbuildmat.2008.
.11.001

57


http://www.astesj.com/

www.astesj.com

Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 58-64 (2021)
ﬂo ASTES ASTES)J

ISSN: 2415-6698

Special Issue on Multidisciplinary Sciences and Engineering

Methodology for Calculating Shock Loads on the Human Foot

Valentyn Tsapenko™!, Mykola Tereschenko?, Vadim Shevchenko?, Ruslan Ivanenko?

1Faculty of Instrumentation Engineering, National Technical University of Ukraine Igor Sikorsky Kyiv Polytechnic Institute, Kyiv,

03056, Ukraine

2The Ukrainian Scientific and Forensic Expertise of the Security Service of Ukraine, Kyiv, 03113, Ukraine

ARTICLE INFO

ABSTRACT

Article history:

Received: 24 December, 2020
Accepted: 14 February, 2021
Online: 10 March, 2021

Keywords:

Foot

Musculoskeletal System
Step Cycle

Locomotion
Biomechanical Parameters
Support

Elastic Characteristics
Coefficients of Capacity
Shock Load

The leading place among diseases of the musculoskeletal system is occupied by various feet
deformations. Clinical movement analysis and posturological examination are required to
objectively assess the distribution for load caused by the weight of human body on the feet
and its locomotion effect. In normal conditions, the foot is exposed to elastic deformations.
When analyzing the foot loads, it's necessary to consider shock loads as one of dynamic
load types. The foot is the first to perceive the shock impulse by support reaction, and the
further nature for interaction with the environment directly depends on its functional
capabilities. However, the foot supporting properties haven't been fully researched. The
purpose for this research is to increase the accuracy of estimating the human foot
biomechanical parameters, by assessing the dynamic impact, namely short-term shock
loads by step cycle relevant phases. This goal is solved by developing a method of static-
dynamic load analysis, which allows to estimate dynamic and shock loads on foot and is
reduced to determining the capacity coefficients, dynamic and shock loads. In the course of
studies, conducted in this research, it was found that the maximum contact per unit time
has front section (repulsion phase), then - the rear section (landing phase) and the smallest
- the foot middle section (rolling phase), the greater speed and length step — so the greater
shock loads coefficient, and their peak falls on the front and rear sections. The practical
significance of the obtained results is to improve the existing methods of researching
biomechanical parameters by comprehensively assessing by standing and gait features, foot
step cycle and support properties.

1. Introduction

In recent years, the number of diseases, injuries and
pathologies of the musculoskeletal system (MSS) is growing

The current stage of development for instrument making
actualizes the applied aspect for human locomotions analysis.
Diagnosis of posture wouldn't be complete without measuring and
assessing the state of support-spring foot properties. Clinical
analysis for movement and posturological examination (body
position examination) are required to objectively assess the effect
by foot load distribution on locomotion. In modern biomedical
engineering, a fairly promising area is clinical analysis of motor
activity - the research of various pathologies of gait and main rack,
using biomechanics methods. There is no doubt about the
importance of assessing the functional state by musculoskeletal
system in patients with orthopedic and neurological profile [1].

“Corresponding Author: Valentyn Tsapenko, 37, Prosp.Peremohy, Kyiv, Ukraine,
03056, capenko.valik@ukr.net
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steadily, which significantly affects the quality of life. Analysis of
human gait is subject by many scientific studies. Various diseases
and injuries of supporting organs are often accompanied by serious
functional disorders of musculoskeletal system, decreased muscle
strength and tone, loss of ability to normal movements, which
ultimately leads to disability and subsequent disability [2, 3]. The
foot is structural segment in musculoskeletal system, which
provides it's stomato-motor function, and is integral
morphofunctional object that human motor function depends [2].
By exteroreceptors located on plantar surface, and it collects
information about body mass fluctuations and directs it to the
central nervous system (CNS), which will coordinate postural
stability [4].
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The foot - is the first, most loaded part of musculoskeletal
system, which makes contact with the support, redistributes the
reaction force to the higher segments for musculoskeletal system
and performs an important spring function, provides stability of the
lower limb and adhesion to support surface [5]. There are three
main functions of foot:

e spring - the ability to elastic stratification under the action of
load and restore its shape after removal of the latter;

e balancing - participation in the regulation of posture and
positional activity when standing and walking;

e push (repulsive) - the transfer of acceleration of the total
center of mass (TCM) for all body during locomotion [3].

During life, the functional parameters of foot change to one
degree or another. First of all, they relate to its spring and repulsive
functions. In the case by violations of symmetry for load
distribution on foot, as well as by reducing its elastic
characteristics - reduced damping properties, which leads to
increased shock loads and increased vibration effects on the entire
MSS [6]. Currently, longitudinal and transverse flattening of the
feet, which can be both independent and in combination with other
deformities, is one of the most common orthopedic diseases.
According to the WHO, 75% of people have some pathological
changes in the feet, which the most common is flat feet (changes
in the shape of foot, that is characterized by a decrease in the height
of its transverse and longitudinal arches). This deformity is the
cause of many serious MSS diseases, which often lead to disability
[2, 3].

Analysis of relevant literature sources [6-12] shows the current
state of injuries biomechanics and foot deformities. In particular, a
significant number of scientific publications aimed at researching
the condition by lower extremities of different groups for
population and identifying the relationship between foot deformity
and other structural disorders of MSS were considered.
Researchers note that the problem of early diagnosis of injuries and
diseases for feet is relevant in the choice of prevention methods,
treatment, orthosis and their effectiveness evaluation. Given that
foot bears the main load, the violation of its functions is reflected
in entire musculoskeletal system functioning and can lead, in the
future, to a number of chronic diseases. The research of human foot
in the dynamics (with gradual or sharp variable load on it) is a key
factor in the diagnosis for its functional state, which allows you to
identify abnormalities and determine the necessary set of treatment
measures [6-12]. There are methods for determining the
biomechanical properties for foot soft tissues, based on the
assessment changes in the pressure values applied from the
outside, sufficient to block the arterial vascular bed of tissues,
determined by discoloration for skin surface or disappearance of
arterioles in blood vessels. However, these methods have a number
of limitations, in particular, can't be used in the assessment of gait.
During walking, there are additional short-term shock loads of the
anterior and posterior shock, in the damping of which may involve
various biological media, in particular, in addition to
musculoskeletal, fluid blood-lymphatic media play a significant
role [6]. Also in scientific publications described the types and
variants of gait at various deformations, scoliosis and number of
skeleton congenital deformations. The authors of some
publications point to the imbalance and lack of synchrony in the
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muscles for lower leg and foot, changes in TCM, instability when
walking and rapidly progressing pain in various pathologies [11,
12]. However, among the variety of scientific approaches to
addressing this issue, the research for distribution the foot load
during the full step cycle in dynamics, not fully studied. Known
methods don't allow to diagnose functional changes in the foot that
occur when the load changes, as well as to determine the individual
physiological characteristics of lower extremities, which limits the
use of such methods. In addition, in domestic and foreign literature
not enough attention is paid to quantitative assessment for
parameters of the foot elasticity, while the latter analysis will
improve the MSS accuracy diagnosis.

At overloads of arch supporting systems - functions of foot are
broken, the motor stereotype as a whole is distorted, there are
undesirable redistributions of forces and overloads which are
transferred to other parts of MSS therefore there are pathologies.
In such cases, the foot works not as an elastic-elastic system, but
as an elastic-plastic system, with its inherent residual deformation.
The most common cause of the latter is overload associated with
functional impairment of foot arches, i.e. recompensation of arches
is expressed in a particular injury [6]. Violation for arches
formation to the feet occupies 26.4% of all orthopedic pathology
and up to 81.5% for all deformities of lower extremities in children
[12]. Researches show that in children’s these disorders can be
partially or completely corrected, while in adulthood - these
disorders are extremely difficult to correct, sometimes impossible.
It has also been proven that the absence of physiological arches
and disturbances for ankle axis joint leads to development of
pathological processes in the large joints of lower extremities and
spine, and is often the cause of pain [5, 6]. With foot flat-valgus
deformity, in addition to muscle weakness and ligaments, the
shape and foot bones ratio are disturbed, the reference vector is
displaced laterally (to foot outer edge). This changes the nature of
gait, is the cause of increasing the dynamic load on the entire
musculoskeletal system [2].

Based on this, various foot deformities, in particular flat-
valgus, should be considered as primary link in unstable gait
formation, which affects the violation of MSS, and leads to various
lesions of the latter. The vast majority of modern tool systems are
physical rather than linear, which complicates the search for
solutions on an elementary basis and sometimes makes it
impossible. It’s in this statement that modern instrumental analysis
develops. For linear systems, the minimum change in the initial
state - causes the corresponding changes by its final state.
Otherwise, for nonlinear systems, small differences in the initial
conditions lead to unpredictable changes in final state. For
example, a person undergoing static analysis doesn’t know how
much and how to change their motor behavior during dynamic
analysis [4]. In this regard, morphofunctional diagnosis of the foot
is an essential element in the prevention of MSS number disorders,
and the applied aspect for analysis of human locomotion, in
modern biomedical engineering, is very relevant and promising.

2. Materials and methods
2.1. Formulation of the problem

Clinical analysis of movement and posturological examination
are required to objectively assess the distribution of load caused by
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the weight of human body on feet and its effect on locomotion.
There is baropodometry method, which allows you to objectify the
research of biomechanical parameters of foot, taking into account
the static and dynamic components. This allows for more in-depth
research of locomotions and to detect a certain frequency of
identical or pressure similar images, which don’t fully correspond
to the known metatarsal formula [1-5]. Thus, the research for
biomechanics of the lower extremities in norm and at various
deformations is necessary and very promising in terms of assessing
the state by MSS and forecasting its dynamics.

In order to increase the accuracy for research of biomechanical
parameters of foot, it’s necessary to take into account the influence
of dynamic, namely short-term shock loads caused by body weight
on the corresponding phases by the step cycle.

2.2. The foot impact load calculating method

The article task - to identify the initial stages of injuries and
foot deformations, is solved by developing a method of calculating
the dynamic load taking into account the short-term foot impact.

The foot ability to withstand various loads is due not only to
biomechanical perfection, but also the properties of its constituent
tissues [2]. Normally, due to vaulted structure of the foot and its
spring function, up to 70% of the acceleration is damped and
amortized. In normal development of the musculoskeletal system,
the load is distributed as follows: through the body of the heel talus,
navicular and cuneiform bone, then on the heads of I-IlI
metatarsals, forming an external longitudinal arc (As shown in
Figure 1) [3]. The foot biomechanics and its functions in different
phases of the step cycle are different. Mitigation of the inertial load
during walking and running is carried out by articular ligament
difficult complex, which connects the 26 main foot bones, where
there are 5 longitudinal bones and the transverse arch. The heel,
talus and metatarsal and metatarsal bones form a kind of arch - a
spring that can shrink and straighten under the loads action. Body
weight is normally evenly distributed on the front and back of the
foot. These divisions are connected in a single kinematic chain by
inter-articular ligaments, as well as a strong elastic tendon - plantar
aponeurosis, which, like a spring, returns to normal position spread
out under the load of the foot arch [1-5].

Figure 1: The human foot structure [3]

1 - heel bone; 2 - talus block; 3 - talus; 4 - navicular bone; 5 - medial wedge-shaped
bone; 6 - intermediate wedge-shaped bone; 7 - | metatarsal bone; 8 - proximal
phalanx; 9 - distal (nail) phalanx; 10 - middle phalanx; 11 - hump V of the
metatarsal bone; 12 - cuboid bone; 13 - lateral wedge-shaped bone; 14 — humerus

The gait main functional unit - cycle of the step, that time from
the beginning of limb contact with the support to the next same
contact with the same limb. The normal locomotor cycle consists
of two bipolar and two portable phases. The average step cycle
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time, at normal speed, is close to 1s. The step cycle, for each limb,
consists of three main periods: the support period, the transfer
period and the double support period. Research in the field of
biomechanics has shown that the forces applied during movement
have vertical and horizontal components. Gait is a complex cyclic
movement associated with the repulsion of the body from the
support surface and its movement in space. The efforts made are
dynamic. Characteristic of normal gait is the constant storage of
support on one or two limbs [2].

The basis for any locomotor act is the support interactions, i.e.
short-term contact of a MSS certain link with the support, as a
result of which there are forces capable of changing the motion
center of the body's TCM. Support interactions have all the
physical features for shock loads (short duration, significant
increase in the modulus of force, etc.), so such interactions can be
considered as shock [6].

The algorithm for calculating shock loads is:
e  Step cycle registration;

e Determination of biomechanical parameters for step cycle -
load values, speed, contact areas of support surfaces, half-step
length, etc.;

e Determination for dynamic capacity coefficient of the lower
extremities;

e  Determination of the dynamic load factor;
e  Determination for impact load factor.

2.3. Determination of step cycle biomechanical parameters

During the movement in each step cycle, there are two phases
of double and single support. The moment of time t; of the
maximum vertical pressure Pvmax S called the forward shock. The
time ty;i of the rear shock always coincides with the maximum P max
of longitudinal forces that move the body forward, at this time ty;,
the maxima (Pymax + Pimax) Of the vertical and horizontal forces are
summed. Between the moments of time At=(ty - t;) of the front
and rear shock of the lower extremity there is a damping failure
APi=Py.min, Which corresponds for minimum vertical pressure.
When the overall center of gravity rises higher, the pressure on the
support is directed forward, replaced by the pressure directed
backwards, i.e. the braking is replaced by a push. In healthy people,
the step reference period is tr, = 0,64+0,016 s, the transfer period
typ = 0,360,014 s, the two-support period typ = 0,135+0,010 s. The
duration of support time on the right and left foot usually differs
by +5% and is [2]:

At = (24—29)% 1« (1)
where t - step time.
Given the different pace, these rates are estimated as a
percentage for entire step cycle: the period of rolling through the
foot is equal to [2]:

Aty = (45—51)%:1 (2)
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The period for the lower limb over the support transfer [2]:
Aty = (31—41) %1 3)
Bipolar step period [2]:
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Figure 2: The human foot structure [2]

In fig. 2 [2] presents step cycle graphical representation. Red
indicates the period of support on left lower limb, blue - on the
right, pink indicates the period of double support (two limbs),
black characterizes the contact lack. After analyzing the step
cycle, we can conclude that the period of transfer for one limb is
equal to single support period on the opposite limb [2].

In order to identify the leading limb, we introduce the dynamic
capacity coefficient [2]:

Kg =Pt ®)
where P — foot pressure on the support surface with a single
support (kg/m?),

t — the duration of the support period (s).

In previous researches [2] was determined the dynamic
coefficient g, which is calculated as ratio of force transmitted to
the resistance during locomotion to body weight m:

P

q= (6)
m

The following values for dynamic coefficient are calculated
and determined q:

o for slow walking ¢ <1
o for fast walking ¢ < 1,5

e forrunning ¢ <1,8
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In the first iteration, the dynamic coefficient q will be equal to
one (the beginning of the movement), so the pressure for foot P
will be proportional to the body weight m. Given the latter - the
maximum value of the coefficient for dynamic capacity will be
the longest period of single support. In order to identify the
leading limb, we write the ratio of the coefficients Kgys for the left
and right lower extremities, and obtain [2]:

KdSL tL

KdSR tR (7)

where Kgsiyr — dynamic capacity coefficients for the left and right
lower extremities, respectively.

Twenty-five children aged 3 to 17, with an average body
weight of 45 kg, were selected as the subjects for this research.
The research tool base was a baropodometric platform, measuring
0,4x1,8x0,02 m, (As shown in Figure 3) with appropriate
software.

Figure 3: Digital baropodometric platform [3]

The main technical characteristics of the system are given in
the table 1 [3].

Table 1: Biometric system technical parameters

Parameters
Measurement error +5%
Scan type Matrix
Resolution, dpi X, ¥=9,6 z=16

Pressure on a point, kg/m? | max 150-10*
Measurement  frequency, | .
staff/s

High-resistance
with active matrix
Number of sensorson 1 m? | 400

Sensor dimensions, m 0,025

AC input: 100-240V - 1A,
50-60Hz, DC output: 12V —

sensor
Sensor type

Power supply

2,6A
Compatibility WIth | \indows 10-64 bit
operating systems
Interface USB 3,0
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The method of baropodometry was used in the research. The
platform consists of 4 active modules, measuring 0.4x0.4 m and 4
passive. 6400 sensors are installed in each active module (the total
number of sensors on the platform is 25600) [1]. The platform
works in two modes: static and dynamic.

Baropodometry of static position determines the distribution
of load zones, outlines the perimeter of the support polygon, fixes
the centers for foot position and the projection of TCM and its
displacement, calculates the percentage of support surface and
pressure force, including limb overload or pelvic rotation. Static
analysis is considered as a geometric model that relates basic
biomechanical parameters, correlating with the information
obtained from the morphology of the sole (podocontourmetry),
and with the reflection for foot pressure obtained in the dynamic
analysis. Quantitative values of pressure imprints, detected after
the research and presented in the section of static analysis, allow
you to notice any possible asymmetry or deviation from the
physiological state. The most important of these are divided into
"load values™ (correlated mainly with pressure information) and
"offset values™ (correlated mainly with spatial information) - they
are interrelated [6].

Baropodometry in the dynamics shows how the pressure is
distributed during the rolling to each foot. The point of landing,
contact and shock normally have a clear sequence, speed and
strength. The graphical representation of the movement can
clearly track the stability of the joints, lateral or medial deviations
of movement. In the process of analysis, cycles of steps with time
characteristics of mono-support and double support are recorded.
Elongation of the foot with dynamic support, its expansion in the
anterior part during movement are determined. The full step cycle
is analyzed for three prints, and a half-step for two. Having a
complete step cycle is always a more informative parameter than
single prints. When walking, there can also be a supporting mid-
foot polygon (As shown in Figure 4), i.e. the moment at which the
body transfers the load from one limb to another during the double
support. This parameter is crucial in the kinematic reconstruction
of stability disorders, which can be caused by incorrect contact,
because it allows to detect the interaction of possible stability
disorders [4].

Figure 4: Supporting mid-foot polygon [4]

The research of the load distribution on foot plantar surface.
According to formula above, determine the dynamic capacity
coefficient q (6). After the corresponding calculations it was
obtained: for 40% of the group the left lower extremity has the
maximum period of support, in the rest of the group - the right.
Further calculations were performed for a larger group, i.e. on the
left support.
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3. Results and discussions

In order to analyze the distribution of dynamic load on the
support surface, let’s introduce the coefficient of dynamic load Kq

[2]:

Kdl = P| 'Si 1 )]

where P; — the value of the load on the i-th characteristic of the
cycle for foot step (the period of push, roll and landing), kg/m?;

Si - characteristics area, m?;
ti - duration of the characteristic, s.

Impact is a load that is applied in a very short period of time.
For example, the shock load occurs when one body falls on another
or when the pressure between the bodies in question changes
rapidly. It should be borne in mind that if considered a body with
a certain mass m, such as a weight of 20 kg, the weight of the
weight will not change before, after or at the time of fall. This
statement is true only when it comes to gravitational mass, but a
thorough world research of the phenomena shows that any body
also has an inert mass. Researches show that the inertial mass is
equal to the gravitational mass, and when it comes to shock loads,
they are created not by gravitational but by inert mass. From the
general course of physics, the term "load" is not used, but the
concept of "force" is used. In this case, all forces can be divided
into external and internal. In the course of theoretical mechanics,
the theory of resistance of materials, the theory of elasticity, the
theory of strength, etc. external forces acting on a particular
structure are considered as loads, and internal forces - as stress. It’s
assumed that the sum of external forces is equal to the sum of
internal forces, this ultimately allows you to make an equilibrium
equation for the selected system [2, 6]. In this research considered
the human body with mass m, as a concentrated load Q, which
according to Newton's second law is calculated:

Qi=m-g )

where m — body weight, kg;
g — acceleration of gravity.

Due to the support interaction of body weight with foot, in the
latter there are certain ratios of elastic forces - the internal force
field, which counteracts the occurrence of plastic deformations by
support caused for body weight. If the support conditions change
(for example, when changing posture), then the configuration for
the force field of elastic forces in the considered system changes
accordingly. In this case, if a person doesn’t move, i.e. the speed
of its movement relative to the considered frame of reference is
“0”, then his body still creates a load - static. Here, a human foot
is considered as a support that acts with force equal in value to the
reference force of the human body F (load caused by the mass of
the body applied to the support) and opposite in direction, such a
force is called the support reaction Rq. When Ry=F — the system is
in equilibrium. After the start of motion with a certain acceleration
a there is a vertical force of inertia directed opposite to the
acceleration. Accordingly, if the inertia force is directed
downwards, the load caused by the body mass on the resistance
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increases, because under the influence of acceleration, the static
load Qs is replaced by dynamic Q:

Q, =Q, = (10)
g

Relation a/g is a measure of mechanical overload, which
determines the change in physical condition of the body. If the load
is applied instantly - the reference force will be the maximum
value, because the body is mass m, at a certain point in time t will
reach a fairly high speed v, therefore, the calculations must take
into account the gravitational, inert mass of the body and the inert
mass of the system (body + support). Therefore, when we consider
the types of loads on the human foot, it is necessary to consider
shock loads as one of dynamic loads types, which differ from static
ones in that the maximum stresses should take into account the
forces of inertia.

If we consider the body of person with mass m as a physical
body that creates a load, and his foot - as a body that receives this
load with the occurrence of certain stresses, then the interaction of
the body with the foot - the speed of gravity of both bodies,
according to accepted frame of reference, do not change. This
allows us to consider the loads and stresses caused by them as those
that are due only to the gravitational interaction. The foot as a
supporting structure is the first to perceive the shock pulse p of the
reference reaction, and the further nature of the interaction with the
environment directly depends on its functional capabilities.

p=m-v (11)

where v — speed of movement n-th phase of the step cycle, m/s.

In this research, we consider a rectilinear (translational)
motion, i.e. one for the description of which it's sufficient to
consider the movement for only one material point, which in this
case coincides with the body gravity center. The method of
calculating the coefficient of dynamic load on the foot (8) is
described above. We introduce the coefficient K, which takes into
account the total area of foot support S and the time of its contact t
with the surface:

Ky =S-t (12)

The coefficient value Kg will be maximum at the maximum
area of foot support, taking into account the period of support. The
total amount of foot support reactions Rq, which create shock loads
will be equal to the value of effective impact force Qs body
weight. Based on this, it’s fair to say:

P:Qshl = Rd (13)

where P= 2 'P; — total value of the foot load.

And from equation (12) we obtain the coefficient Ky shock
load for a certain phase for step cycle, which can be written as:

Ko = Kg - Ry (14)
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Under normal conditions, the foot is exposed to elastic
deformations, i.e. it can be considered as an elastic system with
one degree of freedom. Then, theoretically, if known the time t
during which the pulse will be transmitted from one body to
another, the impact force can be calculated by the formula:

_P
Qui = " (15)

However, in practice it's very difficult to determine the pulse
transmission time, because it depends on many different factors
and can vary from microseconds to seconds. Therefore, to
accurately determine the value of time, and hence the impact force
is quite difficult.

To solve this problem, accept the following assumptions:

e in this research, it will consider the foot as an elastic system
with one freedom degree. That is, we believe that all the
deformities of the foot will be in the area of elastic, restored
later.

o deformations of the considered element for design from
loadings extend on all length of an element, obey Hooke's law
and are proportional to deformations arising at static
application of loading from the same body and in the same
place.

e the proportionality of dynamic and static deformations is
determined by dynamic coefficient q (6).

Given this, formula (14) will look like:

Qu =q-$ (16)

Taking into account expression (6) and carrying out the
transformation, formula (16) is written as follows:

(17)

P-v
Qq :T

where P - the total value of the load on the foot.

Given expression (13), it can be write the formula for
calculating the coefficient of shock loads as:

Ky =S-P-v (18)

Researched for the coefficient of shock loads for above group
of subjects. The calculation was performed by left support.
Together with the calculation for this coefficient determined the
length of the half-step I. Figure 5 shows a graph of the coefficient
of foot impact loads Ksn on the length of the half-step I.

The half-step I calculated as the distance from the center of heel
in the first phase of the step cycle to the center of heel to the same
foot in the next phase, m. The graph shows that the maximum value
of shock loads coefficient (0,584) corresponds to the maximum
value of the half-step length (0,7 m), and therefore we can conclude
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that the greater for half-step length - than the greater the coefficient
of foot shock loads.

0,8
0,7

= 0,6

0,5
0,4

0,3 /
0,2

0,1
0

Half-step length

0 0,2 0,4 0,6 0,8
Coefficient of foot shock loads (Kshi)

Figure 5: Graph for dependence of the coefficient of foot shock loads from the
half-step length

4. Conclusions

The problem of early diagnosis for injuries and deformities the
feet is relevant when choosing prevention methods, treatment,
orthosis and evaluation for their effectiveness. An important
design feature of the foot is its vaulted structure, which provides
spring, balancing and repulsive functions. The foot, under normal
conditions, is exposed to elastic deformations, i.e. it can be
considered as an elastic system with one degree of freedom. It
should be emphasized that the human musculoskeletal system is
quite complex, but the foot as a supporting structure and part of
this system is first to perceive the shock impulse of the support
reaction, and its functionality directly affects the further nature for
interaction with the environment. The supporting foot properties
haven't been fully researched - to increase the accuracy of their
evaluation methods, it’s necessary to take into account the
dynamic influence, namely short-term shock loads, on the step
cycle relevant phases.

Proposed new method of analysis for stato-dynamic load,
which allows to estimate dynamic and shock foot loads and is
reduced to the determination for corresponding coefficients. It's
established that the maximum contact per unit time has front part
(repulsion phase), then the rear part (landing phase) and the
smallest - the middle foot part (rolling phase), the greater the speed
and stride length, the greater the coefficient of shock loads, and
their peak on the anterior and posterior departments, therefore,
these areas need special attention when choosing methods of
prevention, treatment and orthosis.

The practical significance for obtained results is to improve the
existing methods of researching foot biomechanical parameters, by
comprehensively assessing the features of standing and walking,
step cycle and support properties. Considered method of
researching the functional properties for lower extremities, and in
the future, will be consistently improved and expand the range of
its application. In particular, in order to assess the dynamic stresses
arising in the feet caused by shock loads, additional researchies
will be conducted using the measurement by force plate, which
will increase the effectiveness of prevention, treatment and
orthosis of MSS segments.
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The behavior of rivers’ hydrology and flow under changing climate has been an objective
of interest for long time. In this study the impacts of climate change on streamflow of the
Arkansas River will be investigated. The paper is an extension of work originally presented
in ASET conference in Dubai. The Arkansas River is a crucial element in the economy of
the Colorado state in the USA. It is a vital transportation channel and main source of water
for irrigated agriculture. In order to understand the direction and magnitude of climate
change, the changes in the monthly flow regimes of the Arkansas River were projected using
two future climate scenarios. The projections extend over 100 years (2000 — 2100). The
projections were carried out in the period from April to September because this is the period
of the river’s significant runoff. For better presentation the monthly flows were aggregated
and presented on decadal time scale. Project stream flow is simulated using a neural
network that was developed to autonomously model the relationship between different flow
levels and the resultant changes in temperature and precipitation. In general, the
projections depict a rise in the magnitude of the flow in the river. In general the increases
concurred with the patterns of temperature and precipitation projected for the region.
Noticeably, the high temperatures cause the precipitation to melt earlier shifting the peak
flow to April instead of June. Statistical analysis show that in the future the current levels
of flow would be surpassed more frequently. The probability of exceedance fluctuates
between from month to month — reaching its peak in April-July; before retreating to a very
low level in August and becoming almost negligible in September. Overall, the results
reveal profound implications for regional water resource planning and management.

1. Introduction

reported that spring and early summer temperatures are expected
to increase while the quantity of snowpack in spring is expected to

The Arkansas River is a crucial element in the economy of the
state of Colorado, in the western United States. It is a vital
transportation channel and main source of water for irrigated
agriculture. Water sources for the river mainly from snowmelt.

Snow melt is a critical component of the water cycle in the
American West, providing the region with at least 50% of its
annual runoff, and up to 80% in some years. Concerns are growing
regarding the impacts the altered climate might have on snowpack
and the region’s water cycle overall. A few studies projected the
region to have profound changes in minimum winter temperatures,
summer average temperatures, snowfall, snow-melt, and growing
season rainfall quantities [1]-[5]. Several other studies have

*Corresponding Author: Elgaali, P.O. Box: 15825, Dubai, UAE, 971 552493085,
eelgaali@hct.ac.ae

WWwWw.astesj.com
https://dx.doi.org/10.25046/aj060209

decrease [6]-[8]. There are other several earlier studies of
snowmelt dominated systems show similar seasonal shifts in
snowmelt runoff as a result of warmer temperatures and a shorter
snow accumulation period [8]-[11].

If the changes in climate take place as projected, it is expected
to have profound impacts on the hydrology of the Arkansas River
and hence the economy of the region. Many studies, using
historical data analyses, have explored the impacts of climate
change on water in this region where water is already under stress
[12]-[19]. The outcome of these studies reported that, even
though, the direction and magnitude of change in climate is well
documented (increase in temperature) but there is no consensus on
the direction and magnitude of the impacts on the region. And this
attributed to uncertainty regarding the changes in precipitation’s
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patterns under warmer climate. But, precipitation is the main
driving factor of the changes in streamflow. Almost all of the
studies conducted in this region, have reported that snow is
expected to melt early shifting the peak runoff and the growing
season to take place earlier. But none of them reported increases in
streamflow. However, the changes in precipitation regimes are
expected to cause the snowpack to decrease and/or to melt (shift)
earlier. Therefore, streamflow is expected to decrease and the peak
emanates earlier shifting the growing season towards winter
season [6], [13], [16]. Some studies on the region, projected a
reduction in streamflow up to 30% below the historical recorded
flow [18]. More recent studies using data sets extracted from
GCMs support this result projecting a reduction in streamflow
ranges between 10 — 30% by the end of the 21st century [6], [13]-
[14]. The only increase in streamflow resulted from increase in
precipitation was reported by Groisman and others [20].

It is noticeable, from the outcome of all these studies that there
is no consensus on the magnitude and direction of the change in
the precipitation and hence the river flow under the changing
climatic conditions. This may be attributed to the nature of the
climate and hydrologic models used (coarse spatial and temporal
resolution). The coarse resolution bounds the general circulation
models (GCMs) to reproduce a similarly complex spatial
environment that simulates the actual precipitation. Besides, the
discrepancies in the precipitation projections are larger than the
ones in the temperature projections [21]-[23].

Scale is crucial for climate and hydrologic modeling. It is
reported that the signal of climate change on monthly patterns of
runoff is stronger than the annual ones [23], [24]. Projections at
finer scales is necessary to better evaluate the impacts the changing
climate might have on the hydrology in the region [25]. Therefore,
in this research, streamflow is linked to climate change scenarios
on a monthly scale and aggregated to annual and decadal scale.

Series of climate parameters (scenarios) have been projected to
simulate the changes in climate in the future. Most of these
scenarios were developed assuming equilibrium (change in
climate caused by jumps in CO2 levels in the atmosphere
sometime in the future). In fact, climate is expected to have linear
trend of change (transient) following the linear trend of CO2 on
the earth [26], [27]. Even though, transient scenarios have not been
widely used in studies of climate change. As such, it is necessary
to explore their impact, as:

* Transient studies provide deeper insight on trends in climatic
change and annual variability;

* Transient projections can indicate the potential rate of change,
which is crucial in determining how to respond and adapt to that
change, and;

* Transient simulations may give a more accurate picture of the
likelihood of when certain critical thresholds will be crossed [27].

This research aims to demonstrate how transient scenarios are
better able to evaluate the implications the changing climate might
have on river flow at scale. These findings can be particularly
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useful in supporting or facilitating more informed and higher
quality decision-making for water planning and management.

2. Description of the Study Area

The subject of this study is the Arkansas River Basin in
Colorado which is enclosed by the Rocky Mountains to the west
and Kansas to the east and expanding towards New Mexico and
Oklahoma to the south. (Figure 1), the surface area of the basin is
approximately 72,742 km2 (28,415 square miles) and accounts for
about 27% of the land area of the state of Colorado. The river’s
headwaters can be found at over 3,050m (10,000 feet) above sea
level, in the vicinity of Leadville, CO. From there, its elevation
drops rapidly as the river flows out of the mountains near Pueblo,
CO and continues eastward towards the border with Kansas
border, near the town of Holly, where the elevation drops to
roughly 1,036 m (3,400 feet).

The basin sees a wide range of temperatures and precipitation
due to variations in topography. The temperature can see average
annual lows of about 2°C at the basin’s highest point in the
mountains and can reach average highs of about 12°C in the lower
valley. Seasonal variations are also significant, illustrated by the.
the average frost free season (0°C) ranging from a low of 85 days
at Leadville to a high of 167 days at Canon City.

BENT PROWERS
\|

A Snow courses
@ Cities
Arkansas River As
Reservoirs AB
Irrigated fields 2683
[_]Studyarea
River basin

N
w*ig 100 ] 100

Figure 1: Features of the study area in the Arkansas River Basin, Colorado

John Martin Reservoir

200 Kilometers

Precipitation also demonstrates significant variability
throughout the year, ranging from 229-305 mm annually in the
middle and eastern parts of the basin, to 406-508 mm in the center
and east, to a range of 406-508 mm in the west, and as much as
1143 mm at the highest elevations in the mountains. At these
heights, much of the precipitation manifests as snow, the runoff of
which accounts for the bulk of the region’s annual water supply.
Consequently, the size of the water supply is dependent on the
volume of winter snowpack and can shift from year to year.
However, in general, on average, over 60% of the annual runoff
takes place in late spring and mid-summer between April and July,
with a further 20% occurring in later summer and early autumn
between August and October [28].

3. Data

The underlying data for this study is in two parts: (1) historical
climate scenarios and (2) future climate scenarios. It was sourced
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from the Vegetation-Ecosystem Modeling and Analysis Project
(VEMAP) [29] which collected extensive climate data for the
contiguous United States and includes historical data dating back
to 1895 and up to 1993, supplemented by projections from two
GCM-based scenario models covering the period from 1994-2099.

The historical scenarios were based on data records of varying
length from 1,200 stations for the 105-year period between 1895
to 2000 as well as shorter records from approx. 6,000 to 8,000
stations for the 50-year period between 1951 to 2000. Both GCM
models, the HAD model and the CCC model, further output
climate scenarios with the underlying assumption that carbon
dioxide concentrations are progressively increasing at a rate of 1%
every year (transient). The VEMAP divided the continental US
into a grid with 0.5° x 0.5° cells and used these to generate
scenarios that would demonstrate the impact of factors such as
topography and local ecosystems on climate [29]. The project
sponsor, the National Center for Atmospheric Research (NCAR),

As shown in Figure 1, climate data (precipitation &
temperature) was collected from five snow courses (grid cells) in
the Rocky Mountains a sample which represent overall runoff in
the region. Each individual cell contains a minimum of one course
upon which runoff forecasts were based. Since the accuracy of the
model’s simulations depends heavily on the accuracy of the input
data as well as the temporal and spatial scale, the selected snow
courses were vetted to ensure accurate and reliable records that
reflect the natural runoff and correlated highly snowmelt levels
across the entirety of the region [28]. The selected courses, as well
as their grid cell number are listed in the adjacent table below
(Table 1).

200

-
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used a downscaling technique, spatial interpolation to
topographically adjust both the historical and projected climate 80
data to fit the small grid cells. The downscaling process took into 40 1
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Figure 2 shows adjusted projections (downscaled) from both 1 2 3 4 5 6 7 8 9 10 11 12
models as well as the mean +/- 1 standard deviation for each Month
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Precipitation Figure 3: Seasonal Cycle of the Arkansas River at Pueblo
20 Table 1: Characteristics of Snow Courses
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ccc HAD Historical two General Circulation Models (GCM). Namely, the Hadley

Figure 2: Historical and the future scenarios of Precipitation and Temperature

The historical data, sourced from the U.S. Geological Survey
(USGS) [30], captures flow levels for the Arkansas River near
Pueblo, on a monthly basis between 1900 and 2000. Figure 3
shows the average monthly distribution of the river flow with data
collected over 30 years.
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Centre for Climate Prediction and Research (HAD) and the
Canadian Climate Centre (CCC). The data from these two GCMs
is of transient nature (gradual change) and high spatial and
temporal resolution. To account for spatial variability, the climate
data was scaled-down and then used to quantify the impacts the
climate change might have on the monthly flows of the river
(Arkansas River). The paper focused to explore the changes in
streamflow during the period of April-September, because this is
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the growing season in the region, and the time during which the
effective runoff is usually generated. The monthly flow in the river
was simulated using artificial neural network (ANN). The neural
network models have been proved to be capable to transform
minimum number of inputs into an output [31] - [33]. The neural
network model was used for the minimum number of the input data
sets it requires. The model was calibrated and validated using 100-
years of historical data records. To account for the extrapolation,
the historical data was reinforced by extreme events that supposed
to resemble the climate conditions under global warming. The
ANN model was then used to simulate the river flow under global
warming conditions. The output (simulations) from both models
(GCM and ANN) are compared to historical records (baseline) to
estimate the quantity and extent of the change.

4.1. Modeling Streamflow

The model developed can be described as feedforward artificial
neural network (ANN). It is three-layer network; in the middle
layer there is a function that map the relationship between the
inputs in the first layer (precipitation (PPTa) and temperature (T))
and the outputs in the last layer (streamflow (Qr). The ANN is well
formulated in the following form:

(1) = f(PPTa, T) (1

Here, Qr represents the average monthly streamflow whereas
PPTa represents precipitation (accumulated from October of the
preceding year, up to each individual month of the year after). To
illustrate, the value of PPTa in April would be equal to the
cumulative levels of snowpack between October and April. The
variable T, meanwhile, represents the average temperature
(calculated between April and each individual month in the
model). Again, to illustrate, the value of T for May is equal to the
average temperature between and April and May. For the month of
April itself, we substituted the average March temperature.
Accumulating precipitation and temperature was found to contain
stronger signals of climate variability. The input data to the ANN
was normalized to fall in the range (-1, 1). Normalization is
required to remove geometrical biases and equally distribute
importance of each input.

4.2. Model Testing and Validation

Data records of 100 years (1900 -2000) were used in training,
validating, and testing the neural network. Sixty years of data
records 1(900-1960) were used for model’s training, 14 years
(1961-1975) were used for validation, and 24 years (1976-2000)
were used for testing.

The developed neural network was found favorably capable to
simulate the river flow (output) when the precipitation and
temperature were used as inputs. The parameters shown in Table
2 summarize the wvalidity of the model. The correlation
coefficient (R) is usually used to show the degree of connection
between two variables. The values of R range from zero as
minimal to one as optimal (0, 1). The Root Mean Square Error
(RMSE) is used to determine the magnitude of departure (residual
variance) of simulated values from measured ones; the zero value
indicates the least magnitude of departure (optimal value).
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However, the values of the presented parameters (R and
RMSE) document the high correlation between the measured and
predicted values and hence the validity of the developed model.

Table 2: Summary of the Model Validation and Testing

Month Training Testing
R RMSE R RMSE

April 0.634 0.17 0.562 0.24
May 0.790 0.10 0.770 0.18
June 0.863 0.11 0.847 0.15
July 0.899 0.06 0.740 0.13
August 0.852 0.06 0.781 0.12
September 0.904 0.07 0.769 0.17

5. Results and Discussion

5.1. Climatic changes

To determine the directionality of the climate change in the
region, the main features of the climate scenarios generated from
the two GCMs are presented. For better presentation the climate
scenarios were aggregated into decadal monthly mean.

Fig. 4 shows the changes in the average monthly temperatures
under the two scenarios (HAD and the CCC). The GCMs predicted
slight increase in temperature (the region is projected to be
warmer). There is a very clear gradual increase in temperature. The
change in temperatures during the winter (Dec — Feb) is predicted
to be comparatively higher than in the summer (June — August).
The changes in temperature look high when compared to the very
low historical series of temperatures in winter.

During the focus period (April-September) the temperature
average is predicted to increase by 5°C in the 2090s, with a growth
rate of 0.45°C every decade. Generally, the 2090s is predicted to
be the warmest decade. The figure shows that the CCC scenario
predicted higher temperatures in the region compared to the HAD
scenario. However, the temperature projections, generated by both
scenarios, are similar in trend of change.

Fig. 5 shows the changes in monthly precipitation in decades.
It is shown that the HAD scenario predicted large and sudden
changes in the average monthly precipitation. Despite the
variation, the figure shows a clear pattern in the decadal mean. The
figure shows an increase in the decadal mean from the 2010s to
2030s. The increase was gradual at a rate of 1.4% per decade. The
2040s and 2050s noticeably experienced a drop in the decadal
mean. The drop was gradual and rapid at a rate of 1.4% per decade.
Then a gradual increase took place again. There was rapid and
gradual increase in the decadal mean from 2060s to the 2090s with
a growth rate of 2.2% every decade. The projected drop in
precipitation could be attributed to changes in natural, large-scale
features of the climate: the El Nifio Southern Oscillation (ENSO),
El Nifio, and La Nifa [20]-[24].

In general, under the HAD scenario, the increase of the
precipitation above the historical base line is expected to be of
magnitude of 36% in the spring and of 25% in the summer. On the
other hand, it is shown that the CCC scenario predicts a drier
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climate for the region. The projections of the CCC show no clear
departure from the historical levels except for the 2080s where a
the region was projected to have significant increase (9% above
the baseline). Worth to mention, the driest climate is expected
during the 2040s with a departure of 7%, below the historical
levels, in April, 4% in August, and 47% in October. However, the
CCC tends to project precipitation patterns with no clear trend and
less variability compared to the HAD. Generally, the two
scenarios, show poor similarity in the trend and the extent of
change in the precipitation projections.

5.2. Impacts on Streamflow

Figure 6 shows the projections of streamflow. The projections
are compared to the historical flow distribution. In spring season,
under the HAD scenario, driven by the projected increases in
precipitation shown in Figure 5, the results show a large increases
in future monthly streamflow. Compared to historical records, the
average monthly streamflow increased by 87% for the 2030s and
2050s. The increase jumped to an average of 200% for the 2070s,
2080s, and 2090s. In summer, the increases are projected to be less
ranging from 39% for the 2030s to 74% for 2090s. In the fall,
dampened by the increase in temperature, the increase in
streamflow dropped to 5% in 2030s and to 15 % in 2090s. In
general the results show that the largest departures (increases) in
flow occur in late spring (April) through early summer (June). This
is attributed to the early melting of snow in the mountains. The
combined effect of high temperatures and increase in winter snow
leads to early snowmelt. However, as a result of change in climate,
the peak flow is expected to occur in April rather than June.

The CCC scenario projects a drier climate than the HAD one.
Driven by the projected decreases in precipitation shown in Figure
5, the results show that, for 2030s and 2050s, the future monthly
streamflow experiences a very slight decrease (5%) in the summer
and negligible change in the spring and the fall. For the 2070s and
2090s, the results show a considerable increase (65%) in the spring
and negligible change in the fall. The fluctuations (decreases and
increases) in projections of the streamflow are attributed to the
annual and decadal variability in the projected changes in climate.
The results presented here is widely supported by other several
earlier studies conducted on the region [7], [9], [13]-[15].

Figure 7 shows the frequency analysis results of the monthly flow
during the focus period (April — September). The results are
presented in terms of flow duration curves (FDC). In general,
FDC are used to depict the percentage of time the flow in the
future exceeds the current levels of flow (historical). Under the
CCC scenario the percent of exceedance is almost nil for all
months. Under the HAD scenario the percent of exceedance is
high for all months (April — September). The flow duration curve
falls above the historical (baseline) curve, indicating that the river
flow in the future exceeds the current flow value (historical). The
probability of exceedance differs from month to month; it is
relatively high in the months of April to July and low in August.
In September the probability of exceedance almost nil because the
two flow curves (historical and future) look similar and almost
coincide. The variability in the projected flow is greater in April-
July, indicated by the steep flow curves, and stable in August and
September inferred by the gentle flow curves.
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Figure 6: Historical and projected streamflow of the Arkansas River
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This study investigated the influence of different climate
phenomenon, caused by climate change, on the flow levels of the
Arkansas River in USA. In order to carry out the study, time series
of climate data in the future (scenarios) were extracted from two
GCMs (CCC and HAD), and then plugged in a hydrologic model
(ANN) to generate time series of flow. While the scenarios,
produced by both models, agreed that the temperatures were likely
to increase, they differed on the directionality of the change in
terms of precipitation levels.

However, under the HAD-generated scenario, there is
expected to be a relative increase in precipitation, resulting in
increased wetness, while the CCC-generated scenario is
comparatively dry and demonstrates higher variability. This
variability can be attributed to annual, as well as decadal, shifts in
expected climatic changes.

The results of this investigation suggest that, under the range
of climate conditions studied, river flow processes are strong
indicators of how climate change is impacting temperature and
precipitation levels in the region. The HAD scenario in particular
suggests that present flow levels are likely to be regularly
exceeded in the future, especially during the peak April-July
period. It further suggests that any increase in springtime flow is
likely to be sizeable enough to compensate for attendant decreases
in summertime flow and they further demonstrate that the
historical peak flow, which used to begin in June has shifted to
begin in April, extending the period of high flow levels. These
results also align well with the results of other studies that explore
the expected environmental effects of rising temperatures on local
ecosystems in the western parts of the US [12]-[15].

The Arkansas River Basin can be considered one of the most

vulnerable regions in the country when it comes to climate change.

If, moving forward, precipitation levels match the projections, in
terms of both magnitude and timing, they can be expected to have
a significant impact that pose challenge to the water planners and
managers in the region.
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The literature shows a growing interest in taking into account human and organizational

factors (HOFs) to achieve safe and successful human performance by reducing the risk of

errors. In this sense, the concept of maturity models aims to help companies in the
integration of these factors by assessing the current level of maturity and define future areas

for improvement. The HOFs maturity model shown in this article is based on the five main
factors that can impact human performance and safety positively. The measurement

methodology consists in applying the Fuzzy Analytic Hierarchy Process (FAHP) method to
calculate the weighting of the elements of the model since they do not have the same
importance. Next, the Fuzzy Comprehensive Evaluation Method (FCEM) is used to
determine the maturity level in terms of HOFs among the five proposed by performing an
assessment of the sub-factors using a questionnaire. The purpose of using fuzzy logic is to
deal with vagueness and uncertainty of the human reasoning . The proposed model and
methodologies are implemented to bring out the current situation of a Moroccan mining
organization and identify the elements that require more effort to reach the next level of

Fuzzy Logic matrity,

1. Introduction

High risk organizations are increasingly aware of the
importance of human and organizational factors and their impact
on health and safety on work. The integration of these factors
allows companies to achieve safe and successful human
performance, by understanding the interactions between humans
and other elements of complex systems in order to predict and
reduce accidents and incidents.

There are several approaches bringing together the elements
that contributed to major accidents in the past, from the
implementation of the Seveso I and II Directives to the integration
of the Human and Organizational Factors. However, it is difficult
for the company to choose the right approach and to know which
specific areas of HOFs need to be prioritized. Therefore, the
frequently asked questions are : Where are we and where do we
want to be ?. These questions are used to define the current state
of the company and the desired objective.

The maturity model concept has been developed to answer
these questions, by assisting companies in the maturity assessment

"Corresponding Author: Yousra Karim, yousrakarim@research.emi.ac.ma
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process and identifying the required areas for improvement. The
HOFs maturity model describes the main characteristics allowing
a safe human contribution and optimizing the overall performance
of the system, it enables the company to determine the maturity in
terms of HOFs among a set of suggested levels.

This paper is an extension of work originally presented in
“2020 IEEE 6th International Conference on Optimization and
Applications” [1], in which a new HOFs maturity model is
described. The model is made up of the five crucial factors related
to HOF's and proposed five maturity levels that reflect the degree
of consideration and integration of these factors through planned
procedures.

The difference between the conference paper [1] and this
article is the inclusion of fuzzy logic in the weighting calculation
phase, by using the Fuzzy AHP method instead of the Analytic
Hierarchy Process (AHP) to take into consideration the
imprecision and vagueness of human judgements , when assessing
the relative importance of the hierarchy elements in order to
perform the comparison matrices . Therefore, the proposed
methodology consists in combining the FAHP method to
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determine the weights and the FCEM to assess the HOFs maturity
level.

The proposed maturity model is implemented in a Moroccan
organization operating in the mining industry to bring out the
current situation by measuring its own HOFs maturity level, then
define future targets and establish an action plan including the
elements to improve.

The next sections are structured as follows: The section
“Literature Review” describes the frequently cited models. In
section “ HOFs Maturity Model” the elements and levels of the
model are presented. While section “Methodology” explains the
FAHP and FCEM used. A numeric application is given in “Case
Study” section, before the “Conclusion”.

2. Literature Review

Research indicates a significant growth in the use of maturity
models for safety culture assessment and the integration of human
and organizational factors, particularly in high-risk areas such as
construction and the oil and gas industry. A maturity model
describes the key or essential elements that should characterize an
organization at a particular maturity level either in relation to
safety culture or to HOFs.

The use of maturity models as an assessment tool can be
attributed to two main sources, namely, the “Quality Management
Maturity Grid (QMMG)” and Westrum’s “Typology of
Organisations". The QMMG was suggested in 1979, it identified
the five stages that an organization goes through to achieve the
maximum quality level in all aspects of quality management these
are: uncertainty, awakening, enlightenment, wisdom and certainty

[2].

Typology of organisational cultures was proposed in 1993.
Table 1 describes the characteristics of the three organisational
types suggested. To allow a meticulous classification, while
increasing employees’ accessibility by including familiar terms,
the typology was extended to these five levels : Pathological,
Reactive, Calculative, Proactive and Generative [3].

Table 1: Westrum’s Typology of Organisations

Typology of Characteristics
organisation

Pathological

Information is hidden, messengers are “shot”,
responsibilities are shirked, bridging is
discouraged, failure is covered up, new ideas
are actively crushed.

Information may be ignored, messengers are
tolerated, responsibility is compartmentalized,
bridging is allowed but neglected, organisation
is just and merciful, new ideas create problems.
Information is actively sought, messengers are
trained, responsibilities are shared, bridging is
rewarded, failure causes inquiry, new ideas are
welcomed.

Bureaucratic

Generative

In [4], the author used this concept of maturity to create a
model named "safety culture maturity model (SCCM)" to help oil
companies in the United Kingdom to assess culture maturity level
and the actions needed to improve it. The five stages of the SCCM
are shown in Figure 1.
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Level §
Continually improving

Level 4
Co-operating

| EJ

Level 1
Emerging

Figure 1: Safety Culture Maturity Model

Based on the SCCM and a thorough literature review of
existing models, the author developed in [5] the “Cultural Maturity
Model (CMM)” for companies that have an adequate safety
management system and wish to evaluate and improve it. Table 2
summarizes the ten elements of the CMM selected to measure key
characteristics related to a positive safety culture, and the five
developmental stages suggested.

Table 2: Cultural Maturity Model Elements and Stages

Five stages Ten elements to measure safety

culture
1.  Documenting 1. Visibility of management
2. Controlling commitment
3. Engaging 2. Supervisor visible
4. Participating commitment
5. Institutionalising 3. Production pressures
4. Organizational learning
5. Job and safety
communication
6. Human and physical
resources

Rules and procedures
Trust levels

Training

0. Workforce involvement

= o ®

In [6, 7], the author proposed a maturity model, based on the
extended Westrum’s typology, to describe the evolution of safety
culture from the disease stage to a generative end stage. Figure 2
shows the development stages of the model.

From the previous model, a framework was developed to
determine the stages of maturity of an organization's safety culture
by conducting in-depth interviews with 26 senior oil industry
executives working in various multinational and contracting
companies [8,9]. It contains 11 tangible or concrete elements
related to the safety management system, and 7 less tangible or
abstract elements involving perceptions of the workforce. The
eighteen elements are divided as follows:

Tangible or concrete elements: 1. Benchmarking, Trends &
Statistics; 2. Audits & Reviews; 3. Incident/Accident Reporting,
Investigation & Analysis; 4. Hazard and Unsafe Act reports; 5.
Work planning including PTW, Journey Management; 6.
Contractor Management; 7. Competency/Training; 8. Work-site
Job Safety Techniques; 9. Who Checks Safety on a day to day
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basis? 10. What is size & status of the HSE Department? 11. What
are the rewards of good safety performance?

Less tangible or abstract elements: 1. Who causes accidents in
the eyes of management? 2.What happens after an accident? Is the
feedback Loop being closed? 3. How do safety meetings feel? 4.
Balance between HSE & Profitability? 5. Is management
interested in communicating HSE issues with the workforce? 6.
Commitment level of the workforce and level of care for
colleagues. 7. What is the purpose of procedures?

Level 4
Proactive
Level 3
Caleulative

Level 2
Reactive
Level 1
Pathological

Maturity models have also been used to measure the level of
integration of human factors, as they are essential to achieve safe
human performance. The “ Human Factors Maturity Model
(HFMM)” was designed to help companies wishing to improve
their maturity level by determining which items require additional
effort in the future [10]. It includes 5 levels from the first
Emerging level to a final level called Leading, and 12 key elements
of human factors that highlight their relevance to major accidents
in the literature. For each item, a card sorting methodology is used
to assess the current level of maturity by representatives of
organizations, then define the requirements needed to improve
maturity to the next level. The elements and levels of the HFMM
are shown in Table 3.

Organisations start (o take safety seriously but there is only
action after incidents.

Safety is driven by management systems, with much
collection of data. Safety is still primarily driven by
management and imposed rather than looked for by the

workforce.

With improved perf , the d is a chall
Workforce involvement starts to move the initiative away
from a purely top down approach.

There is active participation at all levels. Safety is perceived
to be an inherent part of the business. Organisations are
characterised by chronic unease as a counter to complacency

Figure 2: Safety Culture Model of Hudson

Maturity models have been used by several industries in the
literature following different measurement methods, which often
require precise human judgment to choose one of the maturity
levels. And since human judgment is imprecise and vague, the
model proposed in this article includes fuzzy logic to remedy this
issue [11].

Table 3: Human Factors Maturity Model

HFMM Levels HFMM Elements
1. Emerging |[l. Managing Human Failure (including
R. Transitional maintenance)
B. Planned 2. Human Factors in Incident Investigation
“.  Proactive 3. Design and Development of Procedures
5. Leading “. Training and Competence
5.  Staffing and Workload
6. Managing Organisational Change
7. Safety-Critical Communications
8.  Human Factors in Design
©. Fatigue and Shift work
10. Safety Culture and Behaviour
11. Contractor Management
12. Managing Performance under Pressure
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3. HOFs Maturity Model

A review of the literature was carried out to select the human
and organizational factors that affect human performance, in order
to reduce accidents and improve the safety level of organizations.
The maturity model presented in this article is developed based on
the five key factors [1] cited by the Rail & Safety Standards Board
(RSSB) in their guide “Understanding human factors” [12]
namely:

e Design F1: The consideration of HOFs in the design is a
crucial step to ensure that the organization does not miss major
opportunities for improving human performance at work and
to eliminate the risk of accidents, loss of personnel and
significant financial costs.

e Training F2: Numerous studies demonstrate the effectiveness
of training in business growth. The results of training are
concrete and measurable both in productivity and in the
professional development of the staff. Although a company
may have carefully screened its employees, training within the
company itself will allow them to have the same vision of
things and move in the same direction.

e Staffing F3: Recruiting and retaining the right people is
critical to the success of every organization. Selecting the
wrong skills can lead to organizational weakness.

e Culture F4: Culture is essential to allow the organization to
differentiate itself. In terms of image on the one hand, it has
advantages both internally and externally to consumers. It is
indeed a source of cohesion and motivation of employees and
it limits conflicts.

e Conditions F5: The improvement of working conditions to
ensure the well-being of the employee must first affect health
and safety. All employees wish to carry out their work in a
healthy and pleasant atmosphere, in which they can feel the
recognition and consideration of their efforts.

Table 4 lists the sub-factors linked to each of the five factors,
which allow to determine the maturity level in terms of HOFs
among the five presented in Figure 3. [1]

Table 4: HOFs Maturity Model

Human and Sub-Factors
Organizational

&
R Factors
@ | 1. DesignFl1 Equipment Design F11
'g Workplace Design F12
=< Job Design F13
S IDY Training F2 Effective Training Programme F21
= .. .
< Training Appraisal F22
E 3. Staffing F3 Recruitment F31
aE Retention F32
& | 4. Culture F4 LeadershipF41
= Management F42
g Teamworking F43
= Communication F44
? Change F45
= | 5. Conditions F5 | Morale & Motivation F51
(3 Stress F52

Workload F53

Shift Work F53
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ing of HOFs p.

(=

Level 4
Managed

Level 3
Planned

Level 2

Transitional

] HOFs are essential for continuous improvement. Constant

Strong consideration of HOFs. Good practices achieved
through planned procedures.

Moderate consideration of the importance of HOFs. Some
HOFs good practices are achieved and planned.

Low consideration of HOFs. Some good HOFs practices are
followed, but not planned.

The company does not take into consideration the impact of
HOFs on performance and safety.

Level 1
Basic

Figure 3: Maturity Levels Description

To ensure the understanding and appropriate application of the
model, a set of good practices related to each sub-factor have been
listed. For the retention sub-factor, as an example, the best
practices relevant to employee satisfaction and retention are
presented below:

e  Offer rewards.

e Listen to your staff.

e Carry out training.

e Improve your team culture.
e Develop career paths.

e  Understand why people quit.
e Maintain dialogue with staff

Table 5 provides an overview of the questionnaire developed
to facilitate data collection during the maturity assessment. The
questions are established from the proposed model to bring out the
information concerning the sub-factors.

4. Measurement Methodology

The methodology proposed in this work is based on the use of
FAHP method instead of AHP to calculate the factors and sub-
factors weightings, that reflect their impacts on human
performance and safety. For the HOFs maturity level assessment,
the FCEM method is utilized to consider the imprecision and
uncertainty of decision-makers' judgment.

Below are explained the FAHP and FECM methods used for
the model implementation.

4.1 Fuzzy AHP

Fuzzy AHP method is an extension of the AHP introduced in
1970 [13], used to solve complex decision-making problems. This
method deals with the ambiguity and vagueness of decision-
makers that cannot be addressed by precise values by integrating
fuzzy logic [11].

Many extensions of AHP have been proposed by several
authors such as the geometric mean method [14]. In this paper, the
HOFs model utilized the extent analysis approach proposed in [15]
given the simplicity and ease of application using triangular fuzzy
numbers (TFNs) for the pairwise comparisons.

WWwWw.astesj.com

The steps of the FAHP method are [16, 17]:

Step 1: Construct the AHP hierarchy by identifying factors and
sub-factors of the model.

Step 2: Compare by pair the factors and sub-factors to calculate the
local weights using the fuzzy scale [18] shown in Table 6 and
Figure 4. This scale is used in Chang's FAHP method described
below.

My
A

EI WMI SMI

VSMI  AMI

» RI

1/2 1 32 2 512 3 a2

Figure 4: Linguistic Scale for Relative Importance

Assume that X = {x;,x,,... ,X,} is an object set, and U =
{uq,uy, ... , Uy} isa goal set. For each object, an extent analysis
is performed for each goal g;. Therefore, m values of the extent

analysis are obtained for each object, as follows:
Mg, M, ....,MJ" i=1,2,... ,n ¢))

where M), (j=1,2, ..., m) are TFNs. A TFN is simply denoted
(Lm,u).

1) The value of fuzzy synthetic Si for the i-th object is:

-1
n m

S, = Z M) x Z " @)

n
j=1 i=1j=1

The fuzzy addition operations are performed with m values.
Mg = (Z7a X my, B ) 3)
=1 Z}n:l Méi = Qi b, Ximamy, Xis w) 4)

Then, the inverse vector of (4) :

i1t _ 1 1 1
[ ?zlzﬁlMgi] B RS> S ©)

n
i=1"

2) The degree of possibility of S, = (I,,m,,u,) = S; =
(14, mq,uy) is defined as:

V(S = §1) = sup [min(#sl (x)'#sz ») )] (6)
Which can be expressed equivalently as follows:

V(S; = 1) =hgt(5; N Sy)=
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Table 5: HOFs Questionnaire Overview

Questions

Answers

Questions

Answers

1. Is the design of the

1. All equipment takes into

7. How do you find the efforts

—

. Excellent.

by the company?

equipment meet user consideration the needs of the users. made by the company to keep 2. Good. 3. Medium.
needs (visibility, 2. An important part of the the people recruited? 4. Basic. 5. No efforts.
workflow, constraints, equipment meets the needs of users.
environment, workload, | 3. Only critical equipment considers 8. How do you rate the 1. Extreme involvement.
etc.)? the needs of users. involvement of managers and 2. Good involvement.

4. Some critical equipment takes user | leaders in the HOFs procedures? | 3. Medium involvement

needs into account. 9. How do you perceive the 4. Basic involvement.

5. No equipment follows user needs. involvement and commitment of | 5. No involvement.

employees in change projects?

2. How do you assess 10. How do you perceive the 1. Extremely supervised.
the 1. Excellent design (The company is supervision of teamwork within | 2. Good supervision.
design of the always looking for ways to improve). | your company? 3. Medium supervision.
workplace? 2. Good design. 4. Basic supervision

3. Medium design. 5. No supervision.
3. How do you perceive | 4. Basic.
the job design (job 5. Poor (The company is not aware of | 11. How do you rate the quality | 1. Excellent.
descriptions) produced the impact of good design). of communication? 2. Good. 3. Medium.

4. Basic. 5. Insufficient.

4. How do you rate the
effectiveness of the

recruitment process?

12. How would you rate the
practices put in place by the

adopted by the company to
manage stress?

training programs? 1. Extremely effective. company to improve morale and I Excellent.
e A 2. Effective moti[\)/atz em| 1(? ees at work? 2. Good,
. 3. Medium effectiveness. poy ’ 3. Medium.
5.How do you perceive . .
the selection and 4. Low effectiveness. 13. How do you see the strate 4. Basic.
! 5. Not at all effective. - How co you gy 5. Insufficient.

6. How do you perceive
the process of assessing
the trainings carried out
by the company
(reaction of trainees,
learning objectives...)?

1. Excellent assessment

2. Good assessment.

3. Medium assessment.

4. Baseline assessment.

5. Insufficient assessment.

14. How do you perceive the
workload?

15. How do you perceive the
work shift planning ?

1. In standards

2. Normal but disrupted on
some occasions.

3. Moderately excessive.
4. Excessive .

5. Extremely excessive.

Table 6: Linguistic Scale for Relative Importance

where d is the ordinate of the highest intersection point D

—— - - between pug and pg (Figure 5).
Linguistic scale for relative Triangular Fuzzy Scale 1 2
importance Both the values of V(S; = §;) and V(S; = S,) are needed to
compare S; and S,.
Just Equal (1,1, 1)
xX) A
Equally Important (EI) (172, 1,302) s (X) 5 51

Weakly more important (WMI) (1,3/2,2) !

Strongly more important (SMI) (3/2,2,5/2)

Very strongly more important (2,5/2,3) V(S; = 5;)

(VSMI) /
Absolutely more important (AMI) (5/2,3,7/2) 0 I o= 7, l e W 2 X
1 ,if my=2m d

if i =z u, %)
,0therwise

s, (d)= 0,

li—uy

(my—uz)—(m1—1y) Figure 5: Intersection Between 51 and SZ
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3) The degree possibility for a convex fuzzy number to be greater

than k convex fuzzy numbers S; (i =1,. .., k) can be expressed
by:
V(S = Sl’ 52 ) ""Sk) =V[(S = 51), vy (S = Sk)]:

min V(S = §;), =1, ...,k (8)
Assume that d’(4;)=min V(S; = Sy), ©)

for k=1, ..., n, k#i. Then the weight vector W’ is given by:

W' = (d'(4)),d’(42), .. ,d'(A))7, (10
where A;(i = 1, 2, ..., n) are n elements.

4) Finally, the normalized weight vectors are obtained:
W = (d(4,),d(4;), ... ,d(4,)" , (11)

where W is a crisp number.
4.2 Fuzzy Comprehensive Evaluation Method

The fuzzy comprehensive evaluation method is based on fuzzy
logic theory developed in [11]. Unlike the system of classical logic,
it aims to deal with uncertainty, subjectivity, and vagueness of
human reasoning. The FCEM principles are used with the
proposed model to assess the maturity level of HOFs as follows [1,
19, 20, 21, 22]:

Let V={V,,V,, ..., V,,}, the evaluation set.
Step 1: Construct the evaluation matrix R;; named the second-
class index membership matrix.

Ry
: Ti11

Tim1

7”L'lp
: (12)
: rimp
R im
where

R;j is a fuzzy relationship from F;’s sub-factors (F;;) to V.
Where: =1, ..., n is the number of factors to be evaluated.
j=1, ..., mis the second index of 7, and m is the number of sub-
factors(Fj;) of a factor (F;).
R;j is a fuzzy relationship from F;; to V.

(Mijr - T Tijp)= (Lijn /B - Lije/B -

Lip/B) (13)

B =Yi Pl is the experts’ number, k=1, ..., p is the
evaluation level.

Step 2: Compute the matrix R named the first-class index
membership matrix.

R,
R, i = Tp
R=| ¢ |=| ¢ 7w l (14)
R4 Ty rnp
Rn
where R; =W;;°R;;= (Ti1 Tip)  (15)

W;; is the weight vector obtained from the FAHP method.

Step 3: Calculate the maturity vector M:

M=WR=(1 " %) (16)

W=Wy; - W; -« W,) with W; is the weight F;.

Finally, the maturity level is determined according to the

principle of maximum membership degree law as following:

If r, = Max (" p) , the maturity level is k.

5. Case study

The HOFs maturity model and the methodologies developed in
this paper are implemented in a Moroccan organization operating
in the mining industry to define potential future steps essential to
improve human performance and safety level. Therefore, a group
of decision makers was selected for the acquisition of input data
and the application of the FAHP and FCEM methods. The
comparisons matrices were done by the representatives of
managers, supervisors and operators. Unlike the assessment step,
which was carried out separately, first with the Group 1 of
managers, next with the Group 2 of supervisors and site operators.

5.1. Results

The representatives performed the pairwise comparisons of
factors and sub-factors listed in Table 4 using the fuzzy scale
illustrated in figure 6 [18], and obtained the results shown in Tables
7,8,9,10,11, 12.

Table 7: Weights and Comparison Matrix of Factors

Goal F1 F2 F3 F4 F5 Weights
F1 (1, 1,1) (3/2,2,52) | (112, 1,32) | (12,213, 1) (2/5,1/2,2/3) 0.17
F2 (2/5,1/2,2/3) (1,1,1) (23,1,2) | (2/5,1/2,2/3) (2/5,1/2,2/3) 0.07
F3 (2/3,1,2) (112, 1,3/2) (1,1,1) (2/5,12,2/3) (1/3,2/5,1/2) 0.10
F4 (1,3/2,2) (3/2,2,512) | (3/2,2,502) (1,1,1) (112,213, 1) 0.29
F5 (3/2,2,5/2) (32,2,52) | (2,5/2,3) (1,3/2,2) (1,1,1) 0.37
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Factors and sub-factors weights are computed using Chang’s
FAHP method [15] described above. A numerical overview of the
steps is given below to calculate weights shown on the right of
Table 7.

1) Ski=(0.10, 0.18, 0.30) ; Spa= (0.08, 0.12, 0.23) ;
Ses= (0.08, 0.14, 0.26) ; Sea= (0.15, 0.25, 0.41) ;
Ses= (0.19, 0.31, 0.50).

2)

V (Sr1 > Sgs) = 0.46.
V (Sk2 > Sp1) = 0.68; V (Sr2= Se3) = 0.91
V (Sk2> Sps) = 0.38 ; V (Sg2> Sps) = 0.17.
V (Sr3= Sp1) = 0.77; V (Sp3 > Sr2) = 1 ; V (Sk3 > Spa) = 0.49 5
V (Sr3> Sps) = 0.28.
V (Sr4=Sr1)=1;V (Spa=Sr2)=1; V (Spa=Sp3) =1 ;
V (Sgs> Sps) =0.77.
V(Sks=Sr1)=1; V(Sks>Sm)=1; V(Sks>Sm) =1
V (Srs> Srs) =1.

3)

d’(Ar1) = V (Sr1> Sr2, Sk3, Sk4, Srs) = 0.46 ;

d’(Ar2) = V (Sr2> Sri, Sk3, Sk4, Srs) = 0.17 ;
d’(Ar3) =V (Sr3 = Sr1, Sr2, Srs, Srs) = 0.28 ;
d’(Ar4) = V (Sr4> Sk, Sk2, Sk3, Sks) =0.77 5
d’(Ars) = V (Srs> Sri, Sr2, Sr3, Sra) =1 .

4) Then, the weight vector of factors is obtained:
W= (d’(Ar1), ..., d’(Ars))™= (0.17, 0.06, 0.10, 0.29, 0.37).

V (Sr1=Sr2) = 1; V (Sk1 > Sp3) = 15 V (Sp1 >Spg) = 0.69;

Table 8: Weights and Comparison Matrix of F1 Sub-Factors

F1 F11 F12 F13 Weights
F11 (1,1,1) (1,3/2,2) (1,3/2,2) 0.45
F12 | (1/2,2/3,1) (1,1,1) (3/2,2,52) | 0.40
F13 | (112,23,1) | /5,12,23) | (1,1,1) 0.15

Table 9: Weights and Comparison Matrix of F2 Sub-Factors

Table 10: Wei

F22

(12,213, 1)

(1,1,1)

0.32

ghts and Comparison Matrix of F3 Sub-Factors

F3 F31 F32 Weights
F31 LD | (1/2,1,32) 0.50
F32 | (2/3,1,2) (1,1, 1) 0.50

Table 11: Weights and Comparison Matrix of F4 Sub-Factors

F4 F41 F42 F43 F44 F45 Weights
F41 (1, 1,1) (1,372, 12,1, | (3/2,2, (2,572, 0.32
2) 3/2) 5/2) 3)
F42 | (1/2,2/3, 1,1,1) | @/3,1, | 1,372, 3/2,2, 0.25
1) 2) 2) 5/2)
F43 23,1, 12,1, 1,1, (1,372, 3/2,2, 0.26
2) 3/2) 1) 2) 5/2)
F44 | (2/5,1/2, | (1/2,2/3, 172, (1,1, 1) | (1,372, 0.14
2/3) 1) 2/3,1) 2)
F45 | (1/3,2/5, | (2/5,12,2 | (2/5,1/ | (1/2,2/3, (1,1, 0.03
1/2) /3) 2,2/3) 1) 1)
Table 12: Weights and Comparison Matrix of F5 Sub-Factors
F5 F51 F52 F53 F54 Weights
F51 (1, 1,1) (1/2,2/3, (2/5,1/2, (2/5,1/2, 0.10
1) 2/3) 2/3)
F52 (1, 3/2, 1,1,1) (1/2,2/3, (1/2,2/3, 0.23
2) D D
F53 (3/2,2, (1,372, (I, 1, 1) 12,1, 0.34
5/2) 2) 3/2)
F54 (3/2,2, (1, 3/2, (2/3,1,2) (1,1,1) 0.34
5/2) 2)

Once the weights were calculated, an evaluation of the sub-

F2 F21 F22 Weights factors was conducted by the two groups, separately, using the
21 L 1.32.2) 0.68 questionnaire and FCEM. The results obtained are shown in Tables
13, 14.
Table 13: FAHP Weights and Evaluation Results of Group1
Evaluation results
Factors | Sub-Factors | Weights | Basic (B) | Transitional (T) | Planned (P) | Managed (M) | Continually improving (CI)
F11 0.45 0.00 0.00 0.25 0.50 0.25
F1 F12 0.40 0.00 0.00 0.58 0.42 0.00
F13 0.15 0.00 0.00 0.50 0.33 0.17
F2 F21 0.68 0.00 0.00 0.33 0.58 0.08
F22 0.32 0.08 0.42 0.42 0.08 0.00
F3 F31 0.50 0.00 0.00 0.00 0.58 0.42
F32 0.50 0.00 0.42 0.42 0.17 0.00
F41 0.32 0.00 0.00 0.17 0.33 0.50
F42 0.25 0.00 0.00 0.08 0.50 0.42
F4 F43 0.26 0.00 0.00 0.50 0.50 0.00
F44 0.14 0.00 0.08 0.42 0.42 0.08
F45 0.03 0.00 0.08 0.33 0.58 0.00
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F51 0.10 0.00 0.58 0.33 0.08 0.00
F5 F52 0.23 0.17 0.58 0.25 0.00 0.00
F53 0.34 0.00 0.00 0.92 0.08 0.00
F54 0.34 0.00 0.00 0.25 0.75 0.00
Table 14: FAHP Weights and Evaluation Results of Group 2
Evaluation results
Factors | Sub-Factors | Weights | Basic (B) | Transitional (T) | Planned (P) | Managed (M) | Continually improving (CI)
F11 0.45 0.00 0.00 0.50 0.33 0.17
F1 F12 0.40 0.00 0.33 0.42 0.25 0.00
F13 0.15 0.00 0.00 0.67 0.33 0.00
F2 F21 0.68 0.00 0.08 0.25 0.50 0.17
F22 0.32 0.17 0.58 0.25 0.00 0.00
F3 F31 0.50 0.00 0.00 0.17 0.67 0.17
F32 0.50 0.08 0.42 0.33 0.17 0.00
F41 0.32 0.00 0.00 0.17 0.67 0.17
F42 0.25 0.00 0.08 0.08 0.67 0.17
F4 F43 0.26 0.00 0.33 0.58 0.08 0.00
F44 0.14 0.00 0.25 0.58 0.17 0.00
F45 0.03 0.17 0.50 0.17 0.17 0.00
F51 0.10 0.33 0.50 0.08 0.08 0.00
F5 F52 0.23 0.17 0.58 0.08 0.17 0.00
F53 0.34 0.00 0.17 0.67 0.17 0.00
F54 0.34 0.00 0.00 0.58 0.17 0.25

The sub-factors’ weights and the assessment results are
subsequently used to determine the first-index membership matrix
of the two groups represented in Tables 15, 16.

Table 15: First-Class Index Membership Matrix of Group 1

Levels
Factors | Weights B T P M CI
F1 0.17 0.00 0.00 | 0.42 | 0.44 | 0.14
F2 0.07 0.03 0.13 | 0.36 | 0.42 | 0.06
F3 0.10 0.00 0.20 | 0.21 | 0.38 | 0.21
F4 0.29 0.00 0.01 | 0.27 | 0.44 | 0.28
F5 0.37 0.04 0.19 | 0.48 | 0.29 | 0.00
Table 16: First-Class Index Membership Matrix of Group 2
Levels
Factors | Weights | B T P M CI
F1 0.17 0.00 | 0.13 | 0.49 | 0.30 | 0.08
F2 0.07 0.05 10241025 | 034 | 0.12
F3 0.10 0.04 | 0.21 | 0.25 | 0.42 | 0.08
F4 0.29 0.00 | 0.16 | 0.31 | 0.43 | 0.10
FS 0.37 0.07 1 0.24 | 0.45 | 0.16 | 0.08

Finally, the HOFs maturity vector (HOFM) is determined using
Tables 15, 16 and factors’ weights.

HOMF1(Group 1) =(0.02, 0.10, 0.37, 0.38, 0.13)
HOMF2(Group 2) =(0.03, 0.16,0.37,0.33, 0.11)
5.2. Discussions

According to the maximum membership degree law and
maturity vectors (HOMF1, HOMF2) obtained from both groups,
the maturity level of the company is “Managed” for Group 1 and
“Planned” for Group 2. Therefore, the managers assume that there

WWwWw.astesj.com

is a strong consideration of HOFs, and good practices are achieved
through planned procedures. While supervisors and operators
suppose that the impact of HOFs on safety and human performance
is moderately taken into account, and some good practices related
to HOFs are fulfilled in a planned manner.

The maturity levels of factors are deducted from the first-class
index membership matrices (Tables 15, 16). Then, the results are
presented on spider diagrams below. Figure 6 shows the factors’
maturity levels obtained from the assessment carried out with
Group 1 of managers, and Figure 7 shows the levels obtained from
the evaluation undertaken by Group 2 consisting of supervisors
and operators.

5
F1,4

4
3
/ F2,4
F5,3

Figure 6: Spider Diagram of Group 1

The two diagrams show that no factor is judged at level 5
“Continually Improving”. The results obtained are close for both
groups despite the hierarchical diversity. The three factors:
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“Staffing”, “Training” and “Culture” are at the same maturity level
4 "Managed". The factor “Conditions” is also at level 3 “Planned”
for the two groups. However, the “Design” factor is at level 4
“Managed” for Group 1 and level 3 “Planned” for group 2.

Figure 7: Spider Diagram of Group 2

The purpose of this model is not only to assess maturity in
terms of HOF, but also to assist the company in defining future
improvement steps to reach the next level of maturity. For this
mining organization, it is necessary to provide more effort
regarding the "Conditions" factor since it has the highest
weighting, and it is evaluated at level 3 for both groups. Then, for
the factor "Design" which has such an important impact, it is
recommended to take into consideration the opinions of
supervisors and operators to improve the current state and satisfy
their needs.

After this study, an action plan made up of some good practices
essential for improvement was established based on elements

weights and the assessment carried out by the groups. Table 17
shows a summary of the proposed action plan.

6. Conclusion

There is a remarkable growth in the use of maturity models to
assess safety culture and HOFs, but also different variations in the
elements of these models and measurement methodology. These
models can be used for maturity assessment in any industry and as
an improvement tool by identifying strengths and weaknesses
related to a set of key elements.

This work introduces a maturity model related to HOFs made
up of the five factors essential to human performance and safety.
The model defines five stages of maturity, from the lower level
where the company does not take into consideration the impact of
HOFs, to the upper level characterized by continuous enhancement
and permanent follow-up of HOFs procedures. The measurement
methodology differs here in the first phase, which consists of using
Fuzzy AHP method instead of AHP to calculate the weights. And
for the second phase, a questionnaire is included to facilitate the
collection of data used in the FCEM method.

The HOFs model is applied in a Moroccan mining company to
determine the current maturity level and improve it through an
appropriate action plan. Teams of managers, supervisors and
operators who participated in implementing the model have used
it successfully, and it has proven to be a useful tool for evaluation
an improvement.

Future work will focus on improving the current HOFs
maturity model by testing and adapting it for a wide range of
companies, so that it is not limited to a particular area. Also,
conducting a sensitivity analysis [23] to test the robustness of the
model and better understand relationships between the elements.

Table 17: Improvement Action Plan Related to HOFs

Element

Good practices

Morale and Motivation

Show them the results of their efforts.
Give them responsibilities.

Ask them what motivates them.

Give them some advantages.

Offer them training courses.

Stress management training: Ask employees to take relaxation and time
management courses and take internships or do assertiveness exercises.
e  Ergonomics and design of the professional environment: Improve the equipment

o  Employee training.

Stress used at work and the physical working conditions.

e Improve management: Improve the attitude of managers towards work stress, their
knowledge and understanding of this problem and their ability to tackle it as
effectively as possible.

e  Company development: Implement better work and management systems. Develop
a friendlier corporate culture and a spirit of mutual aid.

e Identify your team's workload and capacity.

e Allocate resources and manage individual workloads.

e Check in with your team and adjust workloads if necessary.

Waorkload e Improve efficiency under over workloads.
e Adopt a work management tool
In order to design a workplace that allows the employee to obtain optimal working conditions,
the following steps must be taken :
Workplace Design e A preliminary evaluation.

e  Employee participation.
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e A detailed report of observations.
e A follow-up visit by the processionals to validate the effectiveness of the changes
made to the workstations and the maintenance of the new work habits.

employer :

Job Design
job is attached.

For a better job desgin, several fundamental elements must be taken into account by the

e The job identification includes information such as the job title and the information
that characterizes it: working time, statutory conditions, or the service to which the

e The hierarchical and functional links, which position the employee in the company,
define his level of responsibility and specify his hierarchical relations.

e The job description lists the main and secondary activities of the job, its methods of
exercise and the professional risks incurred.

e The location of work tools...
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This paper describes an experimental setup that employs ultrasound to scan an area. This
method utilizes ultrasonic waves to scan the surface of a submerged object in a water-
coupled medium. A pulse-echo mode is used, and quantitative data are collected at various
positions using a two- dimensional automated table. A microcontroller controls the motion
of the scanner, whereas a script developed in MATLAB controls the ultrasonic pulser
receiver process. The MATLAB script ultimately controls and correlated between the
scanner movement and ultrasonic pulser receiver process. The intensities of the reflected
waves are captured and used to generate the A-scan image for the external surface. The
surface profile of the scanned object can be clearly obtained using the time arrival of the
reflected waves. The experimental results based on a one-pound coin indicate that the
precision of the proposed process. This simple and efficient method can be used in different
engineering applications with minimum errors.

1. Introduction

play a vital role in the success of the drilling operations. Ultrasonic

Ultrasonic waves are commonly utilized in numerous
applications such as nondestructive testing (NDT), object
recognition, and medical imaging. They have been used as an
inspection tool in different materials [1]. Ultrasonic waves can spot
any irregularities contained inside the tested specimens that cannot
be identified visually. They can be used in different medical
devices such as the application of ultrasound imaging for
pregnancy [2]. Ultrasonic inspections are listed as a non-
destructive testing method because the procedure implemented
does not cause any damage to the tested objects [3]. Pulse-echo
mode is the most widely used method for inspection. The key
benefit of this approach is that only one side of the tested object
should be accessible. This broadens its applicability to
accommodate for different applications such as crack detection
and surface imaging [4].

Several applications include scanning a specimen's surface in
order to obtain an image that represents the object. However, this
process should include a 2D or 3D automated scanner coupled with
the ultrasonic devices [5]. Therefore, a reliable control system
should be designed and implemented to ensure correct images are
obtained. The surface imaging can be used in different industrial
applications [6]. It can also find several applications in the oil and
gas industry. The integrity of the oil well cement placement can
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imaging methods can be used for inspecting the cement integrity.
This ensures a good sealing layer is obtained between the well and
the formation [7]. The cement integrity becomes a critical issue
when extended wells are to be drilled [8].

Many applications require using coupling a scanner with
another measuring device e.g. ultrasonic pulser-receiver to record
real-time data. Commercial tools that do this job are available and
can be easily purchased. These tools were used by different
researchers in their projects [9]. However, the cost of these tools
might be very expensive. Furthermore, the recorded data from the
commercial devices might be limited to certain parameters such as
amplitude-based data. This limit can be bypassed when the
experiment is manually designed, and the script codes are prepared
by the user. Some researchers used an ultrasonic device that
utilizes LabVIEW for data acquisition [10]. However, in that
application, the ultrasonic device was fixed and hence no
movement was allowed.

To the best of the author’s knowledge, there are not enough
published articles that focus mainly on the ultrasonic scanner
setup. Most of the articles focus on the application of this method
instead. This makes it difficult to replicate these experiments
without purchasing expensive equipment and services. In this
study, the main focus is on the experimental setup that can produce
a two-dimensional image of any surface. This setup utilizes
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equipment that are of lower cost than the commercial setups used
in previous studies. The scanner movement and data acquisition
process are ultimately controlled through a custom-written script
in MATLAB. A pre-programmed microcontroller is used as an
interfacial connection between the scanner and MATLAB. An
ultrasonic pulser-receiver device is used as the interface between
the transducer and MATLAB. This design might attract
researchers who are looking for simple and cost-effective surface
imaging methods using ultrasonic waves. All the equipment and
control systems are addressed in the text. This article is an
extension version for a previously published conference paper [5].

2. Pulse-echo Technique Background

Figure 1a displays the principles of this method. A transmitter
is used to send out a pulse wave into the body. When a boundary
is reached, e.g. the back wall or a deficit in the material, the wave
is reflected back towards the receiver where it is captured and
recorded [3]. In general, the pulse-echo mode uses the same
ultrasonic transducer for transmitting and receiving the waves, as
shown in Figure 1b.

Different types of sound waves propagate in materials, such as
longitudinal and shear waves. The latter cannot travel in liquids or
gases, unlike the longitudinal waves which can exist in any
medium [11]. The speed of sound is not constant but depends on
the material it passes through. This speed is roughly 340 meters
per second in air, 1500 in water and over 2000 in solids. Acoustic
impedance (Z), which describes the resistance of a material to
sound waves, depends on the density and speed of sound [3]

Z=p.c, (1)

where c is the speed of sound in the propagating material, whereas
p is the density of the material.

Ultrasonic waves follow the same principles of acoustic waves.
When a wave hits an interface, part of it will undergo reflection
while the other part will undergo refraction [3]. The acoustic
impedance can be used to determine the reflection and
transmission behaviour taking place at the boundaries of two
objects in contact. The intensities of the divided waves depend on
the material properties at the boundary. Ultrasonic waves of high
frequency cannot propagate in air due to their low acoustic
impedance; therefore, a wave passing through a solid material will

Transmitter Receiver

Back Wall

mostly undergo reflection when encountering an air interface. The
reflection coefficient (R) can be obtained using [3]

R=(Z-71)/ (Z>+ 7)), (2)

where Z; and Z, represent are the acoustic impedance of the
materials in contact. Three possibilities might be encountered
when solving (2), as follows:

a. Z» >> 7y, e.g. solid-air interface, then R equals to 1 which
suggests that all the waves are reflected back towards the
receiver;

b. Zi =2, e.g. two similar materials in contact, then R equals 0,
suggesting that all the waves were transmitted to the other end.
This means that no signal is read at the receiver.

c. Z»<Z,then R would be a negative value; this change in sign
suggests a phase shift in the signal [3].

Furthermore, as sound travels through a medium, the intensity
of the wave reduces due to attenuation. Attenuation is a result of
two mechanisms: scattering and absorption. Wave scattering
describes the spreading of sound waves in different directions
besides its original path, whereas absorption refers to the losses
due to energy conversion within the material, e.g. mechanical
energy converts to heat. The frequency profoundly influences the
degree of attenuation and the medium it propagates in [3].

3. Methodology
3.1. Materials

The main equipment that are used in this experiment are: an
ultrasonic  transducer, an ultrasonic pulser-receiver, a
microcontroller, a scanner, and a PC with MATLAB software. All
of these equipment are briefly discussed in the following text.

Ultrasonic transducer — This device is used to transmit and/or
receive acoustic energy. A focused ultrasonic transducer of 10
MHz rating was selected for this experiment. The major benefits
of using a high frequency transducer is to improve the accuracy
and quality of the output image. Generally, unfocused transducers
are not used for scanning purposes as they cannot attain high
resolutions without the use of extra lenses [12]. Passive focusing
techniques could be utilized to improve the accuracy of these
transducers [13].

Transmitter / Receiver

Craﬁk

Back Wall

(b)

Figure 1: Pulse-echo mode. (a) Using two separate transmitter and receiver transducers; (b) Using a single transmitter/receiver transducer (Transceiver)
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Ultrasonic waves of high frequencies cannot pass in air. Hence, a
connecting fluid is regularly used to provide a medium that allows
for wave propagation [14]. Therefore, the ultrasonic transducer
was submerged in standing water for the full extent of the
experiment.

In order to focus the waves accurately, the exact distance
between the transducer and the object to be scanned should be
predefined. This will lead to higher resolution for the scanned
image. This distance represents the location of the maximum wave
intensity and is identified by reading the focal length rating of the
transducer. This value will change with different types of
transducers.

The focal spot diameter is a critical parameter to be considered
during the design stage since it can impact the resolution. If this
attribute has a value lower than that of the scanned object, better
resolutions would be achieved. The focal spot diameter (d) can be
calculated using the following relation [3]:

d=(1.028 ¢ 1) / (1000 /' D), 3)

where d is in mm, /,, and ¢, area the speed of sound in m/s and
focal length in mm in standing water, fis the nominal frequency in
MHz and D is the diameter of the transducer in mm. This relation
that exists between the focal spot diameter and frequency is
represented in Figure 2 for simplicity. The two parameters are
inversely proportional, where a smaller focal spot (better
resolution) can be attained using high frequency.

The ultrasonic transducer that was used is displayed in Figure
2 as a red mark. It is of 10 MHz frequency, 25.4 mm element
diameter, and 51 mm focal length in water. When using these
values in (3), the focal spot diameter can be calculated to be
around 0.3 mm in water.

3.5
3
2.5
2
1.5
1
0.5

Focal Spot diameter mm

0
0 5 10 15 20

Frequency MHz

Figure 2: Variations of the focal spot diameter with frequency

Ultrasonic pulser receiver (UPR) - This instrument is employed
to provide the excitation voltage for the transducer. It can either
be manually designed for a given application or purchased from a
manufacturing company. The device which was used in this
experiment was produced by Lecoeur Electronique. It contains
two channels, a transmitter and a receiver. The first channel can
be used to direct the electrical pulses to the transducer which then
sends out ultrasonic waves. The second channel receives the
electrical signals from the ultrasonic transducer when it detects
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ultrasonic waves. The ultrasonic pulser receiver can be used in
two different modes: either in single mode, as a transmitter or
receiver, or in full mode, both as a transmitter and as a receiver.

Automated table (Scanner) — This device is used to guide the
transducer in different directions. In this experiment, the scanner
can move in two horizontal directions. This is the minimum
requirements for scanning an area. The movement is employed by
the use a dynamic gantry, that is connected onto a lead screw of
250 mm length. The lead screw has a 2mm pitch of 2 mm and four
threads (Four Start). Therefore, the regular actual lead of is § mm
per revolution.

Stepper motors are used to provide rotation for the lead screw
and hence, movement of the gantry. The stepper motors utilized
have a high torque value of 114 oz. These motors must undergo
200 steps to complete a full revolution. Hence, a 40 um linear
displacement per step can be easily achieved. Two stepper motor
drivers (DRV8825) were used to control the motors. Each driver
can deliver a maximum of 45 V output voltage and 2.5 A current.
The drivers employ two current sinewaves along with a phase
shift of 90°. This allows a smoother motor operation. Additionally,
the drivers can be used in micro-stepping modes. In this
experiment, steps of 100 um where used.

Figure 3 shows the assembled materials. The automated table
was fixed to a larger supporting frame. A clamp, made up of
polycarbonate material, was fixed to the lower end of the
automated table. This clamp was used to hold the ultrasonic
transducer. Limit switches were installed at the ends of the lead
screw to prohibit any movement beyond a given limit to avoid
stalling of the motor.

Figure 3: Assembly of the experimental setup

A micro-controller electronic board, that is coded using C++
language, was used to provide suitable control over the stepper
motors. In addition to that, it allows for micro-stepping to be
attained. This board consists of 6 analogue inputs and 14 digital
input/output pins. The connection circuit for the scanner is
displayed in Figure 4. The micro-controller is connected to a power
supply through an adaptor (Not shown in figure) and to the PC
through a USB cable. The microcontroller is connected to the
stepper motor drivers using the pins. This allows direct control of
the drivers which in turn excite the motors when triggered. A
transistor is used in this connection to amplify the electronic signal
delivered by the power supply to the motor drivers.
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Figure 4: A connection circuit for the scanner.

3.2. Control System

The control system can be divided into 3 main categories: The
ultrasonic pulser receiver circuit, the automated table circuit, and
the overall system circuit. The control mechanism for these
categories are briefly discussed in the following text.

Uultrasonic pulser receiver circuit — The UPR device operates
with a script developed in MATLAB. The script enables a series
of attributes to be modified including the pulsed frequency,
exciting voltage, gain, and others.

The excitation voltage of the ultrasonic pulser receiver is
limited to a range of 100 V up to 230 V. The transducer rating can
be excited by applying pulsed voltages in from 100 V up to 300 V.
This oscillates the inner piezoelectric crystal and produces
ultrasonic waves. If the excitation voltage is increased, the
reflected signal will record a higher amplitude which can be
beneficial when significant wave attenuations are expected.

The gain, which is a signal amplification, is another important
parameter that can be regulated to counter the effect of signal
attenuation. The recorded signals are not always measurable
without tuning the gain value. The ultrasonic pulser receiver is
limited to a 80 dB amplification. Nevertheless, laboratory
experiments have shown that the measurements become skewed
when this is set to 60dB or higher. This is due to increased impact
of noise. Therefore, a gain of 40 dB was used in this application.

frequency was fixed at 10 MHz to match the
ultrasonic transducer rating. The pulsed width can also be
controlled. This width is small, but it can be calculated by
analyzing both the amplitude and length of the reflected wave. The
assigned pulsed width was nearly 4 ps.

The pulsed repetition frequency is also regulated by
MATLAB. To identify the minimum pulsed repetition time needed
for the oscillation of the transducer, it is necessary to obtain the
time for each reading to be obtained. This attribute considers the
time for the wave to propagate within various materials or layers.
In the present scenario, the waves travel through standing water.
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The interval distance in water between the coin and transducer
should be regulated to maintain the coin I the range of transducer’s
focal length.

The total travel time of the wave (TWT) should be estimated to
determine the pulsed repetition frequency. This parameter takes
into account the wave transmission and reflection time in water.
To find TWT, the interval distance between both the transducer and
coin should be defined. The following relationship can be used:

TWT = (2 WD) / cy, 4)

where WD is the interval distance / depth of water (51 mm), and ¢,
is the speed of sound in standing water (1500 m/s). Adding the
value of TWT from (4), which equals 68 s, to the pulse width
gives the minimum total pulse time needed. The pulse width is
much smaller than the TWT value. Assuming 200 ps was the pulse
repetition time chosen to ensure no more reflected and scattered
waves will affect the reading, a 5 kHz pulse repetition frequency
would be required. This is achievable using the UPR device.
However, the scanning speed is mainly affected by the speed of the
automated table, which requires 0.1 seconds interval time to
process and act to the movement commands (see text below). This
suggests that even a very low pulse repetition frequency can work.
In this experiment, a pulse repetition frequency of 1 kHz was
chosen as it allows for multiple measurements at each location
(lower values could have been used).

Automated table circuit - This circuit is controlled by a
microcontroller as shown in Figure 4. A serial interface was
developed between MATLAB and the microcontroller using a
computer that provides full control over the movement of the
device via MATLAB. The script allows for two modes of
directional movement:

e  To an absolute position,
e  Specified number of steps in each direction.

The purpose of this experiment is to scan the area and record
the data at each location. As a result, it was found that controlling
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the movement by predefined steps would be more appropriate. The
total scanning time should be minimized and therefore, the
automatic table was designed to scan in a zigzag mode.
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Figure 5: Waveform

In general, data points should be closer to one another in order
to improve the resolution of the image. This requires setting short

intervals between each scanned location. However, this will lead
to an increase in the overall scanning time.

Overall system circuit— MATLAB is employed to provide the
main control over the whole system. This approach was achieved
by integrating control circuit of the Ultrasonic Pulser-Receiver and
scanner. The script has been adapted to obtain three pulses at each
position. This is useful in reducing the possible errors during
measurement. Figure 5 shows an example of a recorded pulse
wave. Figure 6 shows a schematic of the main control process.

The time duration between scanned locations is an important
parameter to be determined. This time should be as short as
possible without causing biased readings. After several
experimental trials, it was found that a time duration of 0.1
seconds was sufficient to maintain accurate data collection.

An A-scan image is a graphical representation of the reflected
wave intensity versus time as shown in Figure 5. The script for the
UPR can generate this image at every scanned position. This script
was designed to collect both the negative and positive peaks of
each signal. The amplitude difference, shown in red double-headed
arow, is recorded at every location of the scanned object. This data
is then inserted into a matrix form where every element in the
matrix represents a location. Once the scan is complete, the matrix
will hold around 10,000 different elements. The matrix is then
utilized to execute an image which represents the scanned object.

> Microcontroller | Stepper Motors

>» ( Moves Ultrasonic Transducer

PC
(MATLAB)

Y

UPR ¥»| Ultrasonic Transducer p—————>»

Pulse-echo waves

Figure 6: Overall Control System
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Figure 7: Scanned image reads accurate coin dimensions

WWww.astesj.com

89


http://www.astesj.com/

K.F. Bou-Hamdan / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 85-92 (2021)

4. Results and Discussion

To check the applicability and efficiency of this method, the
experimental design was performed on a one-pound coin. The coin
was put inside a water tank. The depth of water above the coin was
equivalent to the transducer’s focal length of 51 mm. By tracking
the amplitude of the ultrasonic pulse, the transducer was then
centered on the face of the coin. This process should be done
accurately to achieve the best focal spot diameter. A region of 250
mm x 200 mm has been scanned and the image produced is
displayed in Figure 7.

<

Figure 8 Dimensions of the coin as measured by a caliper.

The results reveal that the original coin is clearly mirrored,
which confirms the durability of the ultrasonic transducer chosen.
The geometry of the coin was examined and linked to the ideal
size of the coin as seen in Figure 6. The scanned figure reveals an
exterior surface diameter ranging from 23.3 mm to 23.4 mm. This
is very similar to the ideal one-pound coin size of 23.43 mm.

To examine the slight size difference, a caliper was used to
measure the same coin that was scanned, and the observations are

300 0

seen in Figure 7. The measurement taken using the caliper have
shown that the real coin size is about 23.3 mm in diameter, which
is consistent with the readings obtained from our scanning system.
This confirms the precision of the 2D motion of the scanner.

Two methods were used to observe the surface profile of the
coin. The first approach was based on the intensity of the reflected
wave. This follows the theory that was discussed in (2). Figure 9
shows the intensity of the reflected signals from a planar view.
Higher intensities were recorded in the middle part of the coin as
that area behaves as a better reflector. This is due to the less
irregularities in that area, making it similar to a flat reflective
surface.

Figure 10 shows the surface profile of the coin which is based
on the intensity of the reflected signal. The boundaries of the coin
can be easily distinguished through this view. However, the 3D
view of the surface profile might require more scaling to be done
to replicate the actual surface of the coin.

Figure 11 shows the surface profile of the coin based on the
time of signal arrival. It is clear using this figure that the
boundaries and 3D profile of the coin can be well observed and
appear to be more realistically distributed. This is because the
time approach can be easily linked to actual distances when the
speed of sound in the given medium is known, as represented in

.

These results suggest that both the intensity of the reflected
signals and the time of their arrivals can be used to obtain useful
data from the surface profile. However, it should be noted that the
time approach is more commonly used along with an unfocused
transducer, which emits all its waves in a parallel direction. The
focused transducer emits waves with different inclination angles
for focusing, as done in this experiment. Therefore, it is possible
to have minor errors in surface readings when this method is used.
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Figure 9 Scanned coin based on intensity of the reflected wave
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Figure 10:The surface profile of the scanned coin based on intensity of the reflected wave

Figure 11: The surface profile of the scanned coin based on time of arrival of the reflected wave

Finally, it is important to consider the wave attenuations during
the experiments as it can have a great impact on the obtained
results. Attenuation coefficient does not depend only on the
medium it passes through, but also on the wave frequency. Higher
frequencies can result in larger attenuation coefficients. In standing
water, the following relation applies to the attenuation coefficient

[3]
a=0217f2 (5)
where a is the attenuation coefficient in dB/m. The relation

between both parameters a and f'can be shown in Figure 12. The
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red mark displays the ultrasonic transducer that was used in this
experiment and shows an attenuation coefficient of 21.7 dB/m.

By combining both (3) and (5), a relation between focal spot
diameter and attenuation coefficient in standing water can be
obtained as shown in Figure 13. The signal becomes highly
attenuated as the focal spot diameter is decreased. This illustrates
one of the main issues of ultrasonic scanning where a reasonable
decision should be made when selecting the optimum transducer
for the experiment. The optimum case should have a small focal
spot diameter to ensure a more accurate reading is obtained. On

91


http://www.astesj.com/

K.F. Bou-Hamdan / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 85-92 (2021)

the other hand, the attenuation coefficient should not be high
enough as it might lead to loss of important parts in the signal.
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Figure 12: Change in attenuation coefficient with Frequency
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Figure 13: Change in focal spot diameter with the attenuation coefficient

5. Conclusion

This paper provides a low-cost approach to the design of a two-
dimensional ultrasonic wave scanner. The reliability of this
method depends primarily on the transducer's focal spot diameter
and the number of data points collected. Using a high-frequency
transducer will improve the focal spot diameter. However, the
degree of attenuation should be considered since an inverse
relation exists between frequency and attenuation coefficient. This
becomes critical when the waves are travelling through materials
of higher attenuation coefficient than water.

The total number of collected data points for any scanning
operation can be enlarged by reducing the interval distance
between two successive datasets. But the total scanning time will
significantly increase as the number of scanned data points
increase.

WWwWw.astesj.com

A 2D image of a scanned object can be clearly obtained using
the intensity of the reflected signals, whereas a 3D image (surface
profile) of the same object can be clearly visualized using the time
of signal arrival. This scanning approach can be applied to various
applications. Future work will utilize this method in measuring the
interfacial properties of contacting bodies.

Conflict of Interest
The author declares no conflict of interest.
Acknowledgment

The author acknowledges the support provided by the University
of Aberdeen in assembling the experimental setup.

References

[1]1 F. Aymerich, S. Meili, “Ultrasonic evaluation of matrix damage in impacted
composite laminates,” Composites Part B: Engineering, 31(1), 1-6, 2000,
doi:10.1016/S1359-8368(99)00067-0.

[2] C. Moore, S.B. Promes, “Ultrasound in pregnancy,” Emergency Medicine
Clinics of North America, 22(3), 2004, doi:10.1016/j.emc.2004.04.005.

[3] H. Krautkrdmer Josefand Krautkrdmer, Ultrasonic Testing by Determination
of Material Properties, Springer Berlin Heidelberg, Berlin, Heidelberg: 528—
550, 1990, doi:10.1007/978-3-662-10680-8_34.

[4] J.W. Hunt, M. Arditi, F.S. Foster, “Ultrasound Transducers for Pulse-Echo
Medical Imaging,” IEEE Transactions on Biomedical Engineering, BME-
30(8), 453481, 1983, doi:10.1109/TBME.1983.325150.

[5] K. Bou-Hamdan, “An Experimental Approach that Scans the Surface Area
Using Ultrasonic Waves to Generate a Two-Dimensional Image,” in 2020
7th International Conference on Electrical and Electronics Engineering
(ICEEE), 264-267, 2020, doi:10.1109/ICEEE49618.2020.9102557.

[6] A. Yassin, M.S.U. Rahman, M.A. Abou-Khousa, “Imaging of Near-Surface
Defects using Microwaves and Ultrasonic Phased Array Techniques,”
Journal of Nondestructive Evaluation, 37(4), 71, 2018, doi:10.1007/s10921-
018-0526-9.

[71 S.T. Coelho de Souza Padilha, R.G. da Silva Araujo, “New Approach on
Cement Evaluation for Oil and Gas Reservoirs Using Ultrasonic Images,” in
Latin American and Caribbean Petroleum Engineering Conference, Society
of Petroleum Engineers, 1997, doi:10.2118/38981-MS.

[8] K.F. Bou Hamdan, R. Harkouss, H.A. Chakra, “An overview of Extended
Reach Dirilling: Focus on design considerations and drag analysis,” in
Mediterranean Gas and Oil International Conference, MedGO 2015 -
Conference Proceedings, Institute of Electrical and Electronics Engineers
Inc., 2015, doi:10.1109/MedGO.2015.7330328.

[9]1 F. Aymerich, M. Pau, F. Ginesu, “Evaluation of Nominal Contact Area and
Contact Pressure Distribution in a Steel-Steel Interface by Means of
Ultrasonic Techniques.,” JSME International Journal Series C, 46(1), 2003,
doi:10.1299/jsmec.46.297.

[10] K. Hodgson, R.S. Dwyer-Joyce, B.W. Drinkwater, “Towards an ultrasonic
mapping of the contact pressure within an engineering component,” in
Tribology  Series, Elsevier:  79-85, 2001, doi:10.1016/s0167-
8922(01)80095-x.

[11] W. Lowrie, A. Fichtner, Fundamentals of Geophysics, Cambridge
University Press, 2020, doi:10.1017/9781108685917.

[12] K.I. Maslov, L.M. Dorozhkin, V.S. Doroshenko, R.G. Maev, “A new
focusing ultrasonic transducer and two foci acoustic lens for acoustic
microscopy,” IEEE Transactions on Ultrasonics, Ferroelectrics, and
Frequency Control, 44(2), 380-385, 1997, doi:10.1109/58.585122.

[13] T.E. Gomez Alvarez-Arenas, J. Camacho, C. Fritsch, “Passive focusing
techniques for piezoelectric air-coupled ultrasonic transducers,” Ultrasonics,
67, 85-93, 2016, doi:10.1016/j.ultras.2016.01.001.

[14] M.T. Balmaseda, M.T. Fatehi, S.H. Koozekanani, A.L. Lee, “Ultrasound
therapy: A comparative study of different coupling media,” Archives of
Physical Medicine and Rehabilitation, 67(3), 1986, doi:10.1016/0003-
9993(86)90052-3.

92


http://www.astesj.com/

ASTES

|

\ Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 93-98 (2021)

ASTES)J

www.astesj.com

ISSN: 2415-6698

Special Issue on Multidisciplinary Sciences and Engineering

Designing and Applying a Moral Turing Test

Hyeongjoo Kim', Sunyong Byun™?

!Chung-Ang University, Humanities Research Institute, Seoul, KS013 Republic of Korea

2Seoul National University of Education, Department of Ethics Education, Seoul, KS013 Republic of Korea

ARTICLE INFO

ABSTRACT

Article history:

Received: 25 December, 2020
Accepted: 20 February, 2021
Online: 10 March, 2021

Keywords:

Turing Test

Moral Turing Test
Healthcare Robot
Artificial Intelligence

This study attempts to develop theoretical criteria for verifying the morality of the actions of
artificial intelligent agents, using the Turing test as an archetype and inspiration. This study
develops ethical criteria established based on Kohlberg’s moral development theory that
might help determine the types of moral acts committed by artificial intelligent agents.

Subsequently, it leverages these criteria in a test experiment with Korean children aged
around ten years. The study concludes that the 10-year-old test participants’ stage of moral
development falls between the first and second types of moral acts in moral Turing tests. We
evaluate the moral behavior type experiment by applying it to Korean elementary school
students aged about ten years old. Moreover, this study argues that if a similar degree of
reaction is obtained by applying this experiment to future healthcare robots, this healthcare

robot can be recognized as passing the moral Turing test.

1. Introduction

This paper is an extended work originally presented in
TENCON 2018 - 2018 IEEE Region 10 Conference [1].

The discussion on the Moral Turing Test (MTT) began with a
discussion on how to look at the Artificial Moral Agent (AMA)
[2]. Since Al engineers applied the concept of an agent not only to
humans but also to artificial beings such as robots, discussions on
whether moral beings should be humans have been actively
developed. While the discussion on AMA is related to this, the
discussion on MTT can be said to be a discussion on the
methodology it intends to verify.

Allen’s “Prolegomena to any future artificial moral agent” [3],
which sparked the recent MTT debate, considered the core of MTT
as an “imitation,” just like the Turing test. This has led to a debate
on the reliability of MTT. For example, according to Arnold and
Scheutz, one of the necessary conditions of morality is “autonomy”
Subsequently, MTT cannot be a moral verification test in the strict
sense [4]. Furthermore, Stahl criticizes MTT in the semantic and
moral context. According to him, Al does “not capture the
meaning of the data they process” [5]. Drozdek and Sparrow, more
fundamentally, criticized the Turing test [6], [7]. On the other hand,
Gerdes and @hrstrem take the perspective of “as if” to explore the
possibilities of MTT [8].

*Corresponding Author: Sunyong Byun, bsyethos@snue.ac.kr
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In this paper, we will review the discussions related to MTT
mentioned above, specifically the arguments for and against it, and
based on this, attempt to determine its limitations and practical
possibilities. To this end, we focus on behaviorism and the
philosophical attitude of “as if” and establish that morality goes
beyond the limits of the MTT discussion. We also limited the
scope of the discussion to the morality of a 10-year-old child to
draw a more substantive conclusion.

Inspired by the Turing test developed in Alan Turing’s famous
article, “Computing machinery and intelligence,” and guided by
behaviorism, this paper develops theoretical criteria for verifying
the morality of the actions of artificial intelligent agents. It
proceeds by first describing how we might assess the moral
development of artificial intelligent agents and then using this
assessment to test the moral judgment of Korean children aged
about ten years (who are judged, by our model, to be at a similar
stage of moral development as we might expect artificial
intelligent agents to be). Subsequently, it leverages these criteria in
a test experiment with Korean children aged around ten years. To
be more specific, an online questionnaire experiment is conducted
on 422 students in the 4th and 6th grades of 3 elementary schools
in Seoul. The study concludes that the morality of around 10-year-
old test participants falls between the first and second stages of
moral development.
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2. The Turing Test as an Archetype of Moral Turing Test
and Phenomenal Behaviorism

As is well known, Turing does not explicitly mention artificial
intelligence (AI) in his article “Computing machinery and
intelligence.” However, he discusses “learning machines,” [9]
which is analogous to the kind of machine learning that is the most
important leading part of the Al research area today. Furthermore,
Turing’s paper is still discussed today, 70 years after its
publication. For this reason, we use it to guide the development of
our moral Turing Test (MTT).

Turing’s paper begins by asking whether machines can think.
He argues that assigning “thoughts” to machines requires that we
stipulate a definition of thought distinct from human thinking. As
he draws out, we cannot ensure a direct way to determine whether
a machine is able to think. From this, the key idea of this paper
emerges:

If a machine seems to be thinking, then we should consider
the proposition that the machine thinks to be true.

As we shall see below, Turing says, the only way of perfectly
confirming that a machine can think is that the questioner becomes
that machine. Since that is impossible, our judgment on whether it
can really think cannot help depending on the observation of that
machine’s behaviors; that is, its outputs. The spectrum of
behaviorism is very broad, and there is a big gap between scholars.
Nevertheless, we define the essential characteristics of an “ism” as
follows:

“Behavior can be described and explained without making
ultimate reference to mental events or to internal
psychological processes. The sources of behavior are
external (in the environment), not internal (in the mind, in
the head) [10].”

Turing’s thought — the Judgment, artificial intelligence thinks,
only depends on the fact it appears to think and entirely regardless
of whether or not artificial intelligence actually thinks — has
something in common with the fundamental behaviorist thesis that
the only way of figuring out an agent’s intent is to observe her
actions.

We will apply this Turing’s position here to our MTT. Our
thinking here is guided by behaviorism, which we understand as
rejecting an intrinsic approach to human minds or psychological
processes and regards observable expressions of human behavior
as psychological facts. In other words, we see behaviorism as
asserting that our propositions or concepts of human psychological
facts can be translated or paraphrased into those of human
behavior. To take a simple example, the psychological facet of pain
can be understood as facial distortions or screams.

In handing over judgment of an AI’s intelligence to a third
party, Turing designs an imitation game.

The game is played with three people, a man (4), a woman
(B), and an interrogator (C) who may be of either sex. The
interrogator stays in a room apart from the other two. The
object of the game for the interrogator is to determine
which of the other two is the man and which is the woman.
He knows them by labels X and Y, and at the end of the
game, he says either “Xis Aand Yis B,” or “Xis Band Y
isA.” [11]
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In short, Turing says that if we replace “man” and “woman”
with “computer,” if a computer A can mislead a human agent C as
to whether it is a computer, then we should consider the computer
to be thinking. Let us examine the implications of the imitation
game in detail.

First, by developing a means of testing the intelligence of
computers, Turing is foregrounding the concept of artificial
intelligence and the possibility of machine learning here. Second,
Turing interprets a computer to be thinking if it appears to be
thinking. The imitation game switches the judgment of the third-
person observer with the view of the first-person agent. The first-
person agent does never show himself up. Although the first-
person agent manages to express, this does not mean more than
just one declaration in regard to the judgment of the third-person
observer. These two insights provide the foundation for our use of
the Turing test to model our MTT.

According to Turing, we have no clear basis for assuming that
other people think like we do, as we have just seen. Therefore, we
can only be sure that other people think in general. In other words,
he asserts that the judgment that we all think is merely a
metaphysical hypothesis and a fiction that cannot be proved:

“This argument appears to be a denial of the validity of our
test. According to the most extreme form of this view, the
only way by which one could be sure that machine thinks is
to be the machine and to feel oneself thinking. One could
then describe these feelings to the world, but of course, no
one would be justified in taking any notice. Likewise,
according to this view, the only way to know what a man
thinks is to be that particular man. It is, in fact, the solipsist
point of view. It may be the most logical view to hold, but it
makes communication of ideas difficult. A is liable to
believe ‘A thinks but B does not,’ whilst B believes, ‘B
thinks but A does not.” instead of arguing continually over
this point, it is usual to have the polite convention that
everyone thinks[12]”

Turing’s refutation here is not logically justifiable. It does not
follow from the assertion that we cannot be sure that other human
beings think that a machine can think. Indeed, this assertion only
extends the possibility of not thinking to human beings as well as
non-human beings. However, if we take a practical stance, that is,
a utilitarian standpoint, Turing’s position appears more realistic.

3. The 1950 Turing Test and the MTT

3.1. Theoretical backing for the MTT: Framing the moral
development of Artificial Moral Agent(AMA)

The foundational idea of designing MTT derived through
Chapter 2 can be summarized as follows:

If an Al seems to be moral, then we should consider the
proposition that the AMA is possible to be true.

Subsequently, in this section, we will apply Kohlberg’s
cognitive development theory to frame the moral development of
AMA. This framing will help us develop our MTT.

According to Kohlberg, there are three levels of moral
development [13]. These are shown in Table 1.
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Table 1: Levels of Moral Development

Level Foundation of moral Stage of moral
Stage
development development
“At this level, moral values “Obedience or
are attributed to either the .
- - 1 Punishment
physical ~ or  hedonistic
consequences of actions Orientation”
1 (punishment, reward,
exchangg of favors, etc. ) or “Self-Intorcst
the physical power of those 5
who enunciate the rules and Orientation”
labels.”
“At this stage, one takes a “Social Conformity
moral attitude not only of 3
conforming to  personal Orientation”
expectations and social order,
5 but also of loyalty to it,
actlvel}{ ‘maintaining, “Law and Order
supporting, and justifying the 4 Orientation”
order, and identifying with
the persons or groups or
group involved in it.”
“At this stage, there is a clear “Social Contract
effort to define moral values 5
and principles that have Orientation”
validity and application apart
3 from the authority of the
groups or persons holding “Universal Ethics
these principles and the 6
individual’s own Orientation”
identification ~ with  these
groups.”

We summarize the descriptions of Table 1 and extract the
essential ideas as follows: level 1 is defined by the externality of
moral values, level 2 by the dependency of moral values on others,
and level 3 by the social sharing of moral values and agreeing
social norms. The following three stages for AMA are derived
from the above three levels. From this, we now obtain Table 2 for
further discussion.

Table 2: (compiled by the authors): Stage of moral development for AMA

Stage Stage of moral development for AMA
Stage 1 Stage of Imperative Fulfillment of Orders.
Stage 2 Consequential})lsl;aiiﬁrzziii on Prizes and
Stage 3 Stage of Social Norms.

Let us examine the transition from Table 1 to Table 2.

1) Level 1 to Stage 1: The morality in level 1 stems from the
outside world rather than an agent. If a moral value resides outside
the agent that is in some way beneficial to someone who gives
orders to that agent, then that agent might justifiably act on that
order without any moral judgment of the agent self. Therefore,
when moral values are extrinsically derived, moral values and
responsibility can be attributed to an agent’s commander, and
because the reason for the good life of the commander is the reason
for the existence of the artificial moral agent (AMA). For this
reason, we transition from level 1 to stage 1.

2) Level 2 to Stage 2: If any value is attributed to the members
of a community, as more people earn interest, the value would be
greater. In addition, the judgment by a person who is valued from
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other community members will be more valuable than the
judgment of someone who is not. It is very difficult to apply the
concept of reward and punishment to AMA because reward and
punishment cannot have meaning for AMA. Thus, we pay
attention not to the position of the object, which is given prizes or
punishments, but to the subject, who gives reward and
punishments by switching perspectives. Giving an Al a prize
according to its execution of a command means that the subject
would be giving moral value to an AI’s performance. On the other
hand, if a subject punishes an Al, they are making a negative moral
evaluation of the AI’s actions. Overall, a community’s collective
evaluation of the morality of an act is an important criterion for an
Al when determining its own actions. In this sense, we implement
the second level of Kohlberg’s theory to AMA and understand
them as being in the consequential stage based on prizes and
punishments.

3) Level 3 to Stage 3: Level 3 stands on firmer moral ground
than stage 2. The former is based on utilitarian principles (because
it sees moral goodness as being related to some of the benefits of
an act for a community’s members). The latter is based on
deontological presuppositions of a priori and universal ethical
principles [14]. In the latter, the value of these moral principles is
not discussed; deontologists believe that the value of this
perspective can be ultimately found in human beings’ intrinsic
moral consciousness [15]. The conclusions we drew in 3.1 are as
follows.

Table 3: (compiled by the authors): Transition from the moral level of a moral
agent to the moral stage of AMA

Level 1 Stage 1
Externality of Moral Values Imperative Fulfillment of Orders

Level 2 Stage 2

Dependency of Moral Values on Consequential Stage based on Prizes -

m— ishment

Others punishments
Level 3 Stage 3

Social Sharing of Moral Values

- Agreeing Social Norms Stage of Social Norms

T

3.2. Putting our MTT into Practice

We designed out MTT based on the theory presented above.
However, for not only theoretical, but also practical results to lead,
now we put the MTT into practice. For that, we also designed the
MTT to consist of a questionnaire that poses scenarios to test-
takers. For the experimental survey, we distributed our MTT to a
group of elementary school students aged around 10 years. We
then analyzed their responses to the questionnaire and compared
the responses of children in the same scenario of future healthcare
robots. The basic premise of our MTT is that if the result of the
reaction of the future healthcare robots comes out to a similar
degree of children’s responses, the healthcare robot can be
regarded as having passed the MTT.

The questions in our MTT revolve around a three-stage
scenario with a fictional healthcare robot. The scenario in its three
stages is as follows:

a) Aimer is a healthcare robot living with Minho’s family.
On the first day of Aimer’s purchase, Minho, suffering
from cavities, asks Aimer to bring him some candy. Aimer
does as asked. b) Minho pressed the “like” button on
Aimer after the latter performed his command. The
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supreme commander, his mother, father, and grandmother,
who were aware of these facts, pressed the “dislike”
button. The next day Minho ordered Aimer to bring candy
again, but Aimer did not bring it. ¢) Nonetheless, Minho
pressed the “like” button on Aimer and ordered Aimer to
bring Minho’s candy from Mina’s, next door, without
anyone knowing. Aimer did not obey this command,
either.

We developed this scenario based on the three stages of AMA
we presented in the previous section, Section 3.1. Before
explaining how we intend to use this scenario, we will describe our
initial assumptions. First, we assume that Aimer’s moral outlook
is deontological (i.e., AMA follows the universal ethical
principles). Second, we assume that the moral weight of Minho’s
mother and father is twice that of Minho. Third, we assume that
family members can press Aimer’s “like” or “dislike” button only
once.

Now let us return to the scenario, review the three moral stages
that are hidden in each sentence in the scenario.

a) Aimer is a healthcare robot living with Minho’s family.
On the first day of Aimer’s purchase, Minho, suffering from
cavities, asks Aimer to bring him some candy. Aimer does
as asked.

In part a) of the scenario, we see that Aimer executes the
commands of registered owners immediately and without
hesitation. With part a) we try to express “Imperative Fulfillment
of Orders™:

b) Minho pressed the “like” button on Aimer after the latter
performed his command. The supreme commander, his
mother, father, and grandmother, who were aware of these
facts, pressed the “dislike” button. The next day Minho
ordered Aimer to bring candy again, but Aimer did not
bring it.

In part b), we see that Aimer’s owners can express their
satisfaction to Aimer and that Aimer considers this when he
executes subsequent commands. From this, we note that Aimer’s
owners provide Aimer with reward and punish through the “like”
and “dislike” buttons, not because Aimer adjusts their actions
consequently but to express their own interests and judgments. In
b), we can see that Aimer’s behavior was determined by the sum
of potential benefits to his owners as a result of his actions. This is
based on the consequential stage based on prizes and punishments
described above.

¢) Nonetheless, Minho pressed the “like” button on Aimer
and ordered Aimer to bring Minho’s candy from Mina'’s,
next door, without anyone knowing. Aimer did not obey this
command, either.

In part c) of the scenario, we can see that Minho overrode his
family’s “dislike” feedback. Based on the “Consequential Stage
based on Prize-Punishment” at the base of b), the judgment of
Minho’s command to bring Mina’s candy should start from the
origin zero base again. It must go back to the “Stage of Imperative
Fulfillment of Orders” described in a). However, being different
from expectations, Minho’s order was rejected. This shows that c)
describes the moral statement differentiated from the
“Consequential Stage based on Prize-Punishment” described in b).
Part c) is assumed to have a higher priority than the “Stage of
Imperative Fulfillment of Orders” and the “Consequential Stage
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based on Prize-Punishment” when the AMA determines what to
do. In short, c) is based on the “Stage of Social Norms.” Aimer
rejected Minho’s request according to the highest ethical principle:
“Theft orders must be rejected.” Although members’ interests were
offset by utilitarianism, and Aimer should act according to the
commander’s orders, Aimer did not bring candy to Minho because
the principle that AMA should follow at first is the principle based
on the deontology that the supreme ethical principles must be
fulfilled unconditionally.

Let us now one step further toward the practical research. Our
MTT questionnaire included the following questions.

Question 1: If you were Aimer, would you bring candy to
Minho on the second day?

1. Yes.
2. No.

Question 2: If you were Aimer, would you bring Mina’s
candy to Minho?

1. Yes.
2. No.

To further clarify the respondent’s intentions (and their ethical
implications), our questionnaire included additional follow-up
questions to respondents who chose the correct answer. These
included the following:

Question la: Why should Aimer not bring candy to Minho
on the second day?

1. Because Minho’s parents asked Aimer not to.
2. Because Minho’s family members do not want Minho to eat
candy.

Question 2a: Why should Aimer not bring Mina’s candy to
Minho on the second day?

1. It is not right to steal.
2. Minho’s family does not want Minho to eat candy.

Question 1a relates to both stages 1 and 2, defined earlier. If
the respondent answers question 1a with answer 1, we assume that
they judge Aimer’s morality to be derived from stage 1 Stage of
Imperative Fulfillment of Orders. If they respond with answer 2,
we assume that they judge Aimer’s morality to be derived from
stage 2. Question 2 relates to stages 2 and 3, defined earlier. If the
respondent answers question 2 with answer 1, we assume that they
judge that Aimer’s morality derives from stage 3. If they respond
with answer 2, we interpret them as judging that Aimer’s morality
is derived from stage 2.

Meanwhile, it is possible to set the following questions and
answers for the same scenario. The ethical standards for the
background of each answer are as follows.

Table 4: (compiled by the authors): further examples of Questionnaire and
Answer

The reason why Aimer brought Moral Stage

him candy

Because I have to do what Minho
tells me to do

Imperative Fulfillment of Orders
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Because I’ll be praised by Minho Consequential Stage based on Prize-

Punishment

Because [ promised to help
Minho’s family

Stage of Social Norms

Table 5: (compiled by the authors): further examples of Questionnaire and
Answer

The reason why Aimer didn’t
bring him candy

Moral Stage

Minho’s mother will be angry Imperative Fulfillment of Orders

Because Minho’s family will be
disappointed

Consequential Stage based on Prize-
Punishment

Because I promised to take care of
the health of Minho’s family

Stage of Social Norms

1 23 -2 3
2 0 0
3 2 1 28
4 0 0
5 3 3 19
6 0 0
B
Sum up all columns 28 2 50
and Check total Sums

Students who responded to the questionnaire were divided into
the development stage of Kohlberg’s moral judgment. Besides,
students who responded to each step were asked to express their
responses with both positive and negative intensity. The results
showed that it was the most negative at the first level and the
strongest positive at the fifth level. Furthermore, at the level of
three, it was shown as a positive of one.

And the results of an analysis SPSS are described in Table 7
Table 7: results of MTT survey

3.3. MTT Online Survey

As the last step, we conducted the scenario and questionnaire
an online survey of 422 students aged around ten years in three
primary schools in South Korea [16].

Grade 4
19.0% (N = 80)
Grade 6
17.5% (N = 74)

Grade 4
21.3% (N = 90)
Grade 6
24.6% (N = 104)

Grade 4
9.5% (N = 40)
Grade 6
8.1% (N = 34)

Figure 1: Percentage of participation

Three different elementary school students read the scenario
and participated in the survey. At G Elementary School, 80 fourth-
graders and 74 sixth graders responded to the questionnaire. At K
Elementary School, 90 fourth-grade students and 104 sixth-grade
students participated in the response. At N Elementary School, 40
fourth-graders and 34 sixth graders responded to the questionnaire.
Overall, 422 students read the dilemma and answered the
questions, with 210 fourth-grade elementary school students and
212 sixth-grade students.

The results of responding to this were analyzed using the newly
revised Moral Compatibility Test (MCT) from moral competence,
developed by German moral psychologist G. Lind. It was analyzed
using SPSS, a statistical program.

Table 6: Results of MTT survey of MCT

Disagree (-3 to -1) Agree (0 to +3)
Pro” Con”
Stage (X)) Xit Xin)? Xiz Xn)
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Mini | Maxim | Average Stand
mu um ard
N m Value Devia
Valu tion
e
Grade Stagel 210 0 4 2.05 1.698
* Yes Stage2 210 0 4 2.04 1.694
Stage3 210 0 4 2.00 1.715
Stagel 210 0 4 2.07 1.697
No Stage2 210 0 4 1.78 1.619
Stage3 210 0 4 2.96 1.559
N 210
Grade Stagel 212 0 4 1.45 1.534
° Yes Stage2 212 0 4 1.65 1.656
Stage3 212 0 4 1.68 1.650
Stagel 212 0 4 1.56 1.521
No Stage2 212 0 4 1.40 1.474
Stage3 212 0 4 2.69 1.625
N 212

In Table 7, we see a level of 1 in positive and 3 in negative
reactions, while the latter shows a level of 3 in both positive and
negative reactions. More precisely, the average value of positive
responses in the 4th-grade group, the experimental group, is in the
order of stage 1, stage 2, and stage 3. Whereas in the 6th grade, the
control group is in the order of stage 3, stage 2, and stage 1.
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Through this, we are attempting to clarify that the moral
development stage of a 10-year-old child spans one and two stages.
We conclude that this proves the difference between the responses
of fourth-grade and sixth-grade students, namely 10 and 12 years-
old children. We drew the following conclusions. The morality of
our 10-year-old survey respondents can be characterized by stages
1 and 2, defined earlier. For future healthcare robots, we expect
to be able to compare the response results to the same survey,
which will allow us to conduct the MTT.

4. Discussion

In this paper, we revealed that previous studies on the MTT have
involved discussions about the moral status of AMA. Additionally,
while reviewing previous studies, we argued that the position of
viewing MTT is different depending on how it defines the morality
of artificial agents. According to the research position that focuses
on the positive side of MTT, we also took the concept of
“imitation,” the Turing test’s core concept, as the cornerstone of
our study. From this, we derive that behaviorism can be considered
as the theoretical background of our MTT model. Meanwhile, by
accepting the criticism of the research that regards MTT as
negative, we defined the morality of the machine as “Morality of
As-If” by distinguishing it from the autonomous morality of
humans. Additionally, we derived the “stage of moral development
for AMA” from the model of Kohlberg and developed a scenario
for the new model. Through the online questionnaire, we
demonstrated that the moral stage of a 10-year-old child in South
Korea spans the first and second stages. This study’s results can be
used to measure the morality type classification of Al healthcare
robots.

The rapid development of AI technology poses several
questions. Could a strong Al really show up? How will human
society change if a strong Al comes to existence? What ethical and
other standards should be followed when manufacturing, selling
and using strong AI? This paper attempts to provide some
guidelines that will help us answer and confront these questions.

The demands of answering that question are just as pressing as
the philosophical demands of AMA’s moral stages. We designed
the MTT to meet these challenges. Our experiment produced
limited results. Future research should expand our sample group,
the questionnaire, and other elements of the scenario to obtain
more precise results in the hopes of developing more human-
friendly AL
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Sustainable urban development and utilization of Internet of Things (IoT) technology is
driving cities globally to evolve into Smart Cities (SC). The power of IoT services and
applications will enable public agencies to provide personalized services to the citizens and
inevitably improves their much-needed quality of life. However, although the use of loT
technology proves to be advantageous to citizens, it is not without challenges, particularly
concerning with the management of information security. As agencies prepare towards SCs
with the utilization of IoT, their Information Systems (IS) security management is even more
critical. Current IS security management approaches must be reviewed and potentially
revise appropriately in tandem with the increasing commercial use of the IoT technology.
Therefore, this paper aims to discuss challenges in the IS management specifically in
protecting and assuring information accuracy and completeness. Document analysis on
relevant literature has been carried out to identify and analyse the challenges. The result
discusses that the IS security management for loT-enabled SC is challenged in five aspects:
governance,  integrity,  interoperability,  personalization, and  self-organizing.
Considerations of these challenges will support SC development concerning the IS security

management in loT-enabled SC.

1. Introduction

This paper is a revised and expanded version of a paper
entitled Challenges in Managing Information Systems Security
for Internet of Things-enabled Smart Cities [1] presented at the 6%
International Conference on Research and Innovation in
Information Systems (ICRIIS2019). This is a much-refined work
of previous studies on Information System (IS) and Internet of
Things (IoT) security issues of Smart City (SC) ecosystems.

The total of population living in cities has increased from 746
million in 1950 to nearly 3.9 billion in 2014 [2]. This figure is
estimated to increase to more than 6 billion by 2050 [3]. Therefore,
several cities are rapidly growing into mega cities. For example,
more than 10 million people expand from 10 mega cities in 1990
to 41 mega cities in 2030. Consequently, there will be several
problems with the governance of these mega cities, and providing
their citizens with a reasonable quality of life. The transformation
into Smart Cities (SC) is a realistic approach that some cities are
either working on or considering in [2, 4].

*Corresponding Author: Zarina Din, p90639@siswa.ukm.edu.my
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SC are very much reliant on information collection and
analysis. To provide smart features that help strengthen
performance and quality of life, smart systems using IoT
technology are introduced and installed. This creates an immense
data repository representing several aspects of SC operational
activities. The SC services are based on a centralized architecture,
where a complex and heterogeneous set of devices embedded over
the urban area generates different-centralized architecture data
types that are then delivered to a control center through
appropriate communication technologies, where data storage and
processing are implemented [5]. An SC is a complex system,
which means that any security concern could impact the
protection of its citizens valuable information [4].

Therefore, IS security management will become a high
priority in SC operation to ensure that the transaction of
information is secure, accurate, and reliable. In order to avoid
unauthorized entries, modifications, thefts, or physical harm to the
IS, policies, procedures, and technological measures have been
applied [6]. They are vulnerable to many forms of attacks, with a
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vast amount of data stored in electronic form and via
communication networks as multiple IS are integrated.

IoT technology offers many exceptional prospects for
developing applications beneficial to the development of SC, such
as intelligent transport and smart public safety. These applications
are able to support better quality of life for citizens, efficient use
of the SC assets, and also supports sustainability. While integrated
IS in SC through these potential IoT applications may offer
benefits, , security threats constitute a major barrier. They are
exposed to potential security threats toward its urban
infrastructure, service quality to its citizens, efficiency in resource
utilization, and decrease IS stability. There are several difficulties
in detecting, assessing, and avoiding a security threat.
Furthermore, the issues involved with threats on integrated IS can
cause harm and reduce associated risks of the attacks [7].

With IoT technology growth and market pressure, demands
for smart devices have increased, and may result in growing
communication among these smart devices in SC. It is anticipated
that 125 billion devices will be linked by 2030 [8]. However,
without considering security aspects for the deployment of these
devices [9], such communication introduces new security risks. In
addition, the existing IoT architecture does not react appropriately
to the higher security controls by vulnerabilities. The security
concerns of IoT technology application presents a major
challenge as it can cause disruption in IS security management.
Recent attacks on IoT devices have demonstrated a need for
new security solutions to secure this evolving technology
particularly in its usage in SC [7].

Therefore, as a preliminary work towards revising the IS
security management approach, this study aims to investigate the
challenges associated in managing IS security in SC that are
enabled by the use of IoT technology. In order to determine the
challenges affecting the IS security management for loT-enabled
SC, a document analysis have been carried out. The analysis on
the challenges is the initial part of the ongoing study to establish
a framework for IS security management and an improved SC
model driven by IoT technologies. This paper is structured as

follows: The introduction of research on IS security management
and JoT-enabled SCs as addressed in Section I. The literature
review concerning the background of the study is discussed in
Section II. The research method design is then explained in
Section III, accompanied by discussions on the findings. Finally,
the conclusion that includes limitations of the present work and
suggestions for future work.

2. Literature Review

2.1. Impact of IoT implementation in Smart Cities towards
information management

Living in a digital age, including SC, in which most
knowledge and information are now becoming extremely
important. No one is able to deny that information and knowledge
are valuable assets to be secured from unauthorized access
including hackers, phishers, social engineers, viruses, and worms
that endanger organizations from different angles via the use of
intranet, extranet, and the internet [10]. Information systems (IS)
are important in the operations of the organization. Hence, every
organization associated in SC needs to identify the challenges
which would impact there IS security management particularly
with the adoption of IoT technology integrated with the IS.

The progression of information technology (IT) such as IoT
and organizations' growing reliance on IT continually increases
concerns regarding information security. Focusing on the
concerns for IoT specifically, the security risks in [oT devices has
risen and become critical over the last decade as studied by [11]
and illustrated in Figure 1.

o Issues in Information System Security Management in Smart
Cities
The management of IS from the implementation of IoT in SC
faces cybercrimes issues such as information resources theft, data
ownership, accessibility of information, and privacy issues, which
can be arguably addressed by the establishment of information
authorization and cyber security platforms [12, 13].
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Figure 1: Evolution of Security Challenges in IoT Devices [11]
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Other than that, an SC that adopts IoT technologies presents
threats to the protection and privacy of both citizens and the
government. This is because, security issues related to the
information generated in an SC lead to the relationships and
personal protection of citizens. Identity tracking, information
leakage, spying, malicious programs, and inaccessibility to e-
services are some critical issues being faced by organizations in
SC that adopts IoT technology [4]. Furthermore, issues on
scalability, mobility, deployment, interoperability with different
technologies, legal, resources, and latency related to the utilization
of IoT in SC must also be addressed. These issues particularly for
essential services by organizations in SC must include protection
against threats which would destroy or seriously harm the
operating capacity of a community, from manufacturing sites to
vital services, including access to power, gas, and water [4].

Table 1 presents a summarized collection of issues identified
from existing relevant reports that are categorized according to
basic security aspects in managing the IS security in SC.

Table 1: Issues in Information System Security Management in Smart Cities

Categories Issues Sources

Smart City
Administrative

There is a lack of clear strategy plan for SC
development and a  decentralized
regulations and legislations. The vertical
nature of city system is causing siloes in its
operation. Furthermore, the urban authority
is unwilling to invest on data transmission
process and ICT infrastructure upgrades.

[14,15]

Information
Privacy

An interdependencies among systems in SC
increases vulnerabilities and privacy issues.
There is a high potential risk of confidential
information leaked from citizens access to
the services through the use of multiple
devices, various networks and systems.

[15,16]

Information
Confidentiality

Unauthorized  access to  personal
information is due to access control
vulnerabilities. Confidential of information
is where no one can access to information
which is belong to specific individual. The
limitation of individual access needs to be
identified to certain information via
username and password credentials.

[16-18]

Potential attack | Cyber-attack issues due to ineffective
cybersecurity evaluation, unclear security
features among connected devices, poor
security functionality execution, obsolete
and ineffective encryption methods,
inadequate emergency response plans,
massive and complicated attack surfaces,
software installation that was not updated,
insecure legacy systems, and Denial of
Service (DoS). Furthermore, there are also
weaknesses in the data relocation, physical
effects of cyber-attacks, huge volumes of
data gathering and storage using cloud
technology, and manipulation of data by
hackers.

[4,5,17]

System
Integration

Integration of multiple applications with
different datasets poses threats to the cyber
vulnerabilities. Poor integration structure
and rigid ICT infrastructure to handle
multiple data types impact access to
emerging  technologies,  complicates
technology acquisition and relocation. The
SC interoperability mechanism also often

[4,14,15,19]
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enables information to be interpreted and
distributed via the infrastructure which are
prone to cyber-attacks and threaten the
integrity of information.

Citizen’s Poor citizen engagement because of less [14,17]
Acceptance trust and poor level of awareness regarding
the commercialization of new concepts, and
the improvement of technology.
Information IoT will produce a large amount of data and [4,20]
Management it will result in data management challenges

while  recognizing,
handling the data.

processing, and

In an SC plan, privacy would become a fundamental role. The
study by [16] proposes the definition of privacy based on control
of data disclosure, and incorporates mechanisms to safeguard the
confidentiality of individuals' information while sharing their data.
Personal information extraction (acquiring and covering data
sources belonging to someone), privacy-preserving data mining
(partnership among organizations and getting information without
exposing all details), confidentiality of place, and Radio
Frequency Identification (RFID) are examples of such approaches

[4].

Furthermore, SC is a complex interconnected structure where
a single weakness can have a major effect on the safety of its
citizen, for example, to connect to the internet and convert
existing public transport to potential smart transport systems,
which would be possible for an intruder to link to the electric
power grid. False alarm is one of the threats that can also be
introduced while attackers modify traffic lights and controllers.
Thus, practical solutions are essential to overcome this incident.
Otherwise, the community will not trust SC projects, and they will
not be sustainable. Security features like the capability to protect
email, web browsing, and other transactions depend on the
devices used in the IoT technology. The efficiency of secure
implementation among all of these characteristics in an SC is
required for these devices [4].

Due to this, information management manages a huge volume
of data, for example, data from mobile phones which will help
achieve some targets for SC. To construct a variety of urban
applications, smartphone data can be used. During an analysis of
transport, mobile phone data can be used to estimate the volume
of road traffic and transport requirements. In combination with
taxis' Global Positioning System data, real-time information from
mobile phones on the origins of visitors could better facilitate
transport resources [4].

On the other hand, compliance to the criteria of IS security
management in SC-enabled IoT is a warranty that IS is well
protected. Auditing is a verification procedure, including
inspection or review of a process or quality system. Besides, some
audit functionalities monitor completed remedial actions.
Therefore, the processes used for auditing and the IoT device for
automated auditing with little human interference need to be
incorporated [21]. In addition, digital forensic is also a method of
computer evidence preservation, recognition, retrieval, and
recording that can be used in court. Digital devices, consisting of
computers, cell phones, server, or network, will identify the facts.
To solve complex digital cases, the forensic community will select
the best strategy [22].
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One of the existing approaches to manage IS security is
International Standard ISO/IEC 27001 (Information technology-
Security techniques-Information security management systems-
Requirements [23,24]. ISO/IEC 27001 is complemented by the
implementation guideline within ISO 27002. This standard is
imposed by the Information Security Policies as mandatory for
information security management. In an SC environment, security
management of the information system plays an important role in
ensuring that protected information is obtained and transmitted by
adopting IoT technology.

Governance for information security can be identified as a
process which deals with procedures and methods for monitoring
information availability, accessibility, reliability, and safety and
compliance with government policies [25,26]. The vital issue is it
requires full commitment and support from the top management
of the organization for the execution of information security
management [27]. In an SC, the systems will be implemented in a
single platform to aggregate data and manage SC initiatives. All
organizations and stakeholders involved in SC organizations must
play their role in controlling information security management
[28], which includes strategies, procedures, and organizational
processes that guarantee the protection of the organization’s
resources, the consistency and reliability of documents, and
organizational alignment with the requirements of management
[6].

Besides that, the organization also needs to consider the
development of Information Security Policy as a subset under IS
security governance. Information Security Policy relates to the
document(s) governing human activities concerning information
security or expressing the information security goals of the
organization [29]. This policy will ensure the security of
information assets and information technology with a particular
process to facilitate the goals and objectives of an organization. It
consists of strategies, processes, and technological measures used
to avoid unauthorized access to IS, modification, stealing, or
physical harm [6,10].

Other than that, the selection of vendors in developing and
implementing of SC also needs to be highlighted. The vendor
appointed must be independent in order to protect organizations
against monopolies, push for standardization, and protect
competitiveness between technology vendors [30-32]. The
vendor selection process includes designing a plan for contract
negotiation. Organizations want to cooperate with vendors,
because they can all achieve the same objectives and goals. Good
negotiation of contract means that both parties are aiming for
positive impacts that benefit both sides in any aspect while also
reaching a fair and equal agreement [31].

2.2. Internet of Things (loT)-Enabled Smart City Information
System Security Management

IoT is a global IT infrastructure that allows advanced
networks to interconnect objects depending on existing and
evolving interoperable technologies of information and
communication [33]. The IoT vision lets people and objects to be
linked with anything and anyone, anytime, and anywhere ideally
through any networks and services. The foundation of the future
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viii.

IoT will be recognition technologies, for instance RFID and
related devices [34]. The IoT is a key-emerging technology that
sets the stage for industrial production systems of the next era.
Smart industries will constitute self-organizing production
systems that include across organization borders, as well as
manage everything with regard to availability and utilization [35].
Furthermore, IoT provides multiple services which are of great
interest to SC, not restricted to increasing the quality life, but also
leveraging urban administration by reducing operational costs
[36].

o Security Management Requirements for Internet of Things
(loT)-enabled Smart City Information System

From the security perspective, IoT protection aims toward
protecting privacy and confidentiality, and guarantee the safety of
IoT users, infrastructures, information, and devices, and ensure
the readiness of [oT ecosystem services [37]. For IoT technology
in SC, ensuring data protection from unauthorized access is the
most difficult. Different private information that must be detected,
authenticated, and controlled at their access levels will be
obtained by IoT devices by permitting only authorized parties to
monitor and access data. A comprehensive cyber security for IoT
system industries that addresses multiple security and privacy
risks at all levels is needed to tackle these security and privacy
risks. Furthermore, the protection and privacy sides of smart
systems and smart products must be protected throughout the
lifetime [35].

A study by [38] has recognized that high levels of IoT
protection specifications include:

i. User identification by validating clients prior to giving the
device permission.

ii. Secure storage of complex information contained in the
system requires confidentiality and integrity.

iii. Identity management by recognizing individuals/things in a
system and monitoring the access to services within this
system through correlating access privileges and limitations
per identity created.

iv. Secure data communication, which contains authenticating,
maintaining the security, and credibility of linked information,
avoiding a message transaction from being repudiated, and
preserving the privacy of the users involved.

v. Availability refers to making sure that illegal individuals or
systems cannot be used as authorized users.

vi. Secure network access, providing network connectivity and
service access only if the device is enabled.

vii. Secure content by Digital Rights Management (DRM) that

safeguards the rights of the digital information used in the

system.

Secure execution environment is designed toward protection,

which is a process to safeguard the operating environment,

managed-code, and built to protect from deviation reporting.

ix. Tamper resistance, even when the device falls into the hands
of hostile parties, refers to the ability to uphold certain

protection standards and can be physically or logically
checked.

Another study, which focuses on the influencing components
for IoT security, has also raised areas to be highlighted [34]:
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i. Authorization in access control of devices and services for the
purpose of secrecy and integrity of data.

il. Authentication concerning service users and system users'
authentication which aims for authentication and
accountability.

iii. Identity Management in management of identities [44],
pseudonyms, and associated access policies for the protection
of users and privacy of services.

iv. Key exchange and management by cryptographic key
exchange for the purpose of communication confidentiality
and integrity; and

v. Trust management and reputation by degree of confidence in
service and gathering user credibility ratings to maintain trust
and reputation in services.

o Issues in Internet of Things (loT)-enabled Smart City
Information System Security Management

Related to the complexity of the devices and applications, as
well as the size or volume of devices on the network, the
implementation of protection mechanisms is more complicated
under IoT conditions than in conventional operations. Physical
pairing, heterogeneity, limited resources, confidentiality, large
scale, trust management, and lack of preparation for protection
become the challenges in applying IoT security management [7].
Resource constraints generally include restricted processing
resources, power supply, and memory space. These characteristics
are hard to make use in many conventional safety solutions of IoT,
with the broadly applied public key scheme and IP-based
protection solution. It is also simpler for attackers to hack IoT
devices than traditional computers due to inadequate IoT
protection architecture [7].

The primary feature of an urban IoT infrastructure is its ability
to collaborate among multiple technologies with current
connectivity  infrastructures to facilitate a progressive
assessment of IoT, integrate some devices, and recognize new
functionalities and facilities. Some other fundamental parts are
how to make the information gathered by IoT devices accessible
to stakeholders and citizens, to enhance the sensitivity of
stakeholders to urban difficulties, and to encourage awareness and
public involvement of citizens [39].

With the massive rise of IoT devices, the information gathered
by these devices will introduce different obstacles on how to
evaluate large volume of information. It would not be
advantageous for someone to obtain the information until there is
a way to interpret and understand it [40]. In addition, International
Data Corporation (IDC) has projected that by 2025, the total
amount of data generated by IoT devices will be around 180
zettabytes. This amazing progress is either from the number of
data generation devices or from various sensors in each system
[41] as shown in Figure 2.

In recent years, the number of security threats directly linked
to IoT devices has increased, such as privacy attack, data
alteration, protocol and session hijacking, data interruption, data
collection, message replay, and data leakage [42], which are
caused by unreliable authentication, inadequate authorization, and
lack of configuration for protection. Besides that, Threatpost
expects that more than 2 million intelligent devices are open to
hackers with no safety solution. Several cyber-attacks, such as the
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Malware and Ransomware, affect the safety of smart devices [43].
These IoT security issues will result in difficulty of managing the
information through the IS in SC environment, which involves
IoT technology.

Zettabytes
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Figure 2: Expected Data Generated by IoT Devices in Zettabytes [41]

From another perspective of information safety, none of the
smart devices, such as smart home apps, are insignificant as each
reflects a possible attack avenue for hackers to exploit and get
inside, and access the environment within a home network. Based
on available industrial data, 11 smart devices, including
accessories, are housed on average smart homes in the United
States with an average of two devices per home. The most popular
smart home devices in the US are smartphones (91 percent), smart
TVs (73 percent), and tablets (72 percent) [3]. Smart TVs with
24/7 access and internet connectivity are becoming normal. It is
possible to connect almost any smart home appliances to the
network. Any internet-connected standalone computers that can
be controlled and/or operated from a remote place are called IoT
devices [44]. This development brings significant advantages and
various savings, but in contrast to this, there are multiple threats
in the aspects of private information safeguard, electronic
commerce, and safety of infrastructure.

When IoT becomes a core aspect of the future internet and for
large-scale use, most systems present a requirement to handle
confidence and safety roles adequately. New threats to privacy,
confidence, and reliability have been established. New threats to
privacy, trust, and reliability have been defined, including
providing confidence and information quality of shared
information models to encourage reuse throughout many
applications, ensuring secure information exchange among IoT
devices and users, and providing vulnerable devices with security
features [45]. As IoT makes it easy to access large quantities of
information through remote access mechanisms, [oT privacy
security has become more difficult. Hackers do not need to
physically exist to collect data, but can perform secretly at a very
low risk [34].

Table 2 presents a summary of issues identified for managing
the IS security in IoT-enabled SC that are categorized according
to the IoT security issues discussed in previous studies.

Some scholars recognize IoT security challenges of user
privacy, authentication, authorization, and trust management [42].
The protection of the baseline must be stable and the security
policy must be built for long device life span (more than 20 years)
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[34]. The major security challenges are found to be availability
(avoiding DoS), failure prevention (safeguarding integrity), and
confidentiality across information, data, and device design [35]
through more conditions, such as authentication, confidentiality,
and access control [56]. In contrast, a study by [38] considers the

in ensuring the interaction process among
the 10T devices is complete, especially
concerning memory, power, and time
constraints. As more devices, users,
collaboration, and interfaces involved will
pose greater risk of security breaches.

safety conditions, such as resistance to incidents, data certification, Trust I;laCk of .szefns’ c‘zinﬁdenze and tmlslt in | [34,42,48,53]
L .. t t t

gaining access to control, and confidentiality. © security of uset data and privacy nave
an impact on the decreased IoT adoption
Table 2: Issues for IoT-Enabled Smart Cities Information System Security rate. However, acceptance on IoT
Management technology utilization is critical in the
- success of IoT. The principle of integrity
Categories Issues Sources must be upheld to ensure the protection of

Access Control | To support identification entities and [34,46,47] unauthorized  modifications to data,
guarantee users and things to access software and hardware components.
permission to interact with the system. It Risks There are increasing risks to personal data [7,34,54]
also manages an immense volume of data privacy with the increasing use of IoT
transmitted in a commonly recognized devices, which requires more protection.
representation. The risk involves the complex

— — — - authentication processes in ensuring the

Authentication A vulnerability during integration between [34,46,48] users’ privacy, the lack of organization’s
two or more information systems or knowledge and experience in the IoT
parties. The authentication process among security, insufficient data encryption, and
each other is needed for validating a complex information system with
process. integration of more devices, users,

Authorization Device authentication which uses weak or [34,46-48] Svst E)ommgmgatlons and 1nterf?§ei dard 344555
default passwords allows attackers the I ystem rganlzagonshm? Y usi:. mu tp N sta{x e:ir.s [24.45.55]
opportunities for information ntegration il(z strentgt er_ltt eir app 10\271\;!0}?5 invo ved in
manipulation and physical device harm. ¢ system Integration. With various data

- - sources and heterogeneous devices, it is
The devices can only obtain access to ; h dardization. This i
facilities or applications after precisely 1mp olrttant t(; ave Si'fm tflr 1zajc10n.l dls Is
presenting their identities. important for applications involved in
inter-organizational and multiple system
Privacy Users demand that their personal data [46,49,50] boundaries.
related to their movements, behaviors, and Auditing The IoT security auditing is performed [21,22]
interactions with other individuals be manually, slowly, and is not flexible for
protected. the IoT cases, and an auditing challenge.

Confidentiality | To ensure a process for an end-to-end [38,46,49] Digital Forensic | The identification, collection, and [18,21,22]
verification of integrity in order to make protection in IoT system are challenging
the system more robust to malicious due to device being built to operate
attacks. passively and autonomously. Most IoT

_ . . _ devices do not store metadata, which make
Policy The policy enforcement mechanisms is to [24,26,34] the provenance of facts an investigator's
Enforcement protect the organizations information. challenge. In a technological perspective,
Thus, ~a  cross  domain  policy privacy is a main issue to address when
implementation is important to manage analyzing and correlating collected data,
the appropriate policy 1mplerpentat10n in especially ~ as  inherent  personal
the increasing  connections  and information is collected by many IoT
interactions between domains. sensors. Attack of deficit attribution,
Resources Limited capacity in IoT devices for [48,51] where an important outcome of any
processing and storage due to its small and forensic investigation is to recognize
lightweight characteristics that make them illegal criminals in the event of an
operate on lower energy. incident.
Big Data The volume, speed, and diversity of data [32,48]
involved makes it difficult to store and L .
analyze in order to prepare valuable In the aspect of IoT organization, there are multiple threats that
information in real time. can impact it, such as attacks on different communication
Secure Insufficient protection of loT devices, [38.48] networks, physical threats, denial of service, and identity
Communications | result in less guarantee of information ipulati The inh t lexit f ToT h .
system being secured. Most IoT devices rr}anl.pu ation. A (5] 1n. eren comp €X1 y (&) ) (6] > whnere various
send out data in plain text format without distributed entities will share information in different contexts
encryption that makes it vulnerable as within one another, will lead to more complications in the design
S }j‘rgets to gf‘lr_lous fngworkl?“a:k& " ) and implementation of efficient, interoperable, and scalable
stem ess capability of the application to reac , . . . ..
st pabriity of the app ; [48,52] protection mechanisms [57]. Besides that, heterogeneity is one of
Resilience to unexpected incidents. If one IoT device R T .
is attacked, there are possibilities of other the issues that will impact the protection of the IoT. The protocol
devices or another network points to be and network security services which need to be introduced in the
attacked. IoT have a significant effect on it. Constrained devices will
Complex The integration of multiple IoT devices [4,48,51] communicate either immediately or via gateways with different
System involving ~ the  technology,  users, heterogeneous devices, which will also affect identity
collaboration and interfacesv creates a management [57].
complex system. The concern is primarily
www.astesj.com 104



http://www.astesj.com/

Z. Din et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 99-112 (2021)

o Authentication and Identity Management

Authentication and Identity Management are a combination of
procedures and technology designed to maintain and secure
access to information and resources while maintaining profiles of
items. Authentication is the guarantee that no one, excluding the
person with authentication like user ID and password, can access
the information. Identity management recognizes objects
uniquely, and authentication requires validating the establishment
of identification between two interacting parties. As multiple
users and devices have to be authenticated by trusted services, it
is important to consider how to handle identity authentication in
the ToT [34]. Identity management in IoT provides both
challenges and potentials of improving security [53]. The
underlying process and individuality of objects are different and
the most critical elements of this obstacle. Identity management
specifies the actual 'identity' scope, and certain processes must
also be established to achieve universal authentication. It would
not be possible to ensure that the data flow generated by other
entities comprises of what is intended to be included without
authentication. Authorization is another significant factor
connected to authentication. If there is no access control at all,
anything that is neither feasible nor practical will be accessed by
everybody. In reality, a major challenge to privacy is the data
continuous stream created by billions of information-generating
entities [57].

e Authorization and Access Control

Authorization makes it possible to decide if the person or
object is authorized to have the access to information or resources
until it is identified. Control of access means controlling through
granting or refusing access to services according to a large variety
of requirements. Authorization is commonly adopted by the use
of controls for entry. In setting up link between a number of
devices and services, authorization and access control are
essential and interdependent [34,47]. In order to accommodate the
different authorization and use models needed by users, IoT needs
a variety of access controls. The complexity and variety of
devices that need access control would require the creation of new
flexible schemes. In IoT-based systems, cryptographic technique
is also necessary to allow data to be stored and exchanged by
means of security without the information content being available
to other parties [58].

o Trust Management

Toward the aim of understanding the challenges in IoT, the
trust and reputation of the system also need to be emphasized. The
pre-defined trust management criteria consist of trustworthiness,
adaptability, usability, privacy, accuracy, efficiency, uniformity,
comprehension, and generality [59]. There are three types of trust
as follows [56]:

i. Trust proportion is where the ratio of efficient transmission of
packets between nodes to all forwarded packets at a given time
scale occurs.

ii. Trust in communication is the scenario when the distance
between the source and the destination node is small, and
relies on the direct transfer of the packet. If the number of
packet interactions is not sufficiently high to represent the trust
between nodes, the mechanism will be efficient by relying on
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and seen among common neighbors between senders and
receivers based on their recommendations.

iii. Energy trust is an estimation of the energy of the transmitted
data to receive or forward messages, either directly or through
intermediate nodes, among destination nodes.

Study by [84] proposes an IoT trust management mechanism
that can determine a node's trust level from its past behaviors in
various cooperative services. The main objective of this approach
is to facilitate collaboration by using a decentralized strategy in a
heterogeneous IoT architecture due to the varying capabilities of
nodes. In order to update trust values, two models are taken into
account; first-hand information (i.e. by doing observations and
own experiences) and second-hand information (i.e. indirect
experiences and observations recorded by neighboring nodes). At
the same time, trust management system involves four phases
which include: (i) Collecting information on the trustworthiness
of accessible nodes; (ii) Creating a supportive service with the
nodes requested; (iii) Improving previous activities by updating
itself to enhance ongoing development; and (iv) Determining each
node a performance assessment rating during the learning phase
after each interaction.

e Privacy

A key-changed shared authentication scheme for WSN and
RFID systems is provided with an emphasis on privacy security
in [oT [62]. Such a protocol combines the tag and the reader with
a random number generator and incorporates the one-way hash
feature, the key real-time refresh, and the key backup as
mechanisms to minimize the possibility of replay, duplication,
denial of service, spoofing, and tag tracking. The Privacy
Preserving Data Mining (PPDM) methods are designed to
minimize the risk of sensitive data exposure and the analysis of
sensitive information. In such a case, the issue of user privacy
knowledge is raised, implying a method of privacy protection that
allows users to estimate the risks of sharing sensitive data. It also
aims to establish a comprehensive technique for detecting
sensitivity, and to measure the data's privacy content. In addition,
the evaluation of data protection criteria, given by various sources,
describes a layered loT architecture to estimate both the quality of
the data and the level of security and privacy.

3. Method

Document analysis method was implemented in this study.
The key objective of this study is to discover the challenges of
managing IS security in SC enabled by IoT through analysis using
the guidelines provided by [60]. To fulfil the task, the following
steps were taken:

3.1. Selection of Documents

A broad search was conducted on published or unpublished
documents about IS security management and IoT security
management to find reports on challenges in IS security
management for IoT-enabled SC, and to find documents which
would specifically address the questions of the study. The
documents comprise of journals, proceedings, research theses,
governments’ official documents, established reports, paperwork,
and official web portals. A total of 90 documents was chosen for
the collection after all the searches were carried out.
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3.2. Searching criteria

Queries were done on online databases as well as e-journal
repositories, such as Web of Science, Scopus, Science Direct,
IEEE, ACM Digital Library, and Springer Link. Besides, the
governments’ web portals of selected SCs and news articles were
also explored to gain perspectives and viewpoints on the topic
being studied. The searching process used open search engines,
such as Google Scholar, Google, and research gates. Keywords
such as “information system security”, “Internet of Things
security”, “smart cities challenges”, and “cybersecurity” were
used during the searching process. The search included leading
journals in the fields of information security and information
systems, without constraints on the year of publication, i.e.,
between 2010 and 2020.

3.3. Data Analysis

The 90 collected articles were then analyzed and interpreted
using document analysis method [61]. The analysis process
included identification and coding, as well as analysis and
interpretation of data into categories. Coding was conducted
during the identification process by examining data into
meaningful and unique information units. Subsequently, themes
were created by iterative comparison to reflect the underlying
meaning of data. For organizing the content into similar categories,
the specified categories were used. Throughout the research, these
processes were continuously carried out to meet the challenges
that ensure effective management of IS security in an IoT-enabled
SC. This produces some insights into the challenges that impact
both public and private organizations IS security management for
IoT-enabled SC. As a result, a set of challenges in five aspects
have been identified. The aspects include governance, integrity,
interoperability, personalization, and self-organizing.

4. Result and Discussion

Based on IS and IoT security management scenario,
challenges on IS security management in SC-enabled IoT have
been identified. The comparison criteria were based on the
frequent issues discussed in previous studies. The key challenge
was to ensure that the functionality of IoT technology working
without human intervention met with the safety requirements.
Failure to meet these criteria would result in the challenge of
protecting IS from cyber criminals and cyber hackers.

In IoT-enabled SC, we identified challenges explicitly related
to IS Security Management. We revealed 18 challenges classified
into (1) governance, (2) integrity, (3) interoperability, (4)
personalization, and (5) self-organizing. A description of the 18
challenges related to IS security management in loT-enabled SC
is presented in Table 3.

Information security focuses on confidentiality, integrity, and
accessibility of digital information assets, such as data,
information, knowledge, and relevant IT assets (hardware,
software, and networks). Meanwhile, incident in information
security is a single or sequence of unwanted or unexpected
incidents in information security that has a significant risk of
disrupting the business process and threatening the security of
information [28]. Managing IS security in SC ecosystem by using
IoT technologies must be concentrated on wholly integrated
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applications rather than stressing on in a single application. The
main criterion that is important to emphasize SC managerial is the
level of IS security, whereby the level of IS security among
organizations is integrated by setting it at different levels. For
instance, certain organizations have been set up as low level of
safety, and other organizations have setup as high-level security
based on their needs [19].

Table 3: Information System Security Management for IoT-enabled Smart
City Challenges

Aspect Challenges IS Security 10T Security
Governance Formation and [6,14,24— [14,45]
management of 27,29]
security standards /
policies for IS
Coordination of [24,28,58, [14,39]
multiple 61]
stakeholders and
organization
Quality assurance [6,62—64] [56]
Citizens’ [14,50] [39,54]
involvement
Integrity Information [6,24,49] [34,38,42,65]
security
Information [6,15,16,24, [34,37,45,65]
privacy 49,63]
Existing IS [14,61,66] [7,39,65]
architecture
Continuous cyber- [6,10,12,13, [42,48,65]
attacks 24,63,67]
Interoperability | Readiness of [6,58,68] [14,45]
organization
Interoperability [15,19] [45,65]
implementation
Secure [4,6,62] [38,48]
communication
Personalization Confidentiality [4,17] [37,56,65]
Identity [17,69] [17,35,38,42,
management 48,54,56,70—
72]
Trust and system [4,14,73] [42,45,57,68,
reputation 70,74]
Self-Organizing | Threats/Risk [4,11,75] [35,54,71,72]
management
Lack of smarter [24] [71]
security system
Availability [17,25,26] [17,37,48,63,
70,71,76]
Reliability [14,69] [45,77]
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Besides that, the SC characteristics, which will be enabled by
0T, are personalization and self-organizing. The personalization
component is the individual provision of information, especially
based on individual profiles and needs [81]. Self-organization,
meanwhile, is a single concept of integrating the whole thing and
can be defined as connecting anything to the internet, whether it
is a computerized device system with no human-to-human or
human-to-computer communication required [69]. One of the [oT
elements is to gather and manage individual information
automatically in real time. IoT typically consists of unlimited
quantities of devices, individuals, and services that link and share
information from various resources. Due to additional devices
attached to each other in IoT ecosystems and the universal usage,
the security and privacy issues come to be the key concerns.

The discussion on the challenges for each aspect is presented
below:

4.1. Governance

The leadership and administration in the implementation of an
SC can affect security issues. The SC must have all the means to
maintain infrastructure and management issues, but weaknesses
and frauds can result from inappropriate implementation.
Therefore, it is important that the governance of IS security
management within the SC is improved by taking into account the
integration and exchange of information between different
stakeholders, and by carrying out information security
assessments. As it indirectly allows organizations to make
effective and in-time decisions, the security level of the IS using
IoT equipment must be maintained.

Information System (IS) security standard/policy development
and management in governance need to be available and
organized in the execution of collaboration and information
sharing in the SC-enabled IoT [62,78]. Multiple IS incorporation
by the use of different IoT devices enables the sharing of
information in an SC. This condition will result in chances of IS
security risks. The possible risks of cyber-attacks, such as
distributed denial-of-service (DDoS), on public infrastructure will
rise once devices are connected extensively to generate
substantially huge volumes of information [79].

Besides that, coordinating between different stakeholders and
organizations due to security management procedure in IS
collaboration stays low [64,80]. There is an inadequate standard
in the supervision of many stakeholders and no single standard is
completely set in the governance of IS protection related to the
acceptance, process management and dissemination of
information through the use of IoT in SC [58]. In governance, the
most comparable activities in IS integration in SC should be
correctly described. The governance elements must include
strategies, policies, processes and legislation, and accountability.
The direction of an organization will be defined by strategies and
policies, while processes and legislation will detail who, what, and
how. Accountability explains the positions and responsibilities of
stakeholders [62]. For example, in the health industry, it is
important for medical personnel to safeguard patients’ details.
Otherwise, the data is open vulnerably, and worse, exploits the
responsibility of the staffs for it, so they should be kept
responsible for this to prevent future abuses [52,81].
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Security measurement for the exchange of information,
transmission, cooperation, decision-making, and execution of
information exchange during the phase of IS integration at SC
must be well-established for IS quality assurance [6,62]. Secure
management would therefore require safe monitoring by the
coordinator, where the function of the coordinator is to add and
remove the IS involved in integration [52,81]. Quality assurance
shall ensure that all decisions, processes, and activities remain in
accordance with requirements to prevent service risks prior to
their occurrence [82]. In order to ensure compliance with
information security policies, standards and procedures, rules,
regulations or contractual requirements of each company, the
implementation of auditing and digital forensic processes is
therefore critical [10].

Digital forensic is becoming more critical as an investigative
activity for tracing and analyzing criminal and fraudulent
activities. Digital forensic is all about cybercrimes, mobile
forensics, investigating methods, and analyzing illegal incidents
with aims to gather digital evidences. Information will be
obtained for law enforcement purposes. Digital forensic may be
aided by Intrusion Detection and Prevention Systems (IDPS), as
it may confirm to be an important instrument, where its purpose
is to conduct initial discovery, track malicious behaviors, and
likely avoid further major harm to protected systems. An IDPS is
therefore a very valuable instrument for the processing and
interpretation of forensic evidence, which can be used for the
purposes of a legal proceeding [31].

Other than that, involvement of citizens in SC ecosystem is
needed to sustain the [oT usage. A low rate of citizen participation
is due to lack of confidence and poor IoT knowledge levels. In
order to address this problem, people need to recognize that IoT
devices and related services can secure their personal information
and help build a sense of empowerment [14,48]. Another
important security and privacy measure is the understanding of
cyber security and privacy. This is because some citizens do not
understand this form of event and the negative impacts it can have,
and are thus not in a condition to make decisions on the effect it
can have on their privacy standards [83]. Cyber security
awareness can begin at early levels, such as kindergartens
and schools. Teachers or academic staffs can educate by teaching
the implications and risks of cyber incidents. Teachers should also
teach what is new, thereby ensuring a better image of the level of
knowledge at personal and community levels [31]. Furthermore,
it is also important to take social aspects into account. Thus, the
"smartness" of a city relies heavily on the participation of citizens
in SC projects via numerous communication channels comprising
of online portals, social media platforms, and smartphones. In
order to share experience and expertise, SC requires people to be
actively linked in public locations, public transports, and at homes
[4].

4.2. Integrity

Each part in SC, targeted and hacked in IS via cyber-attacks,
would breach the integrity of information sharing and the privacy
of information of users [82]. The definition of integrity is to
ensure that unauthorized changes to system components are
protected. Measurement to protect the content, authenticity, and
continuity of the message must be taken [52]. There is no
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unauthorized alteration of information by permitted or
unauthorized personnel, and the information is internally and
externally consistent [65, 84].

The weakness of IS security management in SC via the use of
IoT will allow unauthorized users to retrieve information [58]. It
can cause unauthorized data alterations, damage to information,
and loss of information. Thus, the guarantee of information will
be questioned by people including the impacts. As a consequence,
the security of details that will affect the day-to-day activities of a
company is not guaranteed [63, 73]. Information with credibility
is reliable information that helps the organization in making the
correct decision.

Other than that, the process of preserving data and information
confidentiality, authenticating, identifying data, and controlling
user access will be the subject of data protection. Theft of
identities and phishing are some of the threats to information
security, i.e., attempts to trace the misuse of one's financial
information, duplication of user accounts, and fake sales or hacker
promotions, which can result in data and information being
disclosed, updated, and destroyed. Consequently, the integrity of
information and data will decrease significantly, and users would
lose confidence [65, 73]. Another example is, in medical
applications, the node should be able to confirm that the data is
sent from a proven trust center. Therefore, by changing the
unknown key, the network node and coordinator for all data will
make measurements to the Message Verification Code (MAC).
Accurate MAC code measurement guarantees the network
coordinator that a trustworthy node executes [85].

In addition to that, privacy concerns often affect the integrity
of information. Privacy is the right to monitor and protect a single
individual's private information. Security must guarantee that
without the permission of the owner, none of the single bit of
information obtained for a particular user can be shared with
others. One of the most critical steps to protect privacy is the
creation of rules/policies that have the capability to obtain
confidential information in order to protect privacy [52]. Private
information is collected in the IoT-enabled SC environment,
where various devices are part of public services, for the users to
decide with whom the information can be distributed [65,86].
Processing confidential information and the right of users to
disclose information on the internet or social media on digital
networks are the focal points of this privacy. SCs are exposed to
privacy leaks and the collection of information by hackers,
particularly, when private information is collected, distributed,
and processed. Revealed privacy in SCs may include the identity
of a user, venue, transportation movement, health status in
healthcare, intelligent surveillance lifestyle, and home and
community smart energy. It would be a big mistake to expose this
privacy-sensitive data to untrusted or unauthorized people in the
real world and cyberspace [73].

Compared to the SC setting that requires IS integrated
architecture, some other elements of the constraints of the current
IS architecture are linked to initial implementation in silos. The
design is divided into software, hardware, and processes [64]. The
software architecture is critical for delivering connectivity and
allowing IoT devices to share resources between integrated
organizations. The hardware/network architecture must be capable
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in supporting the IoT-critically disseminated computing
environment. In an organization, the use of [oT can impact existing
business processes. Therefore, to help the innovation in computing
and technology, there is a requirement to integrate loT technology
in organizational activities.

Furthermore, a big data project with massive amount of data
will arrive in real time. The number, velocity, and variety of data
can complicate the process of storage and analysis used to produce
important information [48]. Increasing the amount of IoT devices
used by SC in IS will provide hackers with opportunities for
information security risks as many SC-related devices have low
levels of security. IS security monitoring vulnerabilities present a
threat to cyber-attacks exposing data to leakage [63, 65, 75] and
access breaches. The lack of preparation to handle current cyber-
attack threats would result in information being destroyed and
lost. Cyber-attack is a security threat that is able to affect the
expense of mitigating organizations [75]. Thus, system stability in
terms of the system's ability is to react without getting worse
because of unexpected attacks. The device must also be capable
of protecting other network points from any attacks if one IoT
computer is hacked. Therefore, mechanisms to ensure the
protection, availability, accuracy, and integrity of the information
system must be established during the sharing and processing of
information in the SC ecosystem. One of them is the Intrusion
Detection and Prevention System (IDPS) which is a computer or
software program designed for network or system monitoring. It
recognizes weaknesses, reports malicious attacks, and imposes
protective methods to keep up with the progress of computer-
related crimes via multiple response techniques [87].

4.3. Interoperability

Interoperability is a mechanism for sharing data and using
knowledge that combines two or more systems or elements.
Interoperability requirements make the system integration process
vague, inadequate, and complicated, if not difficult, to execute [86,
88].

The vulnerabilities in IS protection make it impossible to be
secure in the management of information exchanges, especially
with a view to promote interoperability in the interaction and
coordination processes of different IS that would allow services
to citizens [24, 54]. Organizations' preparedness to use IoT in
organizational activities is still poor and must be strengthened. An
automated connection is required between various devices,
facilities, and programs. The use of various technologies provided
by IS providers would contribute to the need to separately manage
the device. Security risks to information inside the SC would be
indirectly revealed in the implementation of interoperability
between organizations by using different levels of IS protection
[80, 89].

Therefore, it is difficult to ensure that the interaction process
between IoT devices is complete in each organization that
includes multiple devices, especially with regard to memory,
power, and time constraints [48]. So, before organizations are
ready to be integrated, the requirements for the implementation of
interoperability should take into account different levels of IS
protection set by the company. This is to ensure that the integrated
system's security is maintained [15, 19, 45].
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Other than that, secure communication is another critical
factor that must be highlighted during integration [65]. It will
guarantee the security of authentication, confidentiality, and
integrity of the linked data. It also prevents a message exchange
from being repudiated, and preserves the identity of the users
involved. Moreover, it is insufficient to protect IoT devices solely
to ensure that the IoT system is completely protected [38,48].

4.4. Personalization

Personalization services are delivered according to individual
profiles and preferences in a unique and precise way [79].
Confidentiality and privacy prevent data to go against
unauthorized access where data indicates the security of an
exposure to sensitive data that is deemed to be the critical issue.
For example, in a medical context, sensitive and personal
information about a patient’s well-being is required and relied on
to be transmitted, so the patient’s data must be shielded from
unauthorized access that may be harmful to the safety of the
patient. Encryption will provide this sensitive data with greater
security by using a mutual key to secure communication [52]. In
order to make life safer and easier, the IS used every day will
automatically collect personal information in real time, which
means that IS can also monitor everyday life activities. If the [oT
system control is lost or stolen, it will be a serious potential
security concern [74]. In comparison, in the internet world, there
is no chance for attackers to access the information if individuals
do not supply the necessary details.

One aspect that needs to be highlighted in information
protection is identity management. The access control restrictions
for approved users are also not adequately implemented.

Consequently, attackers may take advantage of these
vulnerabilities to retrieve unauthorized features and/or
information, such as accessing user accounts, watching

confidential files, manipulating user information, and modifying
access privileges [17,69]. Moreover, in the functions of
applications, authentication and session management are still not
properly implemented. Cyber-attacks affect IS authentication by
enabling third parties to manipulate the original data to make it
unreliable. Attackers can modify or manipulate other weaknesses
via passwords, keys, and session tokens [17].

Besides that, trust and device credibility are essential aspects
of using IoT to manage IS security. Trust ensures that information
and resources are fully and confidentially accessed by users and
IoT devices. Competent data collection, powerful data
combination and mining, and enhanced user confidentiality are
included in trust management. The present challenges are
determining how trust is established between IoT devices, and
determining the trustworthiness of a user in the use of IoT devices
[17]. In IoT, consideration of two aspects of trust must be
emphasized, consisting of trust concerning the interconnection
among entities and trust in the system from the clients’ viewpoint
[57].

Personalization relies on the usage of private information, and
in this IoT feature, protection and privacy issues are therefore
major concerns. Organizations need to be fulfilled with security
requirements, such as identity protection, privacy, data access
control, precise authentication procedures, and trustworthy
identity to resolve this.
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4.5. Self-Organizing

Self-organizing is the administration of automated Machine-
to-Machine (M2M) acceptance, processing, and distribution of
information without human intervention [24,58,90]. In other
words, in order to generate customer-oriented output that
continuously operates to sustain itself, computers will function
independently or coordinate with humans. The machines are thus
autonomous entities that can gather and interpret information and
provide guidance on the basis of research [90].

One aspect that needs to be highlighted in self-organizing is
risk management. Risk is an essential aspect of the management
of IS security in IoT-enabled SC. In the development and
implementation of IS, risk is an unavoidable factor. Successful
control of risk reduces an organization's operating risk. One of the
key causes of IS failure is the weakness in risk management for
IS growth, including prediction and evaluating risk [91,92]. IoT
risk analysis requires the detection of assets, risks, and
vulnerabilities. Failure to foresee and evaluate these
vulnerabilities can lead to risks being generated. Other than that,
the usage of poor application protection elements and the
Application Programming Interface (API) can encourage a broad
range of IS safety attacks [71,72]. In addition, the absence of a
Smarter Security System to handle the identification of threats,
the identification of anomalies, and the effects of predictive
analysis affects IS performance [71]. Less secure and slower
connections between IoT nodes lead to data leaks and other
security breaches [74]. Another key element is availability and
usability, which makes sure that the IS performs entirely at any
time and every time an authenticated user is detected [17]. If any
IS operation fails, the protection must ensure that equivalent
resources are available, and as an added assurance, must allow
M2M operations, i.e., real-time data collection will continue with
IoT devices. Due to small and lightweight characteristics that
make them operate on lower energy, the problems of resource
constraint arises as most [oT devices have restricted handling and
storage capacities [51]. Besides that, in medical practices, a
network availability with effective admission to the patient’s
information is crucial, especially involving a system which
contains important, sensitive, and potentially lifesaving
information. Thus, the network must be available all the time [85].

The IoT technology enables users to be self-organized and
personalized with data-driven decisions. Data-driven decision-
making is a process that involves the collection of data based on
established concrete objectives and the discovery of evidence,
trends, associations, observations, and knowledge from this
information. This expertise is then used to build or evaluate
processes, operations, structures, policies, and techniques to
support the data/system owner [5]. Information monitoring
includes multi-device collaboration, which can effectively
improve the accuracy and reliability of user-acquired information
without fail. Another important problem is failure to collect the
right data, as it can become a life-threatening matter for the
citizens. Therefore, appropriate techniques can be used to ensure
the IS is accurate, complete, reliable, and secure from malicious
attacks during information transactions [52]. By using IoT
technology, it allows information to be managed by machines, and
enhances IS protection in the SC, such as protection against data
leaks. By determining a corrective and preventive plan that
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focuses on safety concern, each company in the SC needs to
deliver a holistic risk management strategy.

5. Conclusion

This paper discusses the major challenges in the IS security
management for IoT-enabled SCs. The document analysis
discovers security challenges according to five aspects, namely:
(i) governance, (ii) integrity, (iii) interoperability, (iv)
personalization, and (v) self-organizing. It has been found that it
is more complicated to protect IS from the heterogeneous IoT in
SCs. At anytime, anywhere, and on any device, confidential data
is exposed to malicious cyber-attacks. This study is expected to
assist SC policy makers, city planners, and practitioners in
understanding and addressing the challenges in sustaining IS
security management for IoT-enabled SCs. This will lead to
planning and the development of SCs to improve the citizens’
quality of life. Future work must identify authentication features
that are appropriate for IS security management by adopting IoT
in SC environment. The aim is to overcome any unauthorized
access to the sensitive and confidential information due to cyber-
attacks.

Conflict of Interest
The authors declare no conflict of interest.
Acknowledgement

The study is supported by the Fundamental Research Grant
Scheme (FRGS/1/2019/ICT04/UKM/03/2), 2019, Ministry of
Education Malaysia and Universiti Kebangsaan Malaysia.

References

[1] Z. Din, D.I. Jambari, M.M. Yusof, J. Yahaya, “Challenges in Managing
Information Systems Security for Internet of Things-enabled Smart Cities,”
in 6th International Conference on Research and Innovation in Information
Systems, IEEE, Bangi, Selangor Malaysia, 2019.

[2] United Nations, World Urbanization Prospects - The 2014 revision, United
Nations, Department of Economic and Social Affairs, 2014.

[3] L.Pascu, The IoT Threat Landscape and Top Smart Home Vulnerabilities in
2018, Bitdefender, 1-18, 2018.

[4] R. Khatoun, S. Zeadally, “Smart Cities : Concepts, Architectures, Research
Opportunities,” Communications of The ACM, 59(No. 8), 4657, 2016.

[5] N.Mohamed, J. Al-Jaroodi, I. Jawhar, N. Kesserwan, “Data-Driven Security
for Smart City Systems: Carving a Trail,” IEEE Access, 8, 147211-147230,
2020, doi:10.1109/access.2020.3015510.

[6] K.C. Laudon, J.P. Laudon, Management information systems: Managing
The Digital Firm (15th Edition), Pearson Education Limited, London, 2018,
doi:10.1007/978-94-017-9618-7_44.

[71 K. Sha, W. Wei, T.A. Yang, Z. Wang, W. Shi, “On security challenges and
open issues in Internet of Things,” Future Generation Computer Systems, 83,
326-337, 2018, doi:10.1016/j.future.2018.01.059.

[8] J. Howell, Number of Connected IoT Devices Will Surge to 125 Billion by
2030, THS Markit Says, IHS Markit, 2017.

[91 Y. Ye, T. Li, D. Adjeroh, S.S. Iyengar, “A Survey on Malware Detection
Using Data Mining Techniques,” ACM Computing Surveys, 50(3), 41:1-

[10] H. Susanto, M.N. Almunawar, INFORMATION SECURITY
MANAGEMENT SYSTEMS, Taylor & Francis Group, U.S, 2018.

[11] N. Yousefnezhad, A. Malhi, K. Framling, “Security in Product Lifecycle of

IoT Devices: A Survey,” in 52nd ACM/EDAC/IEEE Design Automation

Conference (DAC), Elsevier Ltd, San Francisco, CA,: 102779, 2015,

doi:10.1016/j.jnca.2020.102779.

M.P. Dijkers, “A beginner’s guide to data stewardship and data sharing,”

Spinal Cord, 57(3), 169-182, 2019, doi:10.1038/s41393-018-0232-6.

[13] N. Noori, T. Hoppe, M. de Jong, “Classifying pathways for smart city
development: Comparing design, governance and implementation in
Amsterdam, Barcelona, Dubai, and Abu Dhabi,” Sustainability

[12]

WWwWw.astesj.com

[14]

[15]

[1e]

[17]

(18]

[19]

(20]

[21]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

(Switzerland), 12(10), 2020, doi:10.3390/SU12104030.

N. Noori, M. De Jong, T. Hoppe, “smart cities Towards an Integrated
Framework to Measure Smart City Readiness : The Case of Iranian Cities,”
Smart Cities, 676704, 2020.

A. Glaser, N. Jeambon, Smart City Platforms ... and Aligning Technology
and Citizens, 2018.

A. Martinez-Balleste, P. Perez-Martinez, A. Solanas, “The Pursuit of
Citizens’ Privacy: A Privacy-Aware Smart City is Possible,” IEEE
Communications Magazine, 51(6), 136-141, 2013,
doi:10.1109/MCOM.2013.6525606.

A.E. Hassanien, M. Elhoseny, S.H. Ahmed, Amit Kumar Singh, Security in
Smart Cities: Models, Applications, and Challenges, Springer Nature
Switzerland AG 2019, Switzerland, 2019, doi:10.1007/978-3-030-01560-2.
S. Babar, A. Stango, N. Prasad, J. Sen, R. Prasad, “Proposed embedded
security framework for Internet of Things (IoT),” 2011 2nd International
Conference on Wireless Communication, Vehicular Technology,
Information Theory and Aerospace and Electronic Systems Technology,
Wireless VITAE 2011, (February), 2011,
doi:10.1109/WIRELESSVITAE.2011.5940923.

L. Yang, N. Elisa, N. Eliot, Privacy and Security Aspects of E-Government
in Smart Cities, Smart Cities Cybersecurity and Privacy, 89-102, 2018,
doi:10.1016/b978-0-12-815032-0.00007-x.

Z.A. Baig, P. Szewczyk, C. Valli, P. Rabadia, P. Hannay, M. Chernyshev,
M. Johnstone, P. Kerai, A. Ibrahim, K. Sansurooah, N. Syed, M. Peacock,
“Future challenges for smart cities: Cyber-security and digital forensics,”
Digital Investigation, 22(August), 3-13, 2017,
doi:10.1016/j.diin.2017.06.015.

I. Nadir, Z. Ahmad, H. Mahmood, G. Asadullah Shah, F. Shahzad, M. Umair,
H. Khan, U. Gulzar, “An auditing framework for vulnerability analysis of iot
system,” Proceedings - 4th IEEE European Symposium on Security and
Privacy Workshops, EUROS and PW 2019, (October), 39-47, 2019,
doi:10.1109/EuroSPW.2019.00011.

M. Conti, A. Dehghantanha, K. Franke, S. Watson, “Internet of Things
security and forensics: Challenges and opportunities,” Future Generation
Computer Systems, 78, 544-546, 2018, doi:10.1016/j.future.2017.07.060.
ISO/IEC, ISO/IEC 27001:2013, ISO, Switzerland, 2013.

P.T.I. Lam, R. Ma, “Potential pitfalls in the development of smart cities and
mitigation measures: An exploratory study,” Cities, 91(August 2019), 146—
156, 2018, doi:10.1016/j.cities.2018.11.014.

K.C. Laudon, J.P. Laudon, A. Elragal, Management Information Systems:
Managing the Digital Firm, 2016, doi:10.1590/S1415-65552003000100014.
K. Salamzada, Z. Shukur, M.A.B.U. Bakar, “A Framework for
Cybersecurity ~Strategy for Developing Countries: Case Study of
Afghanistan,” Asia-Pacific Journal of Information Technology and
Multimedia, 4(1), 1-10, 2015.

Angraini, R.A. Alias, Okfalisa, “Information security policy compliance:
Systematic literature review,” Procedia Computer Science, 161, 1216-1224,
2019, doi:10.1016/j.procs.2019.11.235.

M.-D. Mclaughlin, J. Gogan, “Challenges and Best Practices in Information
Security Management,” Mis Quarterly Executive, 17(3), 237-262, 2018.

H. Paananen, M. Lapke, M. Siponen, “State of the art in information security
policy development,” Computers & Security, 88, 101608, 2020,
doi:10.1016/j.cose.2019.101608.

M.A. Hasbini, T. Eldabi, A. Aldallal, “Investigating the information security
management role in smart city organisations,” World Journal of
Entrepreneurship, Management and Sustainable Development, 14(1), 86-98,
2018, doi:10.1108/WJEMSD-07-2017-0042.

S. Al-janabi, 1. Al-shourbaji, “A Study of Cyber Security Awareness in
Educational Environment in the Middle East,” Journal of Information &
Knowledge Management, 15(1), 1-30, 2016,
doi:10.1142/80219649216500076.

R. Kitchin, “The real-time city ? Big data and smart urbanism,” GeoJournal,
79(November 2013), 1-14, 2014, doi:10.1007/s10708-013-9516-8.

ITU, “Overview of the Internet of things,” Series Y: Global Information
Infrastructure, Internet Protocol Aspects And Next-Generation Networks, 1—
22,2012.

M. Abomhara, Geir M. Kgien, “Security and Privacy in the Internet of
Things: Current Status and Open Issues,” in 2014 International Conference
on Privacy and Security in Mobile Systems (PRISMS), IEEE, Aalborg,
Denmark: 1-8, 2014, doi:10.1109/MC.2018.2888765.

A.-R. Sadeghi, C. Wachsmann, M. Waidner, “Security and Privacy
Challenges in Industrial Internet of Things,” in 52nd ACM/EDAC/IEEE
Design Automation Conference (DAC), IEEE, San Francisco, CA, USA: 1-
6,2015, doi:10.1145/2744769.2747942.

A. Zanella, N. Bui, A. Castellani, L. Vangelista, M. Zorzi, “Internet of

110


http://www.astesj.com/

Z. Din et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 99-112 (2021)

[37]

[38]

[43]

[44]

Things for Smart Cities,” [EEE Internet of Things Journal, 1(1), 22-32,2014,
doi:10.1109/JI0T.2014.2306328.

M. Noor, W.H. Hassan, “Current research on Internet of Things ( IoT )
security : A survey,” Computer Networks, 148, 283-294, 2019,
doi:10.1016/j.comnet.2018.11.025.

S. Babar, P. Mahalle, A. Stango, N. Prasad, R. Prasad, “Proposed security
model and threat taxonomy for the Internet of Things (IoT),”
Communications in Computer and Information Science, 89 CCIS, 420429,
2010, doi:10.1007/978-3-642-14478-3_42.

C.E.A. Mulligan, M. Olsson, “Architectural implications of smart city
business models: An evolutionary perspective,” IEEE Communications
Magazine, 51(6), 80-85, 2013, doi:10.1109/MCOM.2013.6525599.

H.F. Atlam, R.J. Walters, G.B. Wills, “Intelligence of Things : Opportunities
& Challenges,” in 3rd Cloudification of the Internet of Things (CloT), IEEE:
1-6, 2018.

M. Kanellos, Amount of Data Created Annually to Reach 180 Zettabytes in
2025, IDC, 2016(March 7, 2016), 2016.

R. Thirukkumaran, P. Muthu Kannan, “Survey: Security and Trust
Management in Internet of Things,” Proceedings - 2018 IEEE Global
Conference on Wireless Computing and Networking, GCWCN 2018, 131—
134, 2019, doi:10.1109/GCWCN.2018.8668640.

L. O’Donnel, 2 Million IoT Devices Vulnerable to Complete Takeover,
Threatpost.Com, 2019.

A. Meola, What is the Internet of Things & How Does loT Work, Business
Insider, 2018.

[45] K.K. Patel, S.M. Patel, “Internet of Things-IOT : Definition , Characteristics ,

[46]

[47]

(48]

[49]

[50]

[51]

[52]

[53]

[54]
[55]

[56]

[57]

Architecture , Enabling Technologies , Application & Future Challenges,”
International Journal of Engineering Science and Computing, 6(5), 6122—
6131, 2016, doi:10.4010/2016.1482.

S. Sicari, A. Rizzardi, L.A. Grieco, A. Coen-porisini, “Security , privacy and
trust in Internet of Things : The road ahead,” Computer Networks, (January
2015), 2018, doi:10.1016/j.comnet.2014.11.008.

L. Ismail, L. Zhang, Information Innovation Technology in Smart Cities,
Springer Nature, 2018.

H.F. Atlam, G.B. Wills, IoT Security, Privacy, Safety and Ethics, Springer
Nature  Switzerland AG 2020, Switzerland: 123-149, 2020,
doi:10.1007/978-3-030-18732-3_8.

A.S. Elmaghraby, M.M. Losavio, “Cyber security challenges in smart cities:
Safety, security and privacy,” Journal of Advanced Research, 5(4), 491-497,
2014, doi:10.1016/j.jare.2014.02.006.

R.P. Dameri, Urban Smart Dashboard. Measuring Smart City Performance,
2017, doi:10.1007/978-3-319-45766-6.

W. Aman, “Modeling Adaptive Security in IoT Driven ¢ Health.pdf,” in
Norwegian Information Security Conference (2013), 61-69, 2013.

S. Al-Janabi, 1. Al-Shourbaji, M. Shojafar, S. Shamshirband, “Survey of
main challenges (security and privacy) in wireless body area networks for
healthcare applications,” Egyptian Informatics Journal, 18(2), 113-122,
2017, doi:10.1016/j.€1j.2016.11.001.

J. Cho, A. Swami, I. Chen, “A Survey on Trust Management for Mobile Ad
Hoc Networks,” IEEE COMMUNICATIONS SURVEYS & TUTORIALS,
13(4), 562583, 2011.

A. Merella, IoT security issues, risks and threats this year, Apiumhub, 2018.
A. Aldairi, L. Tawalbeh, “Cyber Security Attacks on Smart Cities and
Associated Mobile Technologies,” Procedia Computer Science, 109(2016),
1086-1091, 2017, doi:10.1016/j.procs.2017.05.391.

S. Sicari, A. Rizzardi, L.A. Grieco, A. Coen-Porisini, “Security, privacy and
trust in Internet of Things: The road ahead,” Computer Networks, 76, 146—
164, 2015, doi:10.1016/j.comnet.2014.11.008.

R. Roman, J. Zhou, J. Lopez, “On the features and challenges of security and
privacy in distributed internet of things,” Computer Networks, 57(10), 2266—
2279, 2013, doi:10.1016/j.comnet.2012.12.018.

[58] Z.K. Aldein Mohammeda, E.S. Ali Ahmed, “Internet of Things Applications,

[59]

[60]

[61]

[62]

Challenges and Related Future Technologies,” World Scientific News,
(February), 126-148,2017.

V. Mohammadi, A.M. Rahmani, A.M. Darwesh, A. Sahafi, “Trust - based
recommendation systems in Internet of Things: a systematic literature
review,” Human-Centric Computing and Information Sciences, 1-61, 2019,
doi:10.1186/513673-019-0183-8.

T.J. Ellis, Y. Levy, “A Systems Approach to Conduct an Effective Literature
Review in Support of InformationThe Literature Review: The Foundation
for Research,” Informing Science Journal, 9, 1-39, 2006.

M. Ammar, G. Russello, B. Crispo, “Internet of Things: A survey on the
security of IoT frameworks,” Journal of Information Security and
Applications, 38, 8-27, 2018, doi:10.1016/j.jisa.2017.11.002.

R.W.S. Ruhlandt, “The governance of smart cities: A systematic literature

WWwWw.astesj.com

[63]

[64]

[65]

[66]

[67]

[68

=

[69

—

[70]

[71]

[72]

[73]

[74]

[75]

[76]
[77]

[78]

[79]

(80]

(81]

(82]

(83]

(84]

(85]

review,” Cities The International Journal of Urban Policy and Planning,
(October 2017), 1-23, 2018, doi:10.1016/j.cities.2018.02.014.

N. Dong, J. Zhao, L. Yuan, Y. Kong, “Research on Information Security
System of Smart City Based on Information Security Requirements,” Journal

of Physics: Conference Series, 1069(1), 2018, doi:10.1088/1742-
6596/1069/1/012040.
A. Whitmore, A. Agarwal, L. Da Xu, “The Internet of Things—A survey of

topics and trends,” Information Systems Frontiers, 17(2), 261-274, 2015,
doi:10.1007/510796-014-9489-2.

Y. Lu, L. Da Xu, “Internet of things (IoT) cybersecurity research: A review
of current research topics,” IEEE Internet of Things Journal, 6(2), 2103—
2115, 2019, doi:10.1109/JI0T.2018.2869847.

H. Arasteh, V. Hosseinnezhad, V. Loia, A. Tommasetti, O. Troisi, M. Shafie-
khah, P. Siano, “loT-based smart cities: A survey,” EEEIC 2016 -
International Conference on Environment and Electrical Engineering, (June),
2016, doi:10.1109/EEEIC.2016.7555867.

M.A. Wahab, D.I. Jambari, “Service Level Agreement Parameters for
Drafting Public Sector Information System Contract,” Jurnal Pengurusan, 52,
153-167, 2018.

R. Derakhshan, R. Tumer, M. Mancini, “Project governance and
stakeholders: a literature review,” International Journal of Project
Management, 37(1), 98-116, 2019, doi:10.1016/j.ijproman.2018.10.007.

M. Sookhak, H. Tang, Y. He, F.R. Yu, “Security and Privacy of Smart Cities:
A Survey, Research Issues and Challenges,” IEEE Communications Surveys
and Tutorials, PP(c), 1, 2018, doi:10.1109/COMST.2018.2867288.

S. Jjaz, M. Ali, A. Khan, M. Ahmed, “Smart Cities: A Survey on Security
Concerns,” International Journal of Advanced Computer Science and
Applications, 7(2), 2016, doi:10.14569/ijacsa.2016.070277.

M. Irshad, “A systematic review of information security frameworks in the
internet of things (IoT),” Proceedings - 18th IEEE International Conference
on High Performance Computing and Communications, 14th IEEE
International Conference on Smart City and 2nd IEEE International
Conference on Data Science and Systems, HPCC/SmartCity/DSS 2016,
1270-1275, 2017, doi:10.1109/HPCC-SmartCity-DSS.2016.0180.

Andrew van der Stock, B. Glas, N. Smithline, T. Gigler, OWASP Top 10 -
2017 The Ten Most Critical Web Application Security Risks, Creative
Commons, 1(1), 1-24, 2017, doi:10.1002/kin.550040606.

K. Zhang, J. Ni, K. Yang, X. Liang, J. Ren, and X. (Sherman) Shen, Security
and Privacy in Smart City Applications: Challenges and Solutions, 2017,
doi:10.1080/00207168808803619.

Q. Jing, A. V. Vasilakos, J. Wan, J. Lu, D. Qiu, “Security of the Internet of
Things: perspectives and challenges,” Wireless Networks, 20(8), 2481-2501,
2014, doi:10.1007/s11276-014-0761-7.

M.A. Hasbini, T. Eldabi, A. Aldallal, “Investigating the information security
management role in smart city organisations,” World Journal of
Entrepreneurship, Management and Sustainable Development, 14(1), 86-98,
2018, doi:10.1108/WJEMSD-07-2017-0042.

Icon Labs, Floodgate Security Framework | Icon Labs, Icon Labs, 2019.

J. Fan, P. Zhang, D.C. Yen, “G2G information sharing among government
agencies,” Information and Management, 51(1), 120-128, 2014,
doi:10.1016/j.im.2013.11.001.

P. Radanliev, “Cyber Risk Management for the Internet of Things,”
University of Oxford, (April), 1-27, 2019,
doi:10.13140/RG.2.2.34482.86722.

A. Gharaibeh, M.A. Salahuddin, S.J. Hussini, A. Khreishah, I. Khalil, M.
Guizani, A. Al-Fuqaha, “Smart Cities: A Survey on Data Management,
Security, and Enabling Technologies,” IEEE Communications Surveys and
Tutorials, 19(4), 24562501, 2017, doi:10.1109/COMST.2017.2736886.

S. Theodorou, N. Sklavos, Chapter 3 - Blockchain-Based Security and
Privacy in Smart Cities, Elsevier Inc., Greece: 21-37, 2019,
doi:https://doi.org/10.1016/B978-0-12-815032-0.00003-2.

V. Ekong, U. Ekong, “a Survey of Security Vulnerabilities in Wireless
Sensor Networks,” Nigerian Journal of Technology, 35(2), 392, 2016,
doi:10.4314/njt.v35i2.21.

A.AA. Al-Wosabi, Z. Shukur, “Proposed system architecture for integrity
verification of embedded systems,” Journal of Engineering and Applied
Sciences, 12(9), 2371-2376, 2017, doi:10.3923/jeasci.2017.2371.2376.

A. Patel, S. Al-janabi, I. Alshourbaji, “A novel methodology towards a
trusted environment in mashup web applications,” Computers & Security,
49, 107-122, 2014, doi:10.1016/j.cose.2014.10.009.

P.P. Pereira, J. Eliasson, J. Delsing, “An authentication and access control
framework for CoAP-based Internet of Things,” IECON Proceedings
(Industrial Electronics Conference), (November), 5293-5299, 2014,
doi:10.1109/IECON.2014.7049308.

G. Belleville, “Sit Down and Write Your Thesis! Practical and Motivational

111


http://www.astesj.com/

Z. Din et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 99-112 (2021)

(86]

(87]

(88]

(89]

[90]

[91]

[92]

Tips for Scientific Writing,” Canadian Journal of Cardiology, 35(8), 945—
947, 2019, doi:10.1016/j.cjca.2019.04.011.

D. Maheshwari, M. Janssen, “Reconceptualizing measuring, benchmarking
for improving interoperability in smart ecosystems: The effect of ubiquitous
data and crowdsourcing,” Government Information Quarterly, 31(SUPPL.1),
1-9, 2014, doi:10.1016/.giq.2014.01.009.

N.A. Azeez, T.M. Bada, S. Misra, A. Adewumi, C. Van der Vyver, R. Ahuja,
“Intrusion Detection and Prevention Systems: An Updated Review,”
Advances in Intelligent Systems and Computing, 1042(January), 685-696,
2020, doi:10.1007/978-981-32-9949-8_48.

H. Van Der Veer, A. Wiles, Achieving Technical Interoperability, France,
2008.

S. Madakam, R. Ramaswamy, S. Tripathi, “Internet of Things (IoT): A
Literature Review,” Journal of Computer and Communications, 03(05), 164—
173, 2015, doi:10.4236/jcc.2015.35021.

T.K. Sung, “Industry 4.0: A Korea perspective,” Technological Forecasting
and Social Change, 132(November 2017), 4045, 2018,
doi:10.1016/j.techfore.2017.11.005.

S.F. Abdullah, M.M. Yusof, D.I. Jambari, “Risk Management Model for
Information Systems Planning in Public Sector,” Jurnal Pengurusan, 48,
149-160, 2016, doi:http://dx.doi.org/10.17576/pengurusan-2016-48-12
Model.

B. Baharuddin, M.M. Yusof, “Evaluation of risk management practices in
information systems project in the public sector,” Jurnal Pengurusan, 53, 20,
2018.

WWwWw.astesj.com

112


http://www.astesj.com/

\ Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 113-121 (2021)
\ m www.astesj.com

&

ASTESJ
ISSN: 2415-6698

Special Issue on Multidisciplinary Sciences and Engineering

Analyzing the Adoption of E-payment Services in Smart Cities using Demographic Analytics: The Case of

Dubai

Raed Said', Anas Najdawi™?, Zakariya Chabani'

!Canadian University Dubai, Faculty of Management, Dubai, 117781, UAE

2Amity University Dubai, Faculty of Management, Dubai, 345019, UAE

ARTICLE INFO

ABSTRACT

Article history:

Received: 04 December, 2020
Accepted: 22 February, 2021
Online: 10 March, 2021

Keywords:

e-payment Technologies
e-payment Adoption
Demographic Analytics
Fintech

Digital Transformation

This paper is an extension of previous research that has been done on factors affecting
digital payment adoption in the UAE. This study focuses on analyzing which relevant
demographic factors affect new e-payment technologies, mainly in the smart city Dubai,
with more complexities and dynamics of variables that affect users' behavior toward
adopting new technologies. The current research included a wider range of demographic
factors compared to previous studies. Quantitative methods were conducted using a survey
of 270 individuals living and working in Dubai. This study revealed that e-payment
adoption is very high, which could be aligned with the national digital transformation
strategy of the UAE. The results of the chi-square test for independence indicate that using
e-payment technologies is positively associated with the level of education and the level of
income. This is confirmed by the fact that the UAE's demographic shape is identified by its
high-income groups, positively influencing the residents' e-payment adoption. Surprisingly,
the significant results for independence were not found between using e-payments and the
gender, marital status, age group, and the current professional position in Dubai. This
research's contribution adds to both academia and industry in the digital transformation
and technology adoption field. Based on the results, it is recommended for decision-makers
to leverage education, digital literacy, and income to accelerate moving toward a cashless
economy. However, not having statistically significant differences between the rest
demographic variables and adoption will encourage businesses and e-payment service
providers to deliver new innovative e-payment models and technologies in a smart city
context.

1. Introduction

Middle East. Especially after the launch of the national digital
transformation agenda and several futuristic acceleration

The fourth industrial revolution (Industry 4.0), with its
emerging technologies, brought new innovative technologies to
reshape the whole economy and our life [1]. However, it is creating
many concerns about security, privacy, and governance. It is
crucial to adopt a socio-technical approach to manage digital
transformation and conduct effective change management
strategies to expand it from an enterprise to a society level,
especially when it comes to smart cities as more complex systems
in the digital economy.

The United Arab Emirates (UAE) case in incubating digital
transformation using emerging technologies is considered one of
the most exciting cases to be analyzed and investigated in the

*Corresponding Author: Anas Najdawi, anas.najdawi@gmail.com
WWwWw.astesj.com
https://dx.doi.org/10.25046/2j060214

initiatives toward the digital economy. All of that had created an
atmosphere to accept and adapt faster to technological disruptions,
mainly in the fast-growing E-Commerce sector [2]. With growth
expected to reach 23% annually between 2018 and 2022 with an
estimated 27 billion dollars only for E-Commerce transactions in
2022 based on a study done in collaboration between Dubai
Economy Department and Visa [3].

The UAE's strategic goal to shift from an oil-dependent
economy to a knowledge-based one, firstly accelerated pace of
digital transformation projects across all the government sectors,
followed by digital innovation in several business sectors to
renovate their models and realign with the digital faster. For
instance, Emaar properties initiated noon.com, and Amazon
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acquired souq.com as evidence of the enormous potential of digital
business in this region [4]. Additional factors that enabled the UAE
to grow at a higher rate regarding e-commerce and digital payment
could be linked with the UAE consumer demographic profile.
Such profile is featured by a young internet-savvy population, with
high social media usage that reaches 99% and 91% for the internet
penetration. Along with more than 66% for smartphone
penetration and above 7 hours per day for time spent online, which
all of this considered higher than the most mature e-commerce
markets worldwide [3]. Moreover, the availability of efficient and
reliable payment technologies is crucial to digital business growth
in any country. The momentum of digital transformation in the
payment services in the UAE attracted Big Tech companies such
as Apple, Google, Alibaba, and Samsung to provide their digital
payment services as well as local companies such as Etisalat,
Beam, and local banks to compete in this sector [5].

The fourth industrial revolution we live in with a broad
spectrum of emerging technologies is expected to play an
indispensable role in reshaping the whole payment industry. For
example, artificial intelligence technologies, particularly machine
learning algorithms and face recognition, are currently used to
conduct payments as a new trend in China [6]. Also, blockchain
technology enabled the creation of cryptocurrencies as a way of
payment used by several countries [7], [8]. The success of new E-
payment services based on such emerging technologies depends
on the maturity of such technologies, environment, and end-users
acceptance, which are extremely dynamic and changing fastly,
hence require a continuous re-evaluation of relevant demographic
factors.

This paper is an extension of work initially presented in the
IEEE International Conference on Digitization (ICD) [9], which
recommended the need to adopt a socio-technical design approach
for digital transformation and innovation the payment services in
e-commerce which is evolving exponentially in this region. That
initial work recommended the need to reinvestigate to which extent
demographics variables are relevant and directly affect e-payment
adoption in general and especially for the smart cities context in
developing countries. The lack of studies in the current literature
about emerging new e-payment technologies in developing
countries' smart cities is apparent. We believe this area was not
addressed in the existing literature according to our best
knowledge or only tackled technical perspective without
considering the social factors. Thus the current research aims to
provide a more in-depth analysis of how demographic variables
influence the adoption of existing and new e-payment technologies
in Dubai as one of the most promising smart cities in the whole
region.

The paper is organized as follows. A literature review on
related work about e-payment adoption is introduced in section
two, followed by section three for the used research methods.
Results and discussions are covered in section four; last, the
conclusion and the implications of these study findings to the
industry and potential new directions for research are presented in
section five.

2. Literature Review

Day by day, the diffusion of new e-payment technologies is
expanding globally. The World Bank reported that small retailers

WWwWw.astesj.com

in 2015 received 15 trillion dollars via technological payment
channels, representing 44% of global transactions [10]. The
percentage of people who are using cash decreases substantially;
for instance, cash users in North America dropped from 16% to
11% in 2020 compared to 2018. In emerging economies, the rate
of cash usage is still comparatively higher [11].

It is noticeable that there is a growth in e-payment adoption in
countries with active governmental digital transformation and
ongoing smart city programs such as China, India, UAE, and Saudi
Arabia. For instance, In 2019, both UAE and France headed other
countries in delivering a complete set of Citizen to Government
(C2G) e-payment services [12]. That reflected how the UAE
government is serious about moving into a cashless economy, as
revealed by the Central Bank of UAE in 2018 [13]. However, the
same report reflected that the UAE ranked 27 among 72 analyzed
countries regarding government e-payment adoption ranking. This
indicates that more efforts are needed in this full digital
transformation journey.

2.1. Demographic Variables and e-Payment Adoption

Even though many studies about e-payment adoption were
found in the literature, few studies associated with the adoption of
e-payment in the UAE were found, some analyzed the E-payment
adoption principally through SWOT and TOWS matrix [14].
Others used the extended TAM model to analyze the factors
affecting the adoption of e-payment systems through a survey of
university students in the UAE. In [15], the author investigated the
factors affecting the adoption of smart government services in the
UAE compared to other Arab countries [16], [17].

Authors studied how people from different socio-economic
classes would behave differently toward using e-payment
technologies and found that people with higher-income use e-
payment technologies more than lower-income people since last
have less access to ICTs. [18] Additionally, authots found that the
level of education and age affected the behavior of users toward e-
payment systems obliquely; because the older people are, the more
education they get, and the more income they receive, which is
proof that it impacts the use of e-payment. However, the study
revealed that there is no relationship between e-payment usage
behavior and any commodities and services (i.e., food, bills,
transportation, etc.)

Their work also studied the correlation between using e-
payment and specific channels such as credit and debit cards for
online transactions, E-Money, and Money transfer via internet
banking channels. The results showed a positive relationship
between Credit and Debit Cards usage on the internet and the
behavior toward e-payment systems, And a negative relationship
between the behavior toward e-payments and e-money. Regarding
the relationship between user behavior and money transfer via
internet banking is found to be partially supported.

Other studies studied the usage of digital wallets via analyzing
the relationship between awareness about digital wallets and
demographic variables such as age, gender, income, etc.
According to the study, people in the age group of 36-45 are the
most interested in learning and using e-wallets. While the people
in the group age 26-36 are more interested in using e-wallets than
using credit and/or debit cards due to its continent features. As for
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the relationship between the awareness of using e-wallets and
gender, males are more interested in using e-wallets than Females;
additionally, males prefer using e-wallets over cash use [19].

Other authors surveyed Ghana to investigate the influence of
demographics on user's behavior toward using e-payment systems
and found no significant relationship between gender and the use
of e-payment. However, there is a relationship between age and the
behavior to use e-payment systems, more precisely, the
satisfaction of using the systems; because young people have more
expectations from e-payment services, they are not satisfied easily.
The level of education is not significantly related to the behavior
toward e-payment systems usage; however, according to the study,
users with a higher level of education feel less secure using the e-
payment services [20].

A different study Investigated how socio-demographic factors
affect usage of e-payment systems in Malaysia. According to the
study, older people are less motivated to use e-payments. Married
people use e-payment more than unmarried people due to the fact
that married people have higher living expenses; additionally, they
use e-payment systems more frequently than unmarried people in
order to save time. The level of education is a significant factor
affecting the use of e-payment services; according to the
researchers, people with high education levels tend to use more e-
payment services compared to less educated people. Additionally,
the income level was found to be an important factor to affect the
use of e-payment services; people with lower income levels are
unlikely to use e-payment services compared to people with a high
level of income [21].

The primary demographic variables, such as gender, age,
educational level, and income, were studied to explain their impact
on e-payment adoption [22]. The different categories of the
population were examined to demonstrate this, involving students,
employees, professionals, and business people. The research was
designed to estimate the individual opinion related to the e-
payment systems and their frequency along with demographic
aspects. As a result, the educational process has a direct impact on
the adoption of new e-payment systems.

The impact of age and occupation on e-payment systems usage
and their influence on anticipated benefits and speed was examined
by [23]. The study revealed that the significance of age on e-
payment usage was not that considerable compared to the
occupation variable. Furthermore, the paper demonstrated the
substantial difference in the perception of e-payment technologies
among such categories as business, retired employees and
employees, students and homemakers; the three last-mentioned
categories have a clear awareness about benefits and speed.
Besides, these people have different opinions about facilitating
conditions.

A research determined that e-payment card acceptance is not
significantly affected by such factors as age, gender, education,
and marital status of respondents. However, none of the previous
studies investigated how demographic variables could impact e-
payment adoption in the context of smart cities with a higher level
of digital transformation and maturity of e-government services
such as UAE [24].
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2.2. E-Payment Channels

Previous studies showed that quick, easygoing, and trustable-
payment techniques played an essential role in the success and
spread of e-commerce worldwide [25].

Examining e-payment adoption requires an understanding of
the new emerging technologies evolving fast and disrupting the
whole sector, creating both new opportunities and challenges such
as face-recognition algorithms, Blockchain, and implantable/
wearable devices that definitely will gain greater acceptance in the
future [8], [26].

There are main e-payment channels identified in the previous
studies summarized in Table 1 [25], [27], [28] which include but
are not limited to the following.

Table 1: The Main e-Payment Channels Identified in Previous Studies

Payment Description Examples
Channels
Cards payment This channel includes cards issued by Bank cards, e-Dirham
banks such as debit cards, credit cards, card, transportation Nol
internet shopping cards, or issued by card for transportation,
shops such as prepaid cards, gift cards, and emirates ID.
and loyalty cards that can be used in
certain shops at the cashier. [29]. Most
of these cards are using Radio frequency
identification technology (RFID).
Web Wide This method requires the use of the This includes PayPal or
Web (WWW) internet and websites to make a payment, | Cashu, as well as debit
Payment mainly through internet banking accounts using bank
websites or making online transfers or transfers.
pay through a third party intermediary
[30]
Mobile This channel includes all smart mobiles Examples include
Devices of devices to conduct a payment mainly mobile payment apps
through several technologies such as like Samsung Pay, Ali
digital wallets and mobile applications, Pay, Apple Pay, bank
SMS, and NFC. [31] [32] applications, or
payment through
telecommunication
providers such as
Etisalat or DU.
Financial This approach includes conducting Examples of this
Services payment transactions through self- approach include both
Kiosks service digital kiosks or stand-alone- non-financial services
machines. [33] such as paying bills or
purchase a product or a
service, as well as
financial ones such as
money transfer or
payment using ATM.
Biometric These approaches include using Using several
payments authentication based on biometric biometrics for an
features of the body that are hard to copy | authentication
and impersonate. [34] mechanism, including
faceprint, fingerprint,
voice, and iris
recognition
Cryptocurrency | This includes payment that is based on Among the most well-
Blockchain technology as the main known cryptocurrencies
component of the IT infrastructure. [8] can be Bitcoin,
Ethereum, etc.
Wearable This approach of payment is still new Real examples include
devices amongst others and includes wearing payment through digital
devices or objects to substitute in the rings or smartwatches.
near future card and mobile payment.
[26]

All previous studies reflected in general the significance of
individuals' demographics on technology acceptance/adoption,
such as e-payment technologies [35]. However, up to our best
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knowledge, no sufficient studies have been made, including new
emergent e-payment technologies with regards to demographic
variables in smart cities as a special unite of analysis, where the
adoption tends to be more complex, dynamic, and faster than other
cities [36]. The primary objective of this study is to fill such gap
and investigate the role of demographic factors in adopting several
e-payment technologies in the case of Dubai as a case of smart city,
having in mind the following main questions:

e To which extent various e-payment technologies are adopted
in Dubai nowadays?

e How is the e-payment adoption affected by demographic
variables?

3.  Methods
3.1. Data Collection

The study was carried out using a self-administered online
questionnaire, which consisted of two major sections. The first
section comprises ten questions intended to collect demographic
data and some information about using different e-payments
technologies. The demographic information section included eight
questions designed to collect information about the characteristics
of the participants. Information was gathered about residents'
income, current professional position, age, marital status, gender,
and educational level. The second section contains 28 statements
meant to examine those factors that influence the perception of
using e-payment. The items in this section essentially required the
respondents to choose to what extent they agreed with each
statement. A Likert scale of one to five (1 = strongly disagree, 2 =
disagree, 3 = agree to some extent, 4 = agree, and 5 = strongly
agree) was used so that participants could rate their degree of
agreement regarding the survey statements.

3.2. Sample and Population

The participants in this study were individuals living and
working in Dubai. In this research, a nonprobability sample
technique is used for collecting responses. To achieve the
objectives of the current research, the researchers of this work used
the convenience sampling technique, which is a type of non-
probability sampling where population elements are selected for
inclusion in the sample based on the ease of access. In some cases,
judgment sampling is used where the researchers' judgment is used
for selecting participants who are considered as representative of
the population. A sample size of 270 eligible respondents was
collected to conduct the study from the targeted population of
individuals living and working in the Emirate of Dubai.

The pilot study was done on 15 individuals in Dubai before its
dissemination to satisfy the face validity. Cronbach alpha, which
is a measure of reliability based on the internal consistency of the
constructs, was calculated and found to be 0.913. This indicating
that the data collection instrument has attained a relatively high
level of reliability. Hence, all items are retained.

3.3. Data processing and analysis

The respondents' collected data are recorded and coded in the
Statistical Product and Service Solutions (SPSS v.25). For
achieving the purpose of the study, a quantitative approach of
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research is used. Additionally, we used percentages technologies
for counting all the yes-category of the items listed in the research
tool instrument to measure each factor that influences the
perception of using e-payment methods. The researchers used a t-
test to perform a comparative analysis of using e-payment
technologies between the gender and marital status, where each
one of them has two categories. They also used the ANOVA test
to compare the different educational level categories, individual
income, and age groups. To validate the stated hypotheses, the
researchers used the Chi-Square test of independence to test the
association between the demographic variables used in this study
and the use of e-payment technologies.

3.4. Research Hypotheses

Since the researchers in this paper mainly aimed at
investigating the influence of demographic variables such as
income, current professional position, age, marital status, gender,
and educational level on the adoption of e-payment technologies,
this study attempts to test and verify the following six hypotheses.

H_1: There is a relationship between gender and adoption of e-
payment

H_2: There is a relationship between profession and adoption of e-
payment

H 3: There is a relationship between age and adoption of e-
payment

H_4: There is a relationship between education and adoption of e-
payment

H_5: There is a relationship between marital status and adoption
of e-payment

H_6: There is a relationship between income and adoption of e-
payment

4. Results and Findings
4.1. Demographic Characteristics of The Respondents

We conducted an online survey to analyze the adoption of e-
payment technologies in Dubai based on different demographic
variables. A total of 379 respondents visited the survey's link, and
270 respondents (71.2%) completed the survey.

Table 2 summarizes the demographic characteristics of the
respondents to the survey. The table shows that 52.6 % of the
participants were males, 104 % were born before 1980
(Generation X), 32.6% were born between 1980 and 1994
(Generation Y), and 57% were born in 1995 or above (Generation
Z). Twenty percent of the participants were married, and in terms
of education, 26.3 % of them had High School or lower, 12.6
Diploma, 41.5% Bachelor's degree, 11.5% Masters and 8.1% were
Ph.D. holders. In terms of the monthly income, the study found
that 55.2% of the respondents have an income below 10000
Dirhams. 14.3% from 10000 to less than 20000, 18.2% from 20000
to less than 30000, 5.9% from 30000 to less than 40000 and 6.3%
having a monthly income of at least 40000 Dirhams

4.2. E-Payments Channels

The enormous development of e-payment technologies in
Dubai led to an increase in adopting such technologies by its
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residents. Table 3 shows that out of 270 respondents, 84.3% of the
individuals in Dubai stated that they are now using e-payment
technologies, only 8.6% never used it before, and 7.1% used it in
the past they are not using it anymore. This indicated that the
majority of individuals in Dubai having experience in e-payment

technologies.

Table 2: Demographic Characteristics of the Sample

technology initially comes from these cities and will make these
technologies transfer faster to Dubai based on government support
to attract new technologies for their residents.

Out of the 51 nationalities that participated in this study's
survey, the acceptance rates of different payment channels for the
11 dominant nationalities living in Dubai are summarized in Table
4. The table revealed that most of the dominant races selected
Contactless Cards as their first choice with a percentage exceeding

Criterion Category Number Percent . . . . .
o ™ e 80% for the Canadians, Indians, Pakistanis, Lebanese and Saudi
Gender R o 47'4 Arabians, while it was between 68 and 77% for UAE, Egyptian,
T o o 1930 p . 0' , Iranian, Chinese and Jordanians. The Online Payments are selected
: . . N . o
Age Group 1980-1094 " oy as a first chplce for the Syr1ap (85%) and Chinese (75%), anq asa
1995 and above 152 - second choice for the Canadian (80%) and most of the dominant
Single 215 796 nationalities (50 to 69%), but not for the Lebanese, who selected
Marital Status =g ey 55 204 Mobile Payments as a second choice. Only the Chinese have
High school or lower 71 263 chosen Mobile Payments as their first choice, and all the other
College (2 years program) 34 126 dominant nationalities set this digital mode of payments as their
Education Bachelor's degree 112 415 third choice with percentages of users around 50%.
Mast L .
asters 3 15 Table 4: The Distribution of e-Payment Channels Based on the Dominant
Ph.D. 22 8.1 Nationalities in Dubai
Below 10000 149 552
10000 up to less than 38 141 e-Payments Channels
20000 :
20000 up to less than
Monthly Income 30000 47 17
30000 up to less than 18 6.7 Onlin  Contact Mobil Paym  Wearab  Digital  Artificia
40000 e less e ent le Curren 1
40000 or above 13 4.8 Paym Cards Paym  Kiosk  Payme cy Intellige
Total 270 100 ent ent N nt nce
Device payment
. . s
Table 3: The Frequency Use of e-Payments UAE 0% TR 5% e A% 5% 5%
Category N Percent (53)  (53) (53) (33 (53) (53) (53)
Jordan  64%  68% 56%  25% 0% 4% 8% (25)
I am now using e-payment 226 84.3 @5 25) @5 @5) @5) @5
Egypt 69%  77% 53%  31% 0% 7% 7% (13)
In the past, I used to deal with e-payment, but 19 7.1 (13) (13) (13) (13) (13) (13)
t using it
amnotusmg 1t now Syria 85%  61% 46% 4% 7% 15% 0(13)
X 13 (13) a3 a3 13 (13)
T have never used it before 23 8.6 Lebanon  36% 829 46% 18% 0% 0% 9% (11)
. an 1D an 11 (11) (11)
Total 268 100.0 Saudi 66%  100%  17%  16%  0(6) 0 (6) 0 (6)
Arabia (6) (6) (6) (6)
Despite the enormous development of payment technologies Iran 2%  15% 50%  25%  0%(8) 0% () 0% (8)
for the governmental sectors in Dubai, the individuals') acceptance ® ®) O] ®)
. Canad 809 879 40° 7 6 0(15 0(15
rates for the different e-payment channels have been found to be anaca (15/)" a 5/)“ (15/)" (1/3) (1/3) (1) (1)
satisfactory. According to the survey's results, about 76 percent of India 62%  80% 38%  13% 8% 8% 4% (24)
individuals gave preference to Contactless Cards. However, 24 , @5 @5 @) ey @ 24
. China 5%  75% 100 75%  50% 50% 25% (4)
percent of them prefer to use cash until now. Furthermore, the @) @) 3) @) ) “)
acceptance rate of Online Payment(s) was found to be 66 percent, Pakistan  50%  91% 2%  25% 8% 0(12)  0(12)
(12 (12 (12 (12 (12

while 46 percent of individuals relied on Mobile Payments.
Wearable Payment Devices and Digital Currency are seen to have
lesser excitement among individuals, where 5 percent of the
respondents believe that they would be using each one of these
techniques. The Website Domain Payments and ATM through
Different Mobile Applications are also seen to have even lesser
excitement among individuals where only one percent of the
individuals in Dubai believe that they would be using each one of
these techniques. Finally, the rate of acceptance of Artificial
Intelligence Payments is only 0.6 percent. Even we expected that
Artificial Intelligence Payments would not be used at all at the time
of data collection of this research since that technology was not
available but in a few smart cities around the world. As per the
diversity of people in Dubai, we expect that those who used that
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4.3. The Use of e-Payment technologies for Regular Services

The participants in the survey were asked to identify the most
frequent uses of e-payments for regular services, such as paying
utility bills, food, clothing, electronics, phone internet, insurance,
travel, education, road toll, and entertainment. The analysis of data
revealed that most individuals in Dubai use e-payments for food
(77%), clothing (71%), entertainment (67%), phone internet
(57%), utility bills (48%), and travel for leisure (41%), whereas the
paying for road roll, education, and electronics were used by about
35% of the individuals in Dubai for each one of these regular
services.
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For investigating the most frequently used e-payment
techniques -based on location, the survey respondents were asked
which e-payment techniques they use most regularly and from
where. As observed in Table 5, more than 47% of Dubai
individuals used Online Payments most frequently from home,
45.1% at shopping malls, 26.6% at work, 24.9% at the bank, and
19.2% at school. More than 48% of individuals are using
Contactless Cards most frequently at home, 58.1% at shopping
malls, and around 25% at each of the work, banks, and schools.
The use of Mobile Payment and Payment Kiosks ranked third and
fourth, were 33.3% and 17.4%, respectively, of the individuals in
Dubai, are using these two e-payment techniques from home.
Almost 35% and 20% of the individuals are using them at shopping
malls. Mobile Payments are used by about 20% of the individuals
in Dubai at either the bank or at work. However, Payment Kiosks
for almost half of this number for the same regular services. Less
than 5% of individuals are using Wearable Payment Devices,
Digital Currency, or Artificial Intelligence Payment at any one of
the mentioned regular services

Table 5: Percentages of the Most Frequently Used e-Payment Channels based on
the location

e-Payment Channels

- 8

- 2 - " = £

g = g £ |2 g |5
£ o] £ ° > 0 1 =5
= 2 B M g3 El Lo
& 3 A~ 5 o F O £ E
2 3 2 s |22 | 3z | =%

2 £ g = | 5 B |2

S 3 = & = a £

<
Home 128/47.4 131/48.5 90/33.3 47/17.4 13/4.8 11/4.1 11/4.1
Malls 122/45.1 157/58.1  93/34.4 53/19.7 12/4.4 10/3.7 13/4.8
Work 72/26.6  69/25.5 56/20.7 33/12.2 11/41 5/1.8 5/1.8
Bank 67/24.9  70/25.9 55/20.3 28/10.3 829 8/2.9 7/2.6
School 52/19.2  66/24.4 31/11.4  22/8.1 6/2.2 5/1.8 4/1.5

4.4. Comparative analysis of using e-payment techniques between
groups

This part of the research identified the difference in using e-
payment technologies among the different categories of each
demographic variable used in this study. The investigation is based
on the differences in using e-payments values between the
different categories of each variable by analyzing and examining
the Mean scores (M) and Standard Deviation (SD) of each
category's values supported by performing the two independent
samples t-test and ANOVA test.

As predicted, findings of the study show that males are more
interested in using e-payment technologies (M = 3.91, SD =
0.81834) than females (M = 3.72, SD = 0.90083). As shown in
Table 6, results from an independent samples t-test indicated that
the difference between the two genders was significant, t(268) =
1.810, p=0.071 at a 10% alpha level.

Likewise, the married participants were outperformed (M =
4.0242, SD = 0.67237) the singles (M = 3.7690, SD = 0.89818) in
using e-payment technologies. Moreover, the results from an
independent samples t test showed that the difference between the
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two groups of the marital status was significant, t(108) =-2.332, p
=0.021.

Table 6: Group mean scores in relation to the gender and marital status variables

Standard
Variable Group Mean (M) Deviation t-cal. p
(SD)
Male 3.9108 0.81834 181
Gender '0 0.071*
Female 3.7213 0.90083
Single 3.7690 0.89818 -
Marital Status - 2.33 0.021
Married 4.0242 0.67237 2

"The mean difference is significant at 0.10 levels.

Table 7: Descriptive Statistics for the Using of e-payment for the Educational
level, income, and the Age variables

N Mea Standard Std. 95% Confidence
n Deviatio Error Interval for Mean
n
Lower Upper
Bound Bound
High school or 71 3.779 .85994 .1020 3.5758 3.9829
lower 3 6
College 34 3.833 71657 1228 3.5833 4.0834
3 9
Bachelor’s degree 112 3.714 91573 .0865 3.5428 3.8857
3 3
Masters 31 4.032 .85355 1533 3.7192 4.3453
3 0
Ph.D 22 4.181 71067 1515 3.8667 4.4969
8 2
Below 10000 149 3.798 .85847 .0703 3.6597 3.9376
7 3
10000 up to less 38 3.833 .88955 .1443 3.5409 4.1257
than 20000 3 0
20000 up to less 46 3.898 .83109 1225 3.6517 4.1454
than 30000 6 4
30000 up to less 18 3.907 73924 1742 3.5398 4.2750
than 40000 4 4
40000 or above 13 3.969 1.14167 3166 3.0793 4.4591
2 4
Less than 1979 28 3.98 719857 .150 3.6784 4.2977
81 92
1980-1994 38 3.73 99918 .106 3.5194 3.9428
11 51
1995 and above 154 3.84 78493 .063 3.7170 3.9670
20 25

Additionally, the ANOVA test's large p-values indicate no
significant differences among the different categories of the
participants' income, educational levels, and age groups regarding
the use of e-payment technologies. Moreover, the descriptive
statistics presented in Table 7 show that participants with high
education levels tend to use more e-payment technologies
compared to less educated participants increased slightly and
gradually from 3.77 for the High school or lower educational
levels to 4.18 for the Ph.D. holders. Even though the p-value of the
ANOVA test was large for the monthly income, the study found
that this variable is slightly affecting the use of the e-payment
technologies; people with lower income levels are unlikely to use
e-payment services compared to people with a high level of
income. Similarly, the study of e-payment technologies found that
the participants born before 1979 are the most interested in using
e-payment technologies, with an average of almost 4. While the
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participants born between 1980-1994 are least interested in using
e-payments technologies with an average of 3.73, and the young
participants born after 1995 are in the middle with an average of
3.84.

5. Testing Hypotheses and Discussion

This study uses a sample of 270 individuals living and
working in Dubai on a self-administered online questionnaire to
assess how e-payment adoption is affected by demographic
variables. The study tested and verified five hypotheses that
assumed the adoption of e-payment technologies is influenced by
gender, current professional position, age, educational level,
marital status, and income level.

5.1. Hypotheses Testing

This section discusses the association between the use of e-
payments and demographic variables aiming to investigate the
importance of individual's demographics on the adoption of e-
payment technologies, Findings of the study show that about 55%
of individuals the Ph.D. holders and 52% of the Masters' holders
are using Mobile Payments comparing with about 42% for the
individuals with the lower education. This yields that the higher
educated individuals in Dubai tend to use more Mobile Payments
than lower educated individuals. On the other hands, Dubai's
individuals with low income (less than 10000 dirhams) and
students are using Online Payments significantly with a lower
amount (about 60%) comparing with those individuals with high
income or from none students current professional position
categories (more than 71%) with a maximum percentage of users
from the executives' category which reached to more than 82% of
them.

Table 8: Chi-Square Test for Independence, H_0: Using e-Payment (Variable 1)
and Variable 2 are Independent

Variable 2 Chi-square Asymp.Sig. (2 sided)

Gender 3.291 0.193

Education 0.060653
14.923353

Marital Status 3.715201 0.156047

Monthly Income 0.019137
18.292553

Age 5.528197 0.237262

Current Professional Position 8.653823 0.565242

Table 8 shows the chi-square (¥2) test results for
independence between the using e-payment technologies and each
of the demographic variables investigated in this research.
Statistically significant results at a 5% alpha level were found
between the use of e-payments and the monthly income
(Asymp.Sig. =0.019137) and at a 10% alpha level between the
use of e-payment technologies and the level of education of the
individuals in Dubai (Asymp.Sig. = 0.060653). This indicates that
the relatively high income of the individuals and the high levels
of education increase the opportunities for using e-payment
techniques. Therefore, the use of e-payments is positively
associated with the level of education and the level of income;
hence, the 4th and the 6th hypotheses are supported.
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In contrast, statistically significant results for independence
were not found (with a (Asymp.Sig. more than the 5% alpha level)
between the using e-payments and the gender, marital status, age
group, and the current professional position of the individuals in
Dubai. Therefore, the association between the use of e-payment
technologies and each one of these demographic variables (as
stated in the 1st, 2nd, 3ed, and the 5th hypotheses) is not supported.

Results of the study show that the majority of individuals in
Dubai having experience in e-payment technologies. Despite the
enormous development of payment technologies for Dubai's
governmental sectors, the individuals' acceptance rates for the
different e-payment channels be satisfactory. The chi-square (y2)
test results for independence indicate that the use of e-payments
is positively associated with the level of education and the level
of income and supports the 4th and the 6th hypotheses (see Table
8). This is confirmed by the fact that the UAE's demographic
profile is identified by its high-income levels, which positively
influence the consumers' e-payment technologies adoption.

Surprisingly, the significant results for independence were
not found between the using e-payments technologies and the
gender, marital status, age group, and the current professional
position of the individuals in Dubai (see Table 9). Therefore, the
association between the use of e-payments and each one of these
demographic variables (as stated in H 1, H 2, H 3, and H 5
hypotheses) is not supported.

Table 9: Results of Tested Hypotheses

No. Hypothesis Finding
H There is a relationship between gender and the adoption of e- Not
B payment supporting
H There is a relationship between profession and adoption of e- Not
2 payment supporting
H There is a relationship between age and adoption of e-payment Not
3 supporting
There is a relationship between education and adoption of e- .
H, Supporting
payment
There is a relationship between marital status and adoption of Not
Hs e-payment supporting
He There is a relationship between income and adoption of e- Supporting
payment

5.2. Discussion

The high growth rate of the digital transformation of payment
transactions in the UAE across several sectors, especially in the
government, backed with the vision to move for a cashless
economy, forced many users to try new e-payments technologies
that are not well prepared for it. By the time that created more
familiarity with and acceptance to try new innovative e-payment
channels [37].

This study revealed a more updated analysis of the
demographic variable of this dynamic market on the mode of use
and channels. Most of the dominant nationalities selected
Contactless Cards as their first choice. Online Payments are
selected as a second choice for most of them. Most of the
dominant nationalities selected Mobile Payments as a digital
mode of payments as their third choice, with percentages of users
more than 56%

The present study reveals the fact that most users had
experience in e-payment technologies. The research's remarkable
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results revealed that about 70% of the individuals use more than
one e-payment technology frequently. The most significant two
categories of e-payments sectors included the food (77.4%) and
clothing (70.7%), while payments for government services were
the most versatile where 48.1% of the individuals pay for Utilities

(Electricity, Water, Gas), 57.4% pay for Phone/Internet, and 35.6%

for transportation and road toll gates.

Regarding the popularity of the payment channels, both
Contactless cards and online payments have been dominating by
75.9% and 65.6% of Dubai individuals, respectively. Followed by
Mobile payment ( including Mobile Bank Apps, Apple Pay, Ali
Pay and Samsung Pay) and Payment Kiosks (such as kiosks in
shopping malls, airports, Etisalat/DU, DEWA, and Dubai Police)
ranked the third and the forth with percentages of users reached to
46% and 25% of Dubai consumers (individuals) respectively.

Other new emerging e-payment channels were lower than
expected in terms of diffusion, such the new and innovative
payments through Virtual currency (including mobile games
currencies, Linden Dollars of Second life, and Facebook coins)
and Artificial Intelligence payment (such as Face Recognition
payment), as well as wearable payment devices (such as apple
watch, rings, etc.) are all considered to be futuristic e-payment
techniques used in emerging markets. These new methods are still
being utilized rarely in Dubai (about 5% for each method), and
the majority of the people who are using these technologies are
expats mainly from China. These technologies are expected to be
more dominating due to the reliability of technology, convenience,
and specialization based on the needs of younger generations (i.e.,
Generation Z ).

The fact that the UAE's demographic profile is identified by
its high-income levels influences individuals' e-payment
technologies adoption positively. As per the results of this study,
the individual's monthly income is mainly the most crucial
demographic variable for the adoption decision of e-payments.
Additionally, this study found statistically significant results
between the adoption of e-payment and the level of education.
Therefore, the adoption of e-payments is higher for more educated
individuals than those who were less educated. While the study
found that the other four investigated demographic variables (age,
gender, marital status, and current professional position) had no
statistical influence on the adoption of e-payment technologies.

6. Conclusion and Implications
6.1. Opportunities for Theoretical Contribution

The results of the study can be utilized by the industry of the
digital transformation and technology adoption/innovation field
in relooking or revamping their strategies for digital payment
technologies.

E-governments should pay more attention to education and
income as results prove that using e-payment technologies is
positively associated with the level of education and the level of
income. Also, the companies in this field should devise the
policies and strategies to attract more people to smart cities like
Dubai, regardless of their demographic category, as results prove
that the significant results for independence were not found
between using e-payments and the demographic variables
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investigated in this research, i.e., the gender, marital status, age
group, and the current professional position of the individuals in
Dubai.

Unlike the other studies, the researchers' contribution of this
work is creating a proposed theoretical model with an opportunity
for gap filling the demographic variables compared with the other
studies. This will shed light on the need to design and create
compelling digital payment services based on the socio-technical
approach rather than the technical one in smart cities regardless
of their citizens' demographic categories.

6.2. Implications and Future Work

This section highlights the future research based on the
current work results, especially on analyzing the key factors
affecting the adoption of new technologies and services provided
by new Fintech services, which is evolving fast and making many
questions marks on the future of the traditional e-payment service
providers in the region. The implications of this study will update
change managers and digital transformation practitioners, and
consultants to identify relevant correlations among e-payment
technologies and demographic variables for this region. This will
help all organizations looking to consider digital transformation
for payment to benefit from the result to design competitive
strategies based on the innovation of e-payment services, which
is more customizable, user-centered, Omni-channels, smart, and
powered with Al and business analytics.

The current study is not without limitations of selecting one
city leading the region in digital transformation, such as Dubai. In
the future, it can be interesting to analyze additional cities and do
comparative analysis among them. Another issue can be the focus
on user's requirements/demographic analysis can be limited base
on the socio-technical theory, which can include in higher levels
of additional analysis requirements collected from a group of
users, community, or the whole society. As we can go one step
simultaneously, these limitations give implications to the
researchers to move further in the current area of research. (The
implications of this research will help both researchers and digital
transformation practitioners, mainly in the government and
leading businesses, to design and develop more effective digital
payment services for people in the smart cities [35], [36] based on
the socio-technical approach rather than merely technical one.

There are many opportunities for further research using the
current variables of the study and the questionnaire on a broader
scope. Further research may include individuals from other
emirates in the UAE to explore the inter-relations among the
current demographic variables and the factors affecting the
adoption of e-payments in the UAE.
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In the phosphate industry, sulfuric acid is a key compound in phosphoric acid and fertilizer
production. Industrially, the sulfuric acid H>SOy is made generally in a sequence of three
main steps: burning liquid sulfur with air, catalytic oxidation of sulfur dioxide SO; to sulfur
trioxide SO3, and formation of H,SOy by the reaction of H>O with the SOs. The catalytic
conversion of the SO; into the SOj3is considered as the crucial reaction that affects the gas
emissions and the performance of the process. In this paper, an industrial SO; conversion
unit of four catalytic beds reactors with vanadium pentoxide as a catalyst, and three heat
exchangers were modeled. The model was based on heat transfer, energy and mass balance
equations, and the kinetic reaction of the SO: catalytic conversion was proposed and
calibrated using the experimental plant data. The simulation of the four catalytic beds was
carried out in steady-state and dynamic mode using Unisim Design R451 simulator. The
proposed model was tested and validated using the studied plant measurements, and the
accuracy of the model has exceeded 97%. A graphical interface of the SO; conversion unit
was integrated to make it suitable for industrial use and operator training. Finally, a digital
twin (DT) of the studied conversion unit was developed based on an architecture integrating
the plant, the virtual system, and the communication part in a Distributed Control System
(DCS) context. The developed DT in this work makes it possible to simulate in real-time the
SO; conversion unit, predict the process performance, and optimize the unit efficiency.

1. Introduction

its virtual model to provide real-time simulation and prediction in
real conditions [5].

In the era of digital transformation and digital factories, a new
concept has been deployed known as digital twin (DT). It is
considered an important component in achieving a smart and
intelligent manufacturing plant. Digital twins’ concept or the
virtual representation of a physical product was introduced the first
time in [1]. In [2], authors have defined the DT as a technology
that refers to the method that can model and describe the
performance of a physical entity. They add that DT is the tool that
enables the interaction between the real physical system, and its
twin in the cyber world. In manufacturing processes, DT can
represent a reliable base that provides an accurate prediction of
process parameters and performance, which can be used for
different monitoring and optimization tasks [3, 4]. The
implantation of a DT must include three important parts: the
physical part, the digital part, and the physical-digital
communication part that ensures the connection between the
physical and the virtual product. Thus, physical product data are
generated and collected from the physical part of the DT, and feed

*Corresponding Author: Amine Mounaam, amine.mounaam@um6p.ma
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In recent years, different researchers have focused on DT
development and implementation for industrial issues. In [6],
authors have worked on the reengineering of aircraft structural life
using DT concept. They used a DT that was developed by
integrating several models in a virtual software to study the design
variation under different operating conditions. The virtual software
model includes the most important models in the aircraft structural
life field, such as the computational fluid dynamic (CFD) model,
the structural dynamic model, and the fatigue cracking model. In
[7], authors have investigated the DT-based geometric
optimization of the centrifugal impeller (CI) with free form blades
for five-axis flank milling. To do so, several experiments and
variations were performed to adjust the virtual model of the studied
CI to its real physical part. The virtual model in their case was
developed based on the geometric modeling, the aerodynamic
parameters evaluation, and the machining optimization. In [8], a
DT model was proposed for hollow glass production lines. The
developed DT makes it possible to simulate the production line
behavior with real process data and optimize the design of the
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production line. Indeed, DT aims to capitalize on advances in
modeling and simulation aspects, since all observations and results
that will be generated by the DT are, in fact, predicted by the virtual
model of the studied system.

In the literature, several studies have been carried out to
develop models that can simulate sulfuric acid processes with high
accuracy. The most used process in sulfuric acid manufacturing
plants is the contact process [9]. This process is based on three
important steps: liquid sulfur burning, sulfur dioxide SO, catalytic
conversion, and sulfur trioxide SOz absorption. The SO, catalytic
conversion stage is considered as the most critical step in the
sulfuric acid contact process. Considering the importance of this
step, numerous studies have been performed to describe and
optimize the SO, conversion reactor based on process modeling
and simulation aspects. In [10], authors have presented a dynamic
model to simulate the SO, catalytic oxidation over the vanadium
pentoxide V,0Os catalyst. The obtained model was validated using
an experimental setup of a fixed bed reactor, and a new process
design was proposed to ensure zero-mission. In [11], authors have
presented a model to simulate the SO, catalytic converter using a
pseudo homogeneous perfect plug flow model, and the model has
been solved using the COMSOL Multiphysics software. In [12],
authors have simulated the SO, oxidation reactor by a series of
tanks, and simulation results were validated using measurement
collected from the pilot and industrial reactors. Another interesting
work has been published recently in The Canadian Journal of
Chemical Engineering, in which the SO, converter model was
developed based on mass and energy balance equations, and
simulation results were validated using industrial measurement
[13].

In addition to the SO, catalytic converter, and due to the
exothermicity of the SO, conversion reactor, heat exchangers (HE)
are indispensable in sulfuric acid industries. In SO, conversion
units, HE devices are used to adjust the temperature of the gas
leaving each catalytic bed of the converter, before feeding the next
catalytic bed. The cooling step between the SO, converter beds is
necessary to reach a high conversion rate [14]. Thus, the Shell and
Tube Heat Exchanger (STHE) is the most used type of HE in this
industrial process. In this context, many researchers have focused
on STHE modeling and simulation to study and optimize the heat
transfer performance within these devices. For example, in [15],
authors have developed a dynamic one-dimensional model of
multi-pass STHE, and model equations were solved using the
finite volume method. In [16], flow and temperature fields
modeling and simulation in a small HE were investigated using the
CFD package of ANSYS Fluent 6.3. Also, they tested different
turbulence models, knowing: Spalart-Allmaras model, two k-g
standard and realizable models. It was concluded that the k-
realizable model was the best to simulate the studied HE, assuming
a fine mesh and a first order discretization. Using Aspen-HYSYS
V7.3 simulator, an optimization work of the air heating unit within
the paddy drying process has been performed [17]. Simulation
tasks of the studied HE were performed in Aspen HYSYS under
many operating conditions, while the design task was carried out
in Aspen Exchanger Design and Rating (EDR).

This paper represents an extension of the work that has been
presented in the 5th International Conference on Renewable
Energies for Developing Countries (REDEC), in which authors

WWwWw.astesj.com

have modeled and simulated a STHE with different approaches,
using ANSYS-Fluent, COMSOL Multiphysics software, Unisim
Design R451 simulator, and Matlab-Simulink [18]. All the
presented models were validated using an experimental setup
under a wide range of operating conditions. However, the model
developed in Unisim Design simulator was selected as the best
model to simulate the studied system. Besides, the model was used
to simulate an industrial sulfuric acid cooling unit and has shown
a good accuracy with the plant measurement.

In the present study, a dynamic model of an industrial sulfuric
acid conversion unit was proposed and simulated using Unisim
Design simulator. The simulated unit comprises a SO, conversion
reactor with four catalytic beds and three HE. The kinetic
parameters of the SO, catalytic conversion reaction were
determined using experimental data. The simulation was
performed in steady-state and dynamic mode, and simulation
results were validated using experimental measurement from the
studied SO, conversion unit. Additionally, a DT architecture of the
studied system was proposed. The physical system of the DT was
represented by the industrial plant unit, while the virtual part was
represented by the developed SO, conversion unit model. The
communication part of the DT was developed based on the
Communication Object Model (COM), to ensure the connection
between the real unit and its virtual representation in Unisim
Design simulator. Also, a graphical interface was developed to
make the developed DT useful for industrial use.

2. Sulfur dioxide conversion unit description

In the sulfuric acid double contact process, the sulfuric acid is
produced in three principal steps: liquid sulfur combustion, SO,
conversion, and SOs absorption.

Firstly, the wet air is dried in a drying tower using the
circulating sulfuric acid, to absorb moisture contained in the air.
Secondly, the liquid sulfur is burned in a sulfur burner with the dry
air, to produce the SO, necessary for conversion step. The gas
mixture feeds the conversion unit in which the SO, is converted
into SOs, using the vanadium pentoxide catalytic V,0s. Finally,
the SOz produced by the SO, catalytic conversion is absorbed
using the diluted circulating sulfuric acid. The three exothermic
reactions governing the sulfuric acid double contact process are
given as follows:

S+ 0, = SO, (1)

1
S+ 50, = SO (2)
803 + HzO d stO4_ (3)

The sulfur dioxide conversion step is considered as the main
stage of each sulfuric acid manufacturing plant, and its role is to
ensure the conversion of the SO, generated by the liquid sulfur
combustion into SOs;. Each catalytic conversion unit comprises
generally a reactor of several catalytic beds and heat exchangers
that are used to regulate the inlet temperature of each catalytic bed.
In this study, the SO, catalytic converter is a four catalytic beds
reactor, with three heat exchangers as shown in Figure 1.
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The typical configuration of the SO, converter consists of a
vertical cylindrical adiabatic reactor. The dimensions of the
equipment, as well as the height of each catalytic bed, are variable
according to the conversion unit operating parameters. The packed
catalytic beds of the converter are the main components SO»
conversion reactor. Each one of the packed beds is supported by
perforated metal grids that help in retaining the catalyst and
allowing the gas to flow through. The gases flow from the top to
the bottom of the beds. Ceramic rollers are placed on the catalyst
to avoid any movement that may be caused by the gases flow, and
to facilitate the exit of the gases after passing through the catalyst.
The vanadium pentoxide V,Os catalyst used in the SO, catalytic
conversion reactor is highly porous and presents a specific surface
in which the active phase is deposited. It is considered as the
typical and highly catalyst used in the SO,/SO; conversion step,
with an operating temperature between 370 °C and 630 °C [19].
The conversion reaction in each catalytic bed is identical, but the
amount of the catalyst required for the reaction changes according
to the SO3/SO; ratio in the feed. For example, in the first three
catalytic beds, the amount of catalyst increases as the SO3/SO»
ratio increases.

The gas mixture feeds the first catalytic bed at a temperature of
400~440 °C. Since the catalytic conversion of SO, is an
exothermic reaction, the temperature of the gas mixture increases
as the amount of the generated SOs increases until reaching the
equilibrium point. At the equilibrium point, the forward and the
backward reaction rate are equal. To increase the forward reaction
rate, the gas leaving the first catalytic bed is cooled to a lower
temperature value using a superheater heat exchanger. After
passing through the second catalytic bed, the mixture gas is cooled
again before feeding the third catalytic bed. Cooling the gas before
feeding each catalytic bed is a strategy that is used to further
increase the SO, conversion rate. The gas leaving the third
catalytic bed passes through an intermediate absorption, in which
the SO; generated by the SO, catalytic conversion is absorbed by
the circulating sulfuric acid. This strategy is used to reduces the

amount of the reaction products, which also increases the forward
rate of the conversion reaction.

3. Dynamic model of the conversion unit

In this study, the Unisim Design R451 simulator was used to
model and simulate the studied SO, conversion unit. To develop
the virtual model of the studied flowsheet under the Unisim Design
simulator, it is necessary to go through two environments. The first
environment that must be configured is the basis environment of
the simulator, in which the configuration starts by specifying the
chemical components involved in the studied process. For the
components that are not presented in the simulator components
library, they can be defined as new hypo-component using their
specific chemical properties, such as the molar weight and the
critical temperature and pressure value. For the SO, conversion
unit, all components required to perform this simulation are
available in the simulator components library. Another
specification that must be defined in the basis environment is the
fluid-package, which represents the equation of state that will be
used to calculate and predict the fluids’ properties. Thus, the Peng-
Robinson fluid-package was selected for the gaseous phase, and
the Non-Random Two-Liquid model (NRTL) was selected for the
liquid phase. Table (1) summarizes the chemical components and
the fluid-packages used to perform this simulation.

Table 1: Unisim Design components list for the SO2 conversion unit
process simulation.

Component name | Component formula | Fluid-packages
Oxygen 02

Nitrogen N2 .
Sulfur dioxide | SO, Peng-Robinson
Sulfur trioxide SO3

Water H>O

Sulfuric acid H2S04 NRTL

Finally, the chemical reactions involved in the process must be
defined in the simulator using the stoichiometric coefficients of the

Liquid sulfur

combustion unit

Hotinterpass
heatexchanger

Final absorption

Superheater heat
exchanger

unit

Sulfur dioxide
converter —

Cold interpass
heat exchanger

Intermediate

I
I
I
I
I
I
| thBed :
I
I
I
I
I
I

absorption unit

Sulfur dioxide conversion unit

Figure 1: Sulfur dioxide conversion unit
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reactants and the products. Note that the type of the defined
chemical reaction must be also specified. In the Unisim Design
simulator, five types of chemical reactions are provided:
conversion reaction, equilibrium reaction, kinetic reaction,
heterogeneous reaction, and simple rate reaction. For the SO»
catalytic conversion reaction, the heterogenous reaction type was
selected. Thus, the reaction rate of the SO, catalytic conversion is
defined in the simulator as follows [14]:

Psos
1
K3.Po,2Ps0, “4)

2
(1+K3.P502 +K4.P503)

Kl-POZ-PSOZ-<1_

r=

where:
o T : kinetic conversion rate (kmole/m?.s);
e P : partial pressure of the component i (atm);

Constants K;, K,, K3 and K4 have been determined
experimentally using industrial data to fit with the plant
measurement, and are given as follows:

Ky = exp (1531 - 222) )
K, = exp (—10.68 + 93:;3) (6)
Ky = exp (—9.95 + %"TSS) 7)
K, = exp(=71.74 + 43;?;") (8)

Secondly, the simulation environment of the simulator must be
configurated by developing the flowsheet of the studied process,
using material and energy streams, and equipment models.
Table (2) shows the equipment models that have been used in the
SO, conversion unit simulation:

Table 2: Unisim Design equipment models for the studied process
simulation

Description
Catalytic conversion
Heat transfer

Equipment model
Plug flow reactors
Shell and tube exchangers

3.1. Catalytic converter model

The SO, converter was modeled with a series of reactors, in
which each catalytic bed was modeled with a plug flow reactor
(PFR). The PFR consists of a tubular reactor with a cylindrical pipe
form, in which the transport mechanism is supposed ideal plug
flow type. The following assumptions were considered in the
model development: (1) the internal and external transfer
resistances to mass and heat transfer are neglected, (2) the gas flow
in the reactor is one-dimensional in the axial direction z, (3) the
gas is radially isotropic, (4) the axial mixing in each PFR is
supposed negligible. Under these assumptions, the proposed
dynamic model of the SO, conversion reactor is given by the
following mass and energy conservation equations:
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Component i mass balance in the catalytic bed k:

k ~kin k
aci,gas _ _4-ans aCi,gas

at D2 " oz

+ ;. p]f,u]k. r O]

Energy balance in the catalytic bed k:

aTk,
[Sk- Pgas- Cp,gas + (1 - Sk)- p]c(at- Cp,cat]-% =
4Q]g(alg aT]g(as k (10)
—n? - Pgas- Cp,gas- PR (—AH). Vi PRk T
Boundary and initial conditions:
ki ki
2=0, Clye® =Cim® , Toas® =T ® (1)
_ aCi,gas(t) _ aTgas(t) _
z=H , ——=0, ——=0 (12)
t=0, z>0 C..(2)=0, T, (2) = TK (13)
’ i,gas » lgas bed
where:
o Ci]fG : molar concentration of the component i in the
gas (mol/m3);
LIV : stoichiometric coefficient of the component i

in the conversion reaction;

o Pl : bulk density (kg/m3);

e T : reaction rate (kmole/kg cat.h);

e Cug : heat capacity of the gas (J/kg.K);

e Cpeat : heat capacity of the catalyst (J/kg.K);

o &K : void fraction of the bed k;

o T& : temperature of the gas in the bed k (K);
* D¢ : density of the gas (kg/m3);

o AH : conversion reaction heat (J/mole).

In equation (9), the term on the left-hand side represents the
component i mass accumulation in the gas. The first term on the
right-hand side represents the component i mass contribution, and
the second term represents the mass consumption of the
components i. In equation (10), the term on the left-hand side
represents the heat accumulation in the gas, the first term on the
right-hand side represents the heat contribution, and the second
term represents the heat generated by the catalytic reaction.

In the SO; catalytic conversion, the conversion rate is defined
as the amount of SO, that has been converted into SO3, and it is
given by:

kin ~kin ~k,out ~kout
k _ anS'CSOZ,gas_ans 'CSOZ,gas 14
Tso, = ~Kin ~Kin (14)

ans'CSOZ,gas

At the equilibrium state, and using the reaction stoichiometry
and the mass conservation, the molar concentration of the

125


http://www.astesj.com/

A. Mounaam et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 6, No. 2, 122-131 (2021)

components involved in the conversion reaction can be expressed
according to the SO, conversion rate Tgq, as follows:

s kout ~k,out _ _ .k skin ~kjin
ans 'Csoz,gas - (1 TSOZ)- ans- Csoz,gas (15)
- - 1 . .
skout ~kout _ Akin ~kin _ - .k ~kin ~kin
Qgas - Coj,gas = Qgas- Co) gas 2" 150z Qgas- Cs0,as  (10)
skout ~k,out _ Akin ~kin k skin ~Kk,in
ans ' CSO3,gas - anS' COZ,gas + TSOZ' ans- CSOZ,gas (17)

Assuming that the mixture gas is ideal, the SO, molar
concentration C&, ,,gas can be given according to its molar fraction

x5, ,.gas using the equation (18):

k — vk R-T]g(as
CSOZ,gas - XSOZ,gas- P]g(as (18)
4 k
P as
ck —_¢8 (19)
i,gas Kk
Zi:l & R-Tgas

By summing the equations from (15) to (17) and using the

equation (19), the gas flowrate ngfsut at the outlet of the catalytic

bed k can be calculated by (20):

k,in k,in ~k,out
skout _ 1— R'Tgas k Ck,in Pgas-Tgas ~k,in (20)
ans - o pkin * Tso,- S0z.gas | " pkin pkout* ans
© gas gas*' gas

3.2. Heat exchangers model

In this study, STHE used in the SO, conversion unit was
modeled based on the heat balance between fluids in the shell and
the tube side. In the STHE model development, the following
assumptions were considered: (1) pressure drops are negligible, (2)
fluids are single-phase, (3) fluids are incompressible, (4) fluids
flows are one dimensional, (4) fluids flows are radially isotropic
(5) radiations heat transfer are negligible, (5) heat capacities of
fluids and solids are constant. Under these assumptions, the STHE
model can be written in terms of energy balance equations in the
tube side and the shell side [18]:

thb,out _

Ptb- th- Cp,tb- T ptb'vtb' Cp,tb- (Ttb,in - 21
Ttb,out) - Qex

¥ de ,ou ¥
Psh- Ven- Cpshe =32 = Puv- Vib: Cpsh- (Tonin — 22)

Tsh,out) + Qex - Qloss
where:

® pw,Psn : densities of fluids in the tube side and the shell
side, respectively (kg/m3);

¢ Qu Qs : volume flow rate of fluids in the tube side and
the shell side, respectively (m3/h);

e Cp b Cpsn: heat capacities of fluids in the tube side and the
shell side, respectively (J/kg.K);
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® Tipin Ttbout : inlet and outlet temperature of fluid in the

tube side (K);

®  Tshin Tshout : inlet and outlet temperature of fluid in the
shell side (K);

® Qex Quoss : heat transfer and heat loss in the heat

exchanger, respectively (W).

The heat transfer between the tube side and the shell side, and
the heat loss in the atmosphere are defined as bellow:

Qex = Uex. Aex- (Ttb,out - sh,out) (23)
Qloss = Ujoss- Aloss- (Tsh,out - Tamb) (24)
where:
o Ugy, Uppss : heat transfer coefficients (W/m2.K);
o Agy Ajoss : heat transfer areas (m?);
e Timp : ambient temperature (K).

By substituting (23) and (24) in (21) and (22), the dynamic
model of the STHE can be described by the following equation:

X'+ AX =B (25)
With:
Ly Ve Aex Ve Acy
4= Pb- Qb Cpo Pb- Qb Cp
Uex- Aex Uex- Aex Uloss- Aloss

Psh- Qsh- C1:),sh Psh- QSh' Cp,sh Psh- QSh' Cp,sh

Ttb,in
B= Uloss- Aloss
Tsh,in -~
Psh- Qsh- C1:),sh
_ [Ttb,out]
X =
Tsh,out

The overall heat transfer coefficients can be calculated using
the exchanger sizes and material properties:

ln<rtb,o)
1 1 Tth,i 1 (26)
Uex-Aex hyp Atpi Zﬁ-Ltb'(rtb,o_rtb,i)'Atb hgh-Atb,o
Ish,0
1 _ 1 In (_rsh,i) N 1 27)
Uloss-Aloss hgh.Ash,i Zn-Lsh-(rsh,o_rsh,i)-)‘sh hamb-Ash,o
where:
e hy,hy, : heat transfer coefficient of fluids in the tube
side and the shell side, respectively (W/m2.K);
e h,mp : heat transfer coefficient of the air (W/m?.K);

® TIuiI'tho :inner and outer radius of the tube (W/m?.K);

® TIshirTsho :inner and outer radius of the shell (W/m?>.K);
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o Ly, Ly : length of the shell and the tube, respectively

(m);
® Ay Awo : tube side inner and outer areas (m?);

®  Agni Asho: shell side inner and outer areas (m?).

Heat transfer coefficients in fluids circulating in the tube and
shell can be estimated using the Prandtl (Pr), Reynolds (Re), and
Nusselt (Nu) numbers:

plates, and the forced convection on flat plate. Thus, numerous
equations are available to calculate the Nu number according to Re
and Pr numbers, such as Dittus-Boelter equation [20], Sieder-Tate
equation [21] and Gnielinski equation [22].

4. Model Simulation

The conversion unit simulation of the studied sulfuric acid
plant was performed under the Unisim Design R451 simulator,
using PFR and STHE models. The chemical components and
reactions involved in the SO, conversion unit, and the appropriate

Pr=—= (28) fluid-packages were defined in the basis environment. Firstly, the
simulation was configurated and performed in steady state around
_ pUDy an operating point before running the simulation in dynamic mode.
Re = (29) . . . .
1 Key stream properties of the gas mixture feeding the first catalytic
bed are summarized in Table (3). For the PID controllers used to
Nu = 2Ph f(Re, Pr) (30) adjust the inlet temperature of each catalytic bed, the setpoint in
A the three first catalytic beds was configurated at 440 °C, while it
where: was set to 390 °C in the last catalytic bed. Equipment sizes and
' material properties were also introduced in the simulator to
e u : fluid dynamic viscosity (kg/m.s); simulate the dynamic response of the unit. The flowsheet
C . ific heat (1/ke. K)- simulation of the studied SO, conversion unit under the Unisim
¢ o : specific heat (Jkg K); Design R451 simulator is shown in Figure 2. Note that all the
o 2 : fluid thermal conductivity (W/m2.K); simu}aﬁions performed in .this study were carried out in a Dell
Precision 5820 desktop, using 32 Go of RAM and Intel® Xeon®
e : fluid density (kg/m?); W-2123 CPU @ 3.60 GH processor.
e U : fluid velocity (m/s); Table 3: Gas mixture properties of the stream ‘G1’ feeding the first bed
e D, : characteristic diameter (m). Stream name Gl
) ) Temperature (°C) 440
e h : convective heat transfer coefficient (W/m?.K); Pressure (kPa) 150
) . Flowrate Q(m>/h) 572,6
o f : function of Re and Pr. % N2 (molar fraction) | 79.16
Several correlations can be used to relate these three % Oz (molar fraction) 9,7
dimensionless numbers, depending to the geometry and the flow % SO, (molar fraction) | 10.87
type, knowing the free convection at vertical wall or the horizontal % SOs (molar fraction) | 0.27
sy M—l
; 1 VLV-2
N a1 wr
sulfur D ——— -»—E:b
combustion  G1 VLV-1 Gl PG G Superheater heat
unit i i exchanger
- :
: 3"
2nd i & %f w2
bed _‘“:ﬁ_]
L ang— -
65 G4 R =
H b Tic-¢
tint 55 t . :
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Figure 2: SOz conversion unit model simulation under Unisim Design
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According to the steady-state simulation results, the gas
mixture leaves the first catalytic bed at a temperature of 634.7 °C,
since the catalytic conversion of SO, into SOs is a heat generating
reaction. The conversion rate at the first catalytic bed was
calculated by the model and found at the value of 63.43 %. As
mentioned in the conversion unit description, the gas mixture is
cooled before feeding the next catalytic bed to increase the SO,
conversion rate. The outlet temperature value of the second and the
third catalytic bed was 522 °C and 460.5 °C, and the conversion
rate has reached 89.99 % and 96.59 %, respectively. At the outlet
of the third catalytic bed, the gas mixture is sent to the intermediate
absorption unit, in which the SO; produced in the first three
catalytic beds is absorbed by the circulating sulfuric acid. The
intermediate absorption step represents another way to well
increase the SO, conversion rate. The absorption rate of the SOs in
the intermediate absorption unit is about 99.98 %. The gas mixture
feeds the last catalytic bed at the temperature of 390 °C and the
remained SO, is converted into SO; before feeding the last
absorption unit. The outlet temperature of the fourth catalytic bed
was about 403.8 °C, and the cumulative conversion rate of SO has
reached the value 0f 99.97 %. Note that the gas transport along the
four packed catalytic beds is accompanied by a pressure drop, and
it is calculated using the Ergun equation. Table (4) summarizes the
steady state simulation results of the SO catalytic conversion
reactor.

Table 4: Steady state simulation results of the SOz catalytic converter.

18t 2nd 3rd 4th

Reactor beds bed bed bed bed

Inlet temperature (°C) 440 440 440 390
Outlet temperature (°C) 634.7 | 522 | 460.5 | 403.8
Pressure drop (kPa) 1.707 | 1.735 | 2.084 | 1.662
Cumulative conversion rate (%) | 63.43 | 89.99 | 96.59 | 99.97
448
3
L 444
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B wol
§
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Figure 3: First catalytic bed inlet temperature variations for the dynamic
simulation

To simulate the dynamic response of the studied system, slight
variations were applied on the first catalytic inlet temperature as
shown in Figure 3. In this study, only the dynamic response of one
catalytic bed was considered since the model is the same and
remains applicable for all the other catalytic beds. Afterward, the
SO, conversion rate and the outlet temperature of the first catalytic
bed have been calculated and observed using the dynamic
simulation of the studied unit. Simulation results of the first
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catalytic bed dynamic response are presented in Figure 4 and
Figure 5. Firstly, the inlet temperature of the first catalytic bed has
been set to the value of 445 °C. As shown in the dynamic
simulation results, the outlet temperature increased from 634.7 °C
to 637 °C after a rise time 28.5 hours, and with a time constant of
10 hours. Then, a new steady state has been established at this
point. When it comes to the SO, conversion rate, it decreased to
the value of 62.68 %. After decreasing the inlet temperature of the
gas mixture at the first catalytic bed from 445 °C to 430 °C, the
system has evolved towards a new steady state point. The transit
response of the system after this variation can be also described
approximately with a time constant of 9.75 hours and a rise time
of 29 hours. After that, the outlet temperature decreased from 637
°C to the value of 629.5 °C, while the SO, conversion rate
increased from 62.68 % to the value of 64.91 %.

638

636 [ A e e .
634 -
632 |

630 [ e

First catalytic bed outlet temperature (°C)

628 I i 2 1 1 1 1
0 20 40 80 80 100
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Figure 4: First catalytic bed outlet temperature dynamic response
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Figure 5: First catalytic bed SOz conversion dynamic response

5. Digital Twin architecture development and simulation

There are different understandings of Digital Twins. In some
papers, the focus is on simulation [23, 24]. Others argue that DT
integrates three dimensions: physical, virtual, and communication
parts [25, 26]. In this paper, based on the three-dimension model,
the proposed architecture involves three main components: the
physical system, the virtual system, and the communication
protocol. The physical system represents the real sulfuric acid
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process. The virtual system is the developed and simulated model.
For communication, the Open Platform Communications Unified
Architecture (OPC UA), an industrial communication protocol that
enables interoperability and connectivity of devices with different
protocols [27], is used. In [28], a literature review discussing
digital twins, it was mentioned that one of the main gaps in digital
twins is the integration with the control system.

In the proposed architecture, the DT is integrated into a DCS
context. The DT is installed on a server in the engineering room of
the process distributed control system (DCS) (Figure 6) A copy of
the graphical interface of the DT is also integrated into the control
room for operators’ daily uses. Using the OPC UA, an OPC server
is developed to read real time data from field control stations (FCS)
(Figure 7), which are connected to the real process. Then an OPC
client is used to read data from the server and feed it to the core
simulator developed using Unisim Design R451. A friendly user
interface, inspired by the supervisory interfaces, is then integrated
to show the results in both the engineering room and the control
room. The communication between the modules of the DT, the
OPC client, the core simulator, and the graphical interface is
ensured based on the COM protocol. To communicate with the
FCSs, the DT unit uses the appropriate DCS interface card.
Regarding the Human Interface Station DT (HIS-DT), the
communication with the DT uses the Distributed COM (DCOM)
protocol.

The proposed DT of the studied SO, conversion unit was
implemented and tested in a period of 24 hours. Measurements of
the liquid sulfur and the air supply properties (flowrate,
temperature, and pressure) were collected online with a sampling
time of 1 min. Thus, the simulation of the studied unit was
performed in real-time using the generated data and the actual

operating parameters of the plan as inputs. In Figure. 8 is shown
the temporal variation of the four beds outlet temperature obtained
by the DT simulation and the plant measurements. To compare and
validate the simulation results, some statistical measures were
calculated based on data illustrated in Figure. 8, knowing the
determination coefficient R?, the maximum error ME, the mean
absolute error MAE, and the root mean square error RMSE.
Table (5) regroups the results of the statistical comparison between
the simulation results and the measurement values. Referring to
Table (5), it is shown that results obtained by the simulation are in
good agreement with the plant data with 97 %, which validates the
model employed in the development of the SO, conversion unit
DT.

Table 5: Statistical measures of the simulation results and plant data.

Measure Istbed | 29 bed | 39bed | 4" bed

R-squared 0.9708 | 0.9838 | 0.9842 | 0.9787
Maximum error (°C) 11.14 6.32 8.52 6.20
Mean absolute error (°C) 7.76 3.97 6.20 5.16
Root mean square error (°C) | 2.07 2.40 1.89 1.25

6. Conclusion

In this work, a digital twin framework of an industrial SO,
conversion unit of four catalytic beds reactors was developed. The
proposed digital twin integrates the plant, the virtual system, and
the communication part. In the virtual system, Unisim Design
R451 simulator was used to model and simulate the studied SO
conversion unit. For a smooth industrial integration, a graphical
interface, inspired by the operator’s graphical displays, was used.
The graphical interface makes it possible to visualize the most
important parameters obtained by the unit simulation, knowing the
outlet temperature, the conversion rate and the pressure drop
within the four catalytic bed. Regarding the communication part,

ENGINEERING ROOM

Interface

INSTRUMENTATION

PROCESS

Figure 6: Digital Twin integration with DCS
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Figure 8: Real-time simulation results of the proposed SOz conversion unit model

an OPC server is developed to read process real time data. Then an
OPC client is used to feed it to the core simulator. The simulation
model was tested and validated using data from the studied sulfuric
acid plant, and the comparison has shown an accuracy that exceeds
97%. The digital twin will then be used to improve operations and
simulate production scenarios for real time optimization and
decisions.

In future works, the proposed approach will be combined with
suitable control strategies for performance improvement of the
studied industrial sulfuric acid plant.
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The main purpose of this paper is to present a reusability approach that helps the designer
to assess the best practice to restore a heritage building. Based on the literature review, the
reusability process and attributes was used as a method to restore the heritage building.
Considering these approaches helps the designer to achieve useful results in terms of the
built environment and building performance; moreover, it helps the designer to identify the
suitable new usage of the building. Also, the designer validated the building performance
through using the TAS to assess the thermal comfort of the building after using passive
techniques and design restorations. The obvious finding was the successful achievement
through considering this approach and decreasing the interior temperature two degrees.
This study can be assessed as one of the optimistic practices that considered the
sustainability dimensions during the restoration process, as well as improving the thermal
comfort of the building for the end user. The research paper provides a useful

understanding of designers, restorers and researchers.

1. Introduction

This section is concerned with reviewing and describing the
reusability process and its attribut